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Abstract. Crowd dynamic management research has seen significant attention in recent years in 
research and industry in an attempt to improve safety level and management of large scale events and 
in large public  places such as stadiums, theatres, railway stations, subways and other places where 
high flow of people at high densities is expected. Failure to detect the crowd behaviour at the right time 
could lead to unnecessary injuries and fatalities. Over the past decades there have been many incidents 
of crowd which caused major injuries and fatalities and lead to physical damages. Examples of crowd 
disasters occurred in past decades include the tragedy of Hillsborough football stadium at Sheffield 
where at least 93 football supporters have been killed and 400 injured in 1989 in Britain's worst-ever 
sporting disaster (BBC, 1989). Recently in Cambodia a pedestrians stampede during the Water Festival 
celebration resulted in 345 deaths and 400 injuries (BBC, 2010) and in 2011 at least 16 people were 
killed and 50 others were injured in a stampede in the northern Indian town of Haridwar (BBC, 2011). 
Such disasters could be avoided or losses reduced by using different technologies. Crowd simulation 
models have been found effective in the prediction of potential crowd hazards in critical situations and 
thus help in reducing fatalities. However, there is a need to combine the advancement in simulation 
with real time crowd characterisation such as the estimation of real time density in order to provide 
accurate prognosis in crowd behaviour and enhance crowd management and safety, particularly in 
mega event such as the Hajj. This paper addresses the use of novel sensory technology in order to 
estimate people’s dynamic density during one of the Hajj activities. The ultimate goal is that real time 
accurate estimation of density in different areas within the crowd could help to improve the decision 
making process and provide more accurate prediction of the crowd dynamics.  This paper investigates 
the use of infrared and visual cameras supported by auxiliary sensors and artificial intelligence to 
evaluate the accuracy in estimating crowd density in an open space during Muslims Pilgrimage to 
Makkah (Mecca). 
 
 
1. Introduction 
The Hajj, the Muslims pilgrimage to Makkah (Mecca) represents one of the largest annual human 
gatherings. Millions of people from all over the world with diversity of cultures and languages 
congregate to perform religious rite within a specific area and during several days. This activity is 
made more complex by the arranged movement of high density crowd between locations and the 
performance of rituals at pre-determined times which occur as part of the Islamic lunar calendar. As a 
result, Hajj activities include a combination of crowd dynamics including low-density unmotivated 
movement and high-density, driven movement (Siddiqui and Gwynne, 2012). There has been a number 
of safety related incidents between 1994 and 2006, see (Ministry of Hajj, 2011; AlGadhi and Still, 
2003). Previous research in this area suggests pilgrim safety can be better protected and lessons that 
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can be learned and applied more generally in other events and activities; for further details regarding 
Hajj activities please refer to (Siddiqui and  Gwynne,  2012).  
 
 
A number of studies of the Hajj crowd density and movement have been conducted, see for example 
(AlGadhi and Still, 2003), primarily characterising the flow-density relationships generated: these 
relationships were rightly seen as major contributors to the incidents that occurred. In addition, there 
have been several attempts at simulating the pedestrian conditions present during the Hajj in order to 
investigate mitigation opportunities or applying tools to better describe the make-up of the crowd , see 
for example ( AlGadhi and Still, 2003; Koshak and Fouda, 2008; Shendarkar et al., 2008; Zainuddin et 
al., 2009). However, little analysis has been performed relating to real time sensory estimation of 
crowd density for improved confidence in the overall prognosis produced in real time to prevent 
accidents.  The limitation of simulation algorithms is that it deals with static assumptions, estimations 
and off-line scenarios, which could help in designing the physical constraints of the space and 
understanding the generic behaviour in some situations. However, crowd management in real time 
would require accurate and real time estimation in different locations to allow intervention before the 
occurrence of any critical situation. The ultimate objective of this work is to enhance the real time 
decision making process from crowd density by accurate crowd density mapping.  An unexpected 
incident or behaviour within the crowd, see for example the observations made by Siddiqui and  
Gwynne (2012), could result in significant change in the crowd dynamics leading to a higher and 
unexpected risk. Therefore, real-time density estimation and mapping could help in addressing such 
drawbacks, avoid such situations and provide more accurate results.  
 
 

 
Figure 1: The Old Jamarat Bridge in Makkah during Hajj with variety of density levels. 

 
 
The authors have presented several technologies to help in predicting the density of people, see for 
example (Al-Habaibeh, et al., 2010; Al-Habaibeh, et al., 2003; Amin, et al., 2006). To explain the 
context of this research, Figure 1 presents an example of crowd density during Hajj on the old Jamarat 
bridge.  The ultimate objectives of this research is to develop a density map of the crowd in different 



 

locations in real time in order to improve crowd management and predict any potential incidents or 
unusual density levels. This should help, in addition to the simulation technology, to provide more 
accurate prognosis.  
 
Research work has been done in recent years towards real-time density mapping and crowd behaviour. 
Lee and Hughes (2006) present prediction system of human crowd pressures. Utilising the standard 
forward–backward autoregressive modelling techniques for spectral analysis of a measured signal, 
predictions of pressures generated by very high densities of pedestrians have been formulated. The 
study suggests that several minutes are available for corrective action to be taken to avoid an accident 
involving crushing of pedestrians. Crowd monitoring using image processing has been presented by 
Davis et al. (1995) where image processing techniques of visual images for data collection and on-line 
monitoring of crowds have been presented and discussed with some success.  
An example of video-based people counting systems is described by Sidla et al. (2006).  They have 
shown a system uses motion to compute regions of interest and prediction of movement extracting 
shape information from the video frames to detect individuals, and applies texture features to recognise 
people. Terada et al. (1996) have proposed an automatic method of counting the passing people 
through the gate by using a normal CCD camera. First, images of the passing people are obtained in 
series. As a next step, pixels on two measurement lines are picked up and transformed into two space-
time images. Finally, the incoming and outgoing persons could be measured by counting the people 
data on the space time images of each moving direction. Velastin et al. (2006) have developed a people 
detection system to detect important situations of interest to public transport operators. This has been 
done by using a monochrome video camera and motion detection board developed by the authors. The 
analogue images then converted into digital images. The system then feeds these images onto motion 
detector to carry out further analyses, namely noise reduction, foreground extraction and event 
detection. Septian et al. (2006) have shown an investigation to counting number of people that pass the 
view of an overhead mounted camera. Moving people are first detected as blobs and represented by 
binary masks, based on which possible multi-person blobs are further segmented into isolated persons 
according to their areas and locations. Each single person is tracked through consecutive frames using a 
correlation-based algorithm. In recent years, Kilambi et al. (2007) have shown a system which can aid 
in monitoring people crowd, which often contains tight groups of people using prior knowledge 
obtained from the scene and accurate camera calibration, the system learns the parameters required for 
estimation. There are also systems using multiple camera to count people, see for example, Kettnaker 
and Zabih (1999), and Challa et al. (2007). Another reference, Sacchi et al. (2001), has used a change-
detection algorithm for people counting. The proposed algorithm has been found capable of exploiting 
the low computational complexity of the pixel-based methods and, at the same time, the adaptively 
involved by the image partition into different luminosity regions, which is the key concept of the local 
methods. Masoud et al. (2008) have presented a method for the estimation of crowd densities. They use 
novel projection methods to compute the area that represents each blob in world coordinates. This 
method reduces problems due to moving objects which are not similar to human height. It also takes 
care of the differences between the projected areas of people at different distances from the camera.  
Roqueiro and Valery (2007) have presented a method of estimating the number of people visible in a 
camera. The method is based on  the ratio of foreground pixels in compare to the background pixels in 
each cell of a rectangular grid. Using the foreground pixels and data mining techniques allowed 
reaching accuracy up to 85% for an indoor surveillance environment and can count up to 23 persons. 
Applying median filters to the sequence of estimation results increased the final accuracy up to 91% for 
exact match.  Celik et al. (2007) have proposed a research where they relate proportionally the number 
of moving pixels to the number of persons. By extract the foreground object.  According to the adopted 
Stauffer- Grimson adaptive background method, every pixel probability density function is modelled 
by means of a Gaussian Mixture Model.  



 

 
There are also systems using multiple camera to count people such as Kettnaker and Zabih (1999), 
Challa et al. (2007) and Yang at al. (2003). Yang et al. (2003) have shown an alternative approach of 
counting people that directly estimates the number of people using groups of image sensors. It has  
developed a people counting system in crowds based on the computation of bounds on the number of 
objects in a region and not on localizing individual objects. The system consists of 8 calibrated cameras 
arranged around a rectangular room. The image processing technique has been based on background 
subtraction. Hashimoto at al. (1998) have presented people counting system with a multi-element 
infrared sensor made of PbTiO 3  ceramics in order to establish non-contact and non-blocking automatic 

real-time counters with high accuracy. They have described a people-counting system using a human 
information sensor consisting of one piezoelectric array detector, which can be used for detecting the 
movement directions and the number of people passing a 100 cm then a 200 cm wide door. 
 
This paper address some of the drawbacks in the current knowledge and technologies by investigating 
the use of a sensor fusion system for monitoring people’s density in one of the Hajj activities. The 
demand for intelligent and integrated monitoring systems of people has significant importance during 
Hajj. The experimental work for this paper has been done on the old Jamarat bridge in Saudi Arabia in 
2006 which has been demolished to build the new multi-story high capacity Jamarat bridge. The old 
Jamarat bridge has seen high levels of density during its operation and significant and unique data has 
been captured to investigate different techniques for density estimation for future use on other Hajj 
sites .  
 
 
2. Infrared and Visual  Imaging Systems 
The majority of people counting systems in the market use visual cameras, see for example, Rooqueiro 
and Petrushin (2006 ), Cho and Chow (2002). It has been found that the available systems are mainly 
expensive vision systems that need to be calibrated in advance. Nevertheless, visual automated 
counting systems can only work in the presence of a good intensity of light and the change in ambient 
light would influence the results of the system. A major problem with vision-based monitoring systems 
is the inaccuracy associated with visual detection of people. If a person is wearing the same shades of 
grey as the background it is difficult to discriminate between the background and the person. These 
objects in the background are of the main concerns, commonly affected the accuracy of the automated 
people counting systems. By all means it can be said that background separation is not an easy task. 
Also, counting people based on image processing and number of pixels is not applicable in the case of 
high density of people as occlusion would occur, which makes the relation between the number of 
pixels and the number of people in the selected region of interest (ROI) nonlinear. 
 
There are many techniques for people detection such as infrared sensors and the ultrasonic sensors, 
however, each system has its own problems. For the thermal imager, it is easy to identify the existence 
of a person from a thermal image compared with a visual image. In spite of infrared detectors being 
very suitable as human information sensors, conventional point-type infrared sensors have low 
accuracy for counting the number of people passing a door. For advanced control of the thermal 
environment using infrared sensors, the overall conditions of the occupants in a room, such as 
temperature and light, should be taken into account.  
 
To date, the use of thermography has been limited due to the high cost of instrumentation. The advent 
of low cost sensing systems is opening up many new opportunities for condition monitoring and the 
development of intelligent machines and processes (Al-Habaibeh et al. 2004). For the thermal imager, 
it is easy to identify the existence of a person from a thermal image compared with a visual image 



 

(Hashimoto et al., 1998) . Espina and Velastin (2005) stated that "there is not much work reported on 
the integration of different types of sensors".  The infrared technology has also been found to be 
lagging behind in current industrial and academic research and it could provide essential solutions to 
some current recognised problems of crowd monitoring. The introduction of low-cost infrared systems 
could play an important role in reducing the cost of the integration of infrared systems to crowd 
monitoring.  
 
 
3. The use of neural networks for crowd monitoring  
The main advantage of using neural networks is the full automation of the learning and classification 
processes, therefore, they can be implemented in fully automated condition monitoring system to 
recognize and classify patterns without human involvement. 
 
Neural Networks (NN), also known as Artificial Neural Networks (ANN), consist of “n” numbers of 
computing cells namely artificial neurons, which connected together through weighted links ( Ghosh 
and Chakravarthy, 1992).  Neurons are connected together to form an input layer, hidden layers and an 
output layer. Neural Networks are classified by their learning method to: supervised learning and 
unsupervised learning. In supervised learning the error is fedback to the network and used to adjust the 
weights, such error decreases with each iteration and the neural model gets closer and closer to 
producing the desired output. This process is known as “training”.  In contrast to supervised learning, 
unsupervised learning does not require a specific target for training; it requires guidelines to determine 
how it will classify groups. Grouping may be based on colour, shape, material or on some other 
property of the object. The most common supervised neural networks are (BP) network , and the radial 
basis function (RPF) neural network.  (BP) and (RBF) can be use for many applications such as: 
temperature control, fault detection , monitoring of flow rate  (Meireles et al., 2003),  and hydrocarbon 
density estimation ( Al Quraishi and Shokir, 2011). Unsupervised neural networks include examples 
such as LVQ Learning Vector Quantization and self organizing neural networks.   
 
Researchers have used neural network for people density and counting activities. For example,  
Yoshinaga and Shimada (2010) have analysed a combination of blob area, total edge length and 
perimeter length using Resilient back propagation neural network (RPROP) to estimate the number of 
pedestrians. Chow and Cho on (2002) and (2004) have analysed a combination of number of pixels of 
edge and number of pixels from crowd objects using a feed forward neural network. The systems 
perform good results in estimation the crowd density. However, these types of systems cannot be use in 
large public places like Jamarat site, where there are thousands of people at extreme high densities.   
Hussain et al., (2011) have shown an alternative approach of estimating the density of people using a 
combination of image processing and artificial intelligence technologies. A back propagation (BP) 
neural network used to estimate the number of people. The number of people is then used to calculate 
the people density and classify the people density based on the area region of interest. The system has 
performed good results in estimating the people density which range between 1 and up to 60 persons, 
achieving 81.67% accuracy of true detection with 78 images used in the training phase. In this research 
work, back propagation (BP) neural network is used  to estimate the density of people. Using the area 
of consideration, the crowd density is calculated and classified into four densities from very low to 
extremely high.  
 
 
4. The Experimental Work 
The development of an autonomous monitoring system technology is essential to provide the means for 
capturing crowd data and integrating information for the decision making.  Figure 2 presents the 



 

autonomous monitoring system that is developed for crowd monitoring for this research work.  The 
system includes a monochrome visual camera attached to a small computer system via a video capture 
card type National Instruments NI PCI-1407. A low cost infrared camera type IRISYS IRI1002 is 
connected to the same computer system using an RS232 connection. Temperature and light sensors, 
designed by IENSYS Ltd, are interfaced to the computer system via IENSYS board to the RS232 port 
of the system. The computer system is Ethernet enabled so that data can be transferred to remote 
central analysis point as described in Figure 2. 
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Figure 2: The autonomous data capturing system 

 
 
The Experimental work of data capturing described in this research has been performed at the old 
Jamarat bridge in Saudi Arabia which has been removed following this experimental work to be 
replaced by much more sophisticated multi-story bridge. However, the old bridge provided a unique 
opportunity to capture data representing extreme levels of densities that is now being analysed to 
design future monitoring systems for other sites for Hajj. The system is installed to view people from a 
high corner as shown in Figure 3. Data is captured for different densities of people over several days 
during Jamarat Hajj activities. Every 30 seconds a frame of data is captured and saved to the computer 
for analysis. The selected view is realistic and includes many sources of noise such as the sunlight, 
temperature and shadow. Figure 3 presents the infrared image and the associated visual image at the 
old Jamarat bridge. The idea of using infrared images to capture density information is related to the 
concept that every person is considered a heat source and the more people you have in a specific area 
the more heat (i.e. infrared radiation) is produced. Notice that the infrared image is “warm” in a 
specific linear pattern based on the density of people. Point (1) presents the cold Jamarat wall, point (2) 
presents high density of people and points  (3 and 4) present slower level of density. It is essential to 
recognise that density colour-map is only valid for regions associated with crowd, other areas such as 
point (1) is related directly to the temperature of the object. One of the common problems is that people 
closer to the camera will look warmer and larger in size (i.e. will occupy more pixels). People in the 
far-side of the site will look smaller and at less temperature level. Also the sunlight will generate a 
noise on the infrared images. A calibration and analysis process therefore will be needed to normalise 



 

the data based on the geometry of the view and to compensate the noise of the sunlight on the infrared 
data. Typical crowd densities are presented in Figure 4. In general,  it is estimated that an extremely 
high density is 5 or more person/m2, high density is 4 person/m2, medium density is 3 person/ m2, low 
density is 2 person/m2, and very low density is expected to be 1 or less person/m2. Above 6 person/m2 
is extremely dangerous and may lead to an accident if maintained for a long time. However, due to the 
size of the covered area, its open nature and the number of people involved, a qualitative judgment has 
been used to categorise the different densities. 
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Figure 3:  Examples of the images captured. 
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Figure 4: The crowd densities estimated by human scene are represents five different densities. 

 
This paper investigates five main set of experiments: 

 The use of visual images for estimation of density. 
 The use of visual images with neural networks to estimate the density. 
 The use of infrared images to estimate the density. 
 The use of infrared images with neural networks to estimate the density. 



 

 A sensor fusion system using a combination of visual and infrared images combined with 
neural networks to estimate the density. 

 
 
5. Visual Image Processing and Analysis 
The first set of experiments focuses on the analysis of visual images by applying image processing 
methods and analysis of the raw data in an attempt to predict the density of people. The visual images 
have many sources of noise such as: sunlight intensity variation, temperature and shadow. For that a 
calibration process will be needed to compensate for this noise. In this proposed system, the results 
from the feature extraction process is a number that represents the crowd density of the corresponding 
image. Figure 4 presents the original images of the Jamarat site at different densities and different times 
of the day. The block diagram shown in Figure 5 presents the general feature extraction system 
implemented in this paper for density estimation for visual images. As shown in the block diagram, the 
regions of interest are selected from the original image with reduction in number of pixels to speed up 
the computational time depending on the required accuracy and application. The edge detection process 
is implemented in order to enhance and detect sharp changes in image brightness that is related to the 
people in the image. Edges are those places in an image that correspond to object boundaries. Edge 
detection also reduces the size of the memory needed for the following image processing steps. All 
pixels values smaller than this threshold value will be eliminated and viewed as a background image. 
This process is very important because it will eliminate too much pixels and data which lead to 
decrease the data processing time and increase the system efficiency. Most of the eliminated pixels did 
not relate to the density of people, for example, some of these pixels represent shadows of the objects. 
The number of pixels in the outcome image represents the density of people in the image. Light 
compensation is used, as discussed in the next section, to reduce the effect of light noise on the 
predication process during day time. The next step is to subtract the background image from each 
individual image for the same time of the day. The subtraction will result in a binary image, by 
counting the number of pixels in each image this will indicate the change between the current and the 
background image which is as a result represent the density of people in an image in most cases. Pixel 
counting is used which is then transferred to a density estimation of five different levels of density as 
presented in Figure 4. Figure 6 presents an example of the edge detection and background subtraction 
of the images.  
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Figure 5: The block diagram of visual image processing. 

 
Pixel counting pixelsN  of ‘white’ pixels, see Figure 6, has been found, as will be discussed later in this 

paper, a useful technique for predicting people’s density. The calibration of number of pixels pixelsN  in 

relation to the density of people is expressed by equation (1) below: 
 



 


 )( 

 pixelsN
Density                                              ( 1 ) 

Where α is a constant which is a function of  the geometry of the public place including distance and 
the angle of the camera; and β is a constant factor related to the assumed density of people under 
consideration. Equation (1) ignores the effect of noise from the change in light intensity. 
 
The original captured visual images are 344 x 344 pixels. However, a reduction in the image size to 
256 x 256 pixels is found to decrease significantly the required processing time by approximately 55% 
without significantly reducing the results from the image processing in this case. 
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Figure 6: Example of edge detection and background subtraction of visual images. 

                                         
5.1 Light compensation for visual image processing 
 
When monitoring the edge detection algorithm for the empty location, it has been found that light 
intensity and shadows has significant influence on the accuracy of results. Therefore, sensor fusion of 
visual images combined with the data from the light intensity sensor are used to compensate for this 
error.  Equation (2) presents the methodology used to compensate for light variation. 
 

                               xCNN pixels                (2) 

Where N  is the compensated number of pixels above a specific threshold value, pixelsN  is the initial 

number of pixels, x  is the light intensity, and C is a calibration constant.  Therefore, N  will replace 

pixelsN  in equation (1) to have the general equation for light compensation as described in equation (3). 
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In order to study the effect of the sunlight on the images and the associated image processing, a total of 
2880 images that present 24 hour period is monitored during one day before the use of the Jamart 
bridge. In these images the background scene contains no people, while these images under a variety of 
sunlight and shadow conditions. Figure 7 presents the results of the light compensation system. As 
shown in Figure 7, the number of pixels successfully present that very low density from midnight until 
morning. From morning until sunset noise has been detected as a result of light and shadow change, 
this is clear in the second curve in Figure 7. After sunset, the system accurately detects no objects. In 
order to eliminate noise from the light, equation (3) has been implemented by utilisation the light 
intensity curve in the third graph of Figure 7 to produce a much improved results in the fourth curve of 
Figure 7. Quantised Density QD  estimation is presented in Equation (4). 
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Figure 7: The effect of the sunlight on the counting system. 
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Equation (4) will result in a Quantised Density QD  with a number between 1 and 5, where one is very 
low density and 5 is extremely high density. Where   is the minimum Density level observed and    
is the maximum Density level observed.   
 
 
 
 



 

6. The use of visual images for estimation of density. 
Figure 8 presents an example of the captured data for a full day. The first graph, graph (1),  represents 
the density of people in each image that is captured every 30 seconds period, the people density is 
estimated manually by an experienced person in order to be used as the benchmark for the automated 
results. The visual images present different levels of density during different times of the same day.  
 

 
Figure 8: Density estimation results using visual images and combined with light intensity algorithm. 

 
 

The second graph, graph (2),  represents the density as number of pixels as obtained from equation (3)  
following the edge detection system. The third graph represents the Quantised Density (QD). The error, 
the difference between graph (1) and graph (3), is presented in the fourth graph. Notice that the error is 
within 25% which is one density category within the estimation of density. Notice that the QD of 
equation (4) method have some error in discriminating between high and extremely high density.   
 
 
7. The use of visual images with neural networks to estimate the density. 
In order to investigate the effect of using artificial intelligence on the effect of density prediction of 
visual images for the same scenario as Figure 8, a feed-forward back-propagation network is 
considered for the modelling of the people’s density monitoring.  The selected neural network has one 
input in this case, one hidden layer of ten neurons with Tansig functions and an output neurons with 
Purelin function. The selected learning rate of 0.05 and 5 samples of different densities are used. A 
total of 100 epochs are implemented with a training performance goal of 0.01. Matlab software and 
neural networks toolbox has been implemented for this analysis.  The first curve in Figure 9 presents 



 

the density of people as estimated by the experienced person for the 2880 images. The second curve 
presents the total number of pixels ( N ).  A total of 5 densities from graph (2),  the number of pixels 

( N ), is used for the training of the neural network. The target has been selected to be the associated 

densities from the manually predicted densities, graph (2).  Following the training, the complete data 
(2880 values) are fed to the neural network. The results are shown in the third graph of Figure 9. The 
error between the manually classified data and the neural networks is shown in the fourth graph of 
Figure 9.  The overall accuracy of the system is found to be 97.3%. The only sources of error where the 
estimation of high density or extremely high density. Part of this could be a direct result from the fact 
that images are taken during night time where higher light intensity is needed.  To solve this problem, 
infrared technology will be investigated. 
 
 

 
 

Figure 9: Visual neural network simulation result and error. 
 

 
8. Infrared analysis 

 
In order to enhance the system accuracy and reliability, particularly during night time, an infrared 
system is introduced and investigated. Figure 10 presents an example of the captured data for a full 
day. In Figure 10, the first graph presents the density as manually estimated by an expert. The second 
graph presents the average infrared data of the infrared image that is captured for a full day every 30 
second period. The third graph presents the number of pixels above a specific threshold which 
represents human temperature. The average value is this experiment is 30oC, however this value is 
dependent on the distance, ambient temperature and the geometry of the view.  In this case, the number 
of pixels is counted for an extrapolated infrared images between 16x16 pixels to 128x128 pixels. The 



 

fourth graph presents the intensity of light measured by the light sensor. The values are normalised to 
the same level as the number of pixels.  
 
In order to compensate for background heat, the average heat for a complete empty day before the 
Jamarat activity was captured, and the average infrared radiation (heat) for the 16x16 pixels infrared is 
calculated by equation (5) below: 
 

Average heat = 
256

Pixels
                                       (5) 

The average infrared radiation calculated by finding the average infrared for the foreground image and 
the background image at the same time of the day and then subtract the two average heat. 
 
 

 
Figure 10: Infrared data after compensate the light intensity. 

 
 
Notice that at time of about 10 minutes, the density of people on site is very low before sunrise and this 
is indicated by low level of infrared and light intensity. At time of 250 minutes, the sun starts to rise, 
notice that the light sensor is detecting an increase in the light values. This is also reflected in gradual 
increase in the infrared radiation. Notice the large peak in the average infrared radiation. The infrared 
graphs indicate the maximum densities. However, it is evident that the crowd in the afternoon has a 
medium density. 
 



 

From Figure 10, it can be observed that the number of infrared pixels has significant noise and 
distortion. This is caused by a combination of the change in the background temperature and the 
intensity of light. In the following sections the compensation for light intensity and background 
temperature is discussed. Significant part of the noise is related to the infrared radiation of the empty 
background. Therefore, in order to enhance the accuracy and eliminate the noise, a localised pixels 
selected in the image of the background in order to compare it with foreground localised pixels as 
shown in the Figure 11. 
 

Localised pixels at 
Background Image

Localised pixels at 
Foreground Image

Localised pixels
.

 
 

Figure 11: Localised pixels for the background and foreground images. 
 
Figure 12 presents the results obtained using localised area of interest that represents people for  the 
same scenario as Figure 10. The first graph of Figure 12 shows the expected density and the second 
graph represents the infrared average for the localised pixels. The third graph represents the infrared 
average for the background and the fourth curve represents the sensor fusion model output for the 
localised pixels. The fourth graph represents the difference between the background of the empty 
location and the location during the normal use. The difference is used as an indication of density 
estimation and has been quantised using equation (4) where Density in this case is the difference 
between the average infrared radiation.  The system accuracy is 53% as shown in the fifth graph.  The 
classification error was about 25% in most cases (i.e. one category) but it has also reached 50% (two 
categories of error). 
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Figure 12: Localised infrared pixels after compensation. 

 
 
 

9.  Infrared neural network results   
 
To investigate the use of artificial intelligence, a feed-forward back-propagation network is considered 
for the modelling of the people’s density monitoring using infrared data.  Similar to the visual analysis, 
the selected neural network has one input, one hidden layer of ten neurons with Tansig functions and an 
output neurons with Purelin function. The selected learning rate of 0.05 and 5 samples of different 
densities are used. Matlab software and neural networks toolbox has been implemented for this 
analysis. Five samples only with densities at different five levels are used as targets based on the first 
graph of Figure 12. Ten associated samples from the fourth graph of Figure 12 are used for training. 
Following the training, the complete 2880 samples were used for testing.   
 
Figure 13 presents the results acquired from the neural network. The results are plotted based on the 
simulation of 2880 samples. It is evident that the maximum error in the classification is within one 
category (25%). However, it is evident that the system failed to recognise the extremely high density  
and in some cases low and medium densities. 
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Figure 13: Infrared neural network simulation results and error 
 
 

10. Sensor Fusion  of visual and infrared systems  
In order to optimise the overall accuracy of visual and infrared systems, the sensor fusion is 
investigated by combining both data of Figures 9 and 13. A feed-forward back-propagation network is 
considered with two inputs, one hidden layer of ten neurons with Tansig functions and an output 
neurons with Purelin function. The selected learning rate of 0.05 and 10 samples of different densities 
are used. Similar to the previous section, five samples only with densities at different five levels are 
used as targets based on the first graph of Figure 14. Ten associated samples are used for training. The 
two inputs are the visual number of pixels and the average infrared radiation as presented in Figure 14, 
the second and third graph respectively. Following the training, the complete 2880 samples were used 
for testing. The fourth graph in Figure 14 represents the results obtained using the combined neural 
network of visual and infrared systems; as shown the maximum percentage error has been reduced to 
zero, even for scenarios containing very low or extremely high density of people. A comparison 
between the five discussed systems is shown in Figure 15. This result proves that the sensor fusion can 
significantly enhance the density estimation of the crowd which will help in the design of safety 
systems for crowd monitoring and management. 
  



 

very low

low

medium

high
ext high

 P
eo

pl
e 

de
ns

ity

0

5000

10000

15000

 N
um

be
r 

of
 

  
P

ix
el

s

0

10

20

Lo
ca

lis
ed

In
fr

ar
ed

pi
xe

ls

very low

low

medium

high
ext high

 N
eu

ra
l O

ut
pu

t

0 250 500 750 1000 1250 1500
0

25%

50%

75%
100%  

  

  Time (min)

  
E

rr
or

.

 
 
                                Figure 14: Combined neural network of visual and infrared systems. 
 



 

 
Figure 15: A Comparison between the five monitoring systems for density estimation. 

 
11. Conclusion 

This paper has investigated crowd density mapping using a novel sensory fusion model of infrared and 
visual data combined with artificial intelligence system to estimate of crowd’s density for Hajj 
activities. The old Jamarat Bridge has been used to monitor different levels of density. The novel 
application of the sensor fusion model has been found to be successful in detecting people's density in a 
large open public place. The sensor fusion model has been shown to give significant improvements in 
the accuracy of density estimation in comparison with the separate applications of visual or infrared 
systems. This result proves that the sensor fusion can significantly enhance the density estimation of 
the crowd which will help in the design of safety systems for crowd monitoring and management.  
The sensory fusion model is associated with additional sensory and computer cost. However, with the 
continuous reduction in cost of sensor and computer technology in recent years, this is expected to 
make the sensory fusion systems more common particularly in intelligent buildings application.  The 
uniqueness of the sensing fusion model is its expected reliability to function in dark or light conditions 
at different levels including smoke interference, which makes it useful in emergency situations where 
power loss or thick smoke can affect visibility.  
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