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The native defects in the compound semiconductor GaP have been studied using a pseudopotential density
functional theory method in order to determine their relative concentrations and the most stable charge states.
The electronic and atomic structures are presented and the defect concentrations are estimated using calculated
formation energies. Relaxation effects are taken into account fully and produce negative-U charge transfer
levels for VP and PGa. The concentration of VGa is in good agreement with the results of positron annihilation
experiments. The charge transfer levels presented compare qualitatively well with experiments where available.
The effect of stoichiometry on the defect concentrations is also described and is shown to be considerable. The
lowest formation energies are found for PGa

+2 in p-type and VGa
−3 in n-type GaP under P-rich conditions, and for

GaP
−2 in n-type GaP under Ga-rich conditions. Finally, the finite size errors arising from the use of supercells

with periodic boundary conditions are examined.
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I. INTRODUCTION

Due to its good optical properties, good performance and
low cost, GaP is commonly found in semiconductor devices
such as light emitting diodes �LEDs�, long wavelength de-
tectors and semiconductor lasers, as well as newer applica-
tions such as, for example, a host material for diluted mag-
netic semiconductors. The optical and electrical performance
of the material is to a great extent controlled by the defects
present, their type and, of course, density. When growing a
semiconductor crystal it is impossible to create an ideal com-
pound without grown-in native point defects. These will al-
ways be present to some extent and will thus affect the ma-
terial properties. For example, deep level defects can act as
nonradiative recombination centers which lower the perfor-
mance of optical devices. Through a better understanding of
the defects involved this could perhaps be counteracted and
the efficiency improved. In the general case, this would yield
higher quality materials and decrease the degradation and
aging of devices.

Ideally one would like to get rid of all intrinsic defects in
order to obtain a semiconductor as pure as possible before
reintroducing certain types of defects under controlled con-
ditions, i.e. doping the sample, to produce the desired mate-
rial properties. The concentrations of these intentionally in-
troduced impurities determine the performance of the
semiconductor device but remaining native defects may act
as compensators and therefore lower the concentration of
charge carriers. In addition, a laser heterostructure will not
remain very effective if the crucial dopants diffuse out of the
active region, for instance, and the diffusion of dopants can
often be either mediated or hindered by native point defects.
Dopant diffusion rates can therefore be directly dependent on
the concentrations of vacancies, antisites and self-
interstitials. In summary, the performance and reliability of
the GaP optoelectronic devices is compromised by both the
action of native defects such as nonradiative recombination
centers and the out-diffusion of the electrically important
dopants mediated by native defects.

Turning to previous work on defects in GaP, there have
been numerous experiments relating to luminescence but the
current knowledge of the electrical properties and structure
of point defects is rather incomplete. However, various at-
tempts have been made to identify specific defects. Experi-
mental results are obtained which describe a defect with cer-
tain properties �spin, symmetry, or structure, for example�.
Then all possible candidates are lined up and, in the best
case, ruled out one by one for different reasons, often by
comparison to theory, until only one remains. It is therefore
interesting to put this identification process into a larger per-
spective, calculating the relative abundances of the native
point defects to see if this can provide an overall picture into
which these individual identifications fit.

The experimental methods used have so far been electron
spin resonance experiments �ESR� �or electron paramagnetic
resonance �EPR��,1–8 deep-level transient spectroscopy
�DLTS�,9–11 optical detection of magnetic resonance
�ODMR�,12–15 and finally positron annihilation for the detec-
tion of vacancies.16,17 These studies almost always deal with
one specific defect at a time so further discussion of them
will be left to the relevant parts of Sec. III.

Most previous theoretical work relies on semiempirical
and/or tight-binding calculations and does not include
relaxations.18–21 Only three earlier studies include relaxations
around the defects and only in a restricted sense; either the
symmetry is fixed or only the nearest neighbors are allowed
to relax.22–24 Furthermore, there is only one prior work, by
Jansen and Sankey,25 actually dealing with the relative con-
centration of native defects in GaP through the calculation of
formation energies. This is the only study which makes a
comparison between different defects. In that work an ab
initio method with an sp3 pseudo-atomic-orbital basis set
was used with an 32 atom supercell. Relaxations were not
taken into account. Their results will be compared to ours in
Sec. IV when discussing the overall defect concentrations.

Apart from Jansen and Sankey, the previous defect studies
in GaP only deal with one type of defect at a time and often
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under very specific conditions. Here we attempt to present a
more comprehensive picture of the native defects in GaP
relating the different defects to each other, concentrating
mainly on their density and stability for all their possible
charge states. The dependence of the relative stability of a
defect in a certain charge state on the overall doping of the
material will be presented for all positions of the Fermi level
ranging from strongly p-type to strongly n-type conditions.
The knowledge of which defects occur the most at equilib-
rium under some specific conditions will shed new light on
previous experimental identifications and controversies.

The paper is organized as follows. The theoretical meth-
ods are presented in Sec. II, where the computational method
is described in detail and the expression used for the forma-
tion energy is derived along with the various conditions un-
der which the work is performed. In Sec. III the results are
presented for each of the native point defects. The electronic
structure is related to the relaxed atomic configuration and
bonding of the defects, for all the relevant charge states. The
results are compared to experimental findings and previous
theoretical work. Finally, in Sec. IV, the effects of the super-
cell approximation are considered, conclusions are drawn
from the results and an overall picture of the native defects in
GaP is presented.

II. COMPUTATIONAL METHOD

The calculations were performed using the VASP �Ref. 26�
pseudopotential density functional theory27 �DFT� code in
the local density approximation �LDA�. Ultrasoft Vanderbilt
pseudopotentials28 were used for the description of the Ga
and P atoms �Ga 3d electrons were kept in the core� and
plane waves were used as the basis set for the wave func-
tions. The exchange-correlation part of the energy functional
was based on the Ceperley-Alder potential29 in the param-
etrization by Perdew and Zunger.30 The calculations were
performed in a cubic 216 atom supercell. Initial calculations
used only the first special Chadi-Cohen31 k-point, k
= � 1

4 , 1
4 , 1

4
�, which gives better converged results than the

gamma point. They were followed where necessary by more
accurate calculations using a 2�2�2 Monkhorst-Pack se-
lection for both the ionic relaxations and the relaxed struc-
tures, and a 4�4�4 Monkhorst-Pack32 k-point selection for
the ideal, unrelaxed structures. For the formation energy, de-
fined below, this gave an accuracy of 0.05, 0.01, and
0.005 eV, respectively. A cutoff energy of 250 eV was used
for the plane waves which ensures an error of less than
0.01 eV for the formation energies.

Ionic relaxations of the defect supercells were done using
a Conjugated Gradient algorithm, starting from symmetry-
broken geometries. No local geometries were maintained
during the ionic relaxation and all atoms except the ones on
the borders of the supercell were allowed to relax. The 216
atom supercell is sufficiently large that the condition of lock-
ing the border atoms does not impose serious restrictions on
the relaxation of the host material surrounding the defect.

The calculations were performed with a non spin-
polarized charge density and charged defects were calculated
with a uniformly charged jellium background to ensure con-
vergence of the total energy. There are various errors which
arise from performing defect calculations using the supercell
approximation. Because of the periodic boundary conditions
there is an artificial electrostatic interaction between the de-
fect charge distribution in neighboring supercells causing an
additional electrostatic contribution to the energy. There is
also a quantum-mechanical effect, since any overlap of the
defect wave function between cells will cause a dispersion of
the defect levels in the band gap. This is illustrated in Fig. 1
for the case of the phosphorous antisite �PGa� in GaP. There-
fore, small supercells will incorrectly describe the distribu-
tion of the defect states and it is required to use supercells
large enough to remove this artificial interaction.

There is presently no good correction scheme for the su-
percell problems; the monopole term from the Makov-Payne
correction is known to over correct the error, for example. In
order to at least minimize the error, the largest computation-
ally affordable supercell, the 216 atom supercell, has been
used for the calculations presented here.

These �and other� finite size errors together with the LDA
underestimation of the bandgap are the major sources of er-
ror in this work. The latter affects the energies of the defect
levels making it very hard to quantitatively compare the po-
sitions of the charge transfer levels to experiment. The ef-
fects of finite size errors will be further discussed in Sec. IV.

The defect formation energy of a native defect is simply
the reaction energy needed to create the defect from ideal
material

Edef
form�q� = Edef

tot �q� − Ebulk
tot − �nGa�Ga − �nP�P + q�EF + �v� .

�1�

Here Edef
tot �q� is the total energy of the supercell containing

the defect and Ebulk
tot is the total energy of the pure bulk crys-

tal, calculated in the same supercell. �ni is the number of
atoms of species i added from a particle reservoir of chemi-
cal potential �i in order to create the defect. q is the charge
state of the defect and hence equal to the number of electrons

FIG. 1. Band structure of the
neutral P antisite defect. The deep
defect level is shown as the thick
black line and its dispersion is
presented for the 8, 64, and 216
atom supercells.
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taken away from the supercell in order to create the charged
defect and EF is the Fermi level, i.e., the electron chemical
potential, from which electrons are taken to charge the de-
fect. By convention EF is set to zero at the valence band
maximum �v, which is obtained from a band-structure calcu-
lation at the � point in bulk GaP, using the charge density
from a k-point converged bulk calculation.33

The insertion of a defect into the supercell causes the
electrostatic potential to shift relative to that of the bulk su-
percell. As a consequence, the zero energy levels no longer
coincide exactly, so that formation energies calculated using
this value of �v contain an additional error. This can be cor-
rected for by aligning the potential in the defect supercell in
a bulklike region far from the defect with that of a bulk
supercell at the same location.33 However, in this work it is
found that for the 216 atom supercell this potential shift is
less than 0.04 eV and therefore any direct correction is ne-
glected. Furthermore, this error is proportional to the cell
volume, so it will in fact be corrected when finite size errors
are examined in the last section.

The chemical potentials are parameters which depend
upon the conditions under which the material has been
grown or prepared. However, there are restrictions that limit
the possible values for these parameters and determine the
possible range of the Ga-P balance and stoichiometry. First,
the chemical potentials must be lower than those of the cor-
responding bulk materials, that is, �Ga��Ga

bulk and �P
��P

bulk, otherwise the pure bulk materials will be more stable
and form instead. The upper limits are referred to as the
gallium-rich and phosphorus-rich limits. Secondly, for a sys-
tem in equilibrium at constant temperature and pressure, the
following relation for the chemical potentials must be ful-
filled,

�GaP = �Ga + �P, �2�

where �GaP is the chemical potential of bulk GaP. This leaves
only one free parameter, here chosen to be �Ga, which is
restricted to the interval

�GaP − �P
bulk � �Ga � �Ga

bulk. �3�

The upper limit is the gallium-rich case and the lower limit
the phosphorus-rich case.

The bulk chemical potentials are taken from fully con-
verged calculations for the respective materials. The numeri-
cal values used are �Ga

bulk=−3.61 eV, �P
bulk=−6.03 eV �black

phosphorus�, and �GaP=−10.53 eV.
In addition, unless the defect is neutral, the formation en-

ergy will also be dependent on the Fermi energy, which
means that the formation energy is a function of both the
stoichiometry and the doping of the GaP semiconductor,
Eform=Eform��Ga,EF�.

The concentration of a defect can now be calculated using
the formation energy. Minimizing the Gibbs free energy for
the system under the assumptions that the defect concentra-
tion is small and independent of other defects and that the
pressure and volume are constant gives the equilibrium con-
centration

�C� = Ne−Eform/kBTeSf/kB. �4�

Here kB is the Boltzmann constant, T the temperature in
K, N is the concentration of possible lattice sites or intersti-
tial sites for the defect, and Sf is the formation entropy �in-
cluding all entropy contributions except for the configura-
tional part arising from the selection of a defect lattice site�.
This entropy term is dominated by vibrational contributions
and is in the range of 0–10kB, with typical values of 5–6kB
for point defects in Si �Refs. 34 and 35� �corresponding to a
lowering of the formation energy by 0.13–0.16 eV�. This
can therefore give an additional contribution and raise the
concentration by as much as four orders of magnitude.

The exponential dependence of this equation means that a
very small change in the formation energy can change the
defect concentration by several orders of magnitude. The
concentrations are therefore very sensitive to errors in the
formation energy and it is only reasonable to estimate con-
centrations in orders of magnitude. The number of possible
lattice sites will, of course, also alter the defect concen-
tration by �at most� one order of magnitude but in this study
this number is equal for all the defects considered:
2.5�1022 cm−3. Because of this the relative abundances of
the native defects can be seen directly from a comparison of
the formation energies.

Note that the defects in this study are considered to be
incorporated into the crystal during growth and hence there
will be no need to strictly maintain the Ga to P balance. This
means that defect concentrations determined via Eq. �4� will
only be dependent on the formation energy of the defect in
question.

Using the method described above the lattice constant of
the zinc-blend GaP structure is calculated to be 5.39 Å, with
an error of 1% relative to the experimental value of 5.45 Å.
GaP has an indirect bandgap with a conduction band mini-
mum which is here calculated to be at k= �0.87,0 ,0�, giving
a DFT-LDA bandgap of 1.42 eV. This is to be compared to
the experimental conduction band minimum at k
= �0.95,0 ,0� and bandgap of 2.35 eV.36 The results pre-
sented in this work �Figs. 3–6,8� will be given with reference
to the theoretical bandgap, rather than being plotted all the
way up to the experimental band edge �the extended zone
scheme�. The validity of this is the subject of a forthcoming
investigation.37

III. RESULTS

The native defects investigated in this study are the anti-
sites on the Ga and P sublattices �PGa, GaP�, the Ga and P
interstitials located at either the P-surrounded or Ga-
surrounded tetragonal sites �Pi:P, Pi:Ga, Gai:P, Gai:Ga� and fi-
nally the Ga and P vacancies �VGa, VP�. The calculations
were performed for all relevant charge states of each defect.
For the purpose of making the discussion of the different
charge states of the defects clearer, the schematics of the
LDA Kohn-Sham defect levels in the band gap for the neu-
tral charge states are shown in Fig. 2. The charge states that
are stable in the bandgap have neither electrons in the con-
duction band nor holes in the valence band. It is correct to

RELATIVE CONCENTRATION AND STRUCTURE OF… PHYSICAL REVIEW B 72, 195213 �2005�

195213-3



talk about a certain charge state of a defect when any elec-
trons or holes introduced in forming it occupy defect states
within the bandgap and are therefore localized on or around
the defect site. �Gai:Ga

0 in Fig. 2 is never stable within the
bandgap, as will be shown later�.

Preliminary calculations were performed using the 64
atom simple cubic supercell in order to determine the stable
charge states for each of the defects directly instead of rely-
ing on the possible charge states suggested by the defect
levels of the neutral defect. However, the 64 atom supercell
imposes such a large dispersion of the defect levels that it is
found to be necessary to use the 216 atom simple cubic cell
to get reliable results. �For the P antisite the dispersion of the
deep gap level in the eight atom supercell, measured as the
difference between the maximum and minimum energies, is
2.4 eV and remains as large as 0.6 eV in the 64 atom cell.
However, in the 216 cell the dispersion is less than 0.1 eV, as
shown in Fig. 1�. This dispersion can, of course, lead to
further errors in the calculated formation energies. It has
been suggested7 that these additional errors arise when the
formation energy is calculated using special k-points �as we
do� rather than just the Gamma point. It is then suggested
that they should be corrected by adding a factor q · ��D

k −�D
��,

where �D
k and �D

� are the values of the defect level in the gap
calculated as the average over the special k-points and at the
� point, respectively, both for the neutral charge state of the
defect. This “correction” makes the implicit assumption that
the defect level in smaller supercells is essentially correct at
the � point and incorrect at the special k-points. Figure 1
shows very clearly that, at least for the example of PGa, this
is not at all the case. The mean value of the very dispersed
levels in the 8 and 64 atom supercell is rather close to the
value of the fairly flat defect level in the 216 atom cell,
which we can take as a reasonable approximation to the in-
finite limit in this case. However, the � point values of the
defect level in the smaller cells are much less accurate. As a
result the “correction” suggested will for this example actu-
ally make matters considerably worse, so such corrections

will be ignored in the current work. The effects of dispersion
will instead be dealt with along with other finite size effects
in Sec. IV.

When calculating formation energies, the defect is consid-
ered to be an isolated defect surrounded by a macroscopic
host crystal under doping conditions which determine the
Fermi-level. In this way the Fermi level is fixed at a certain
value in the bandgap and the calculated formation energy is
the energy required to create a point defect at that particular
Fermi level. These formation energies are plotted in Fig. 3
for the unrelaxed defects and in Figs. 4–6 for the fully re-
laxed defects, all as a function of the Fermi level across the
bandgap. Here the relaxation energies have been calculated
using the k= � 1

4 , 1
4 , 1

4
� point �it has been shown38 that the re-

FIG. 2. Schematic for the defect levels at k= � 1
4 , 1

4 , 1
4

� for the
neutral defects.

FIG. 3. Formation energies as a function of the Fermi-level for
all unrelaxed native defects under stoichiometric conditions ��Ga

=−4.06 eV�. Values are only shown for the most stable charge state
at any Fermi-level, the charge state given by the slope of the line.
Charge transfer levels are labeled next to the vertical lines indicat-
ing their positions. The antisite defects are shown as dotted lines,
vacancies as full lines and interstitials as broken lines. The alterna-
tive y axis on the right gives the defect concentration in orders of
magnitude at a temperature of 300 K.

FIG. 4. As Fig. 3, but for all the fully relaxed native defects
under stoichiometric conditions ��Ga=−4.06 eV�. The most stable
type of defect for each value of the Fermi-level is shown by the
thick grey line.
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laxation energy converges faster with k-point density than
the formation energy itself�. From Eq. �1� it is seen that the
formation energy depends linearly on the Fermi level so that
the slope of the curve corresponds to the charge state of the
defect. In the figures, only the defect’s most stable charge
state is shown for each value of the Fermi level. �Higher and
lower charge states than the ones shown in the figures have
also been calculated to make sure that the charge states
shown for EF=�v and EF=�c are indeed the most stable.�
The special values of the Fermi level for which the most
stable charge state of a particular defect changes, i.e., the
charge transfer levels, are indicated in the figures by vertical
lines labeled with the relevant charge states.

For the defects with the lowest formation energies, which
are expected to occur in the highest concentrations, the re-
laxations were refined using a 2�2�2 Monkhorst-Pack
k-point grid and a higher convergence criterion for relax-
ation. This was done for all charge states of the antisite de-
fects �PGa and GaP� and the P vacancy �VP� as well as for the
gallium vacancy in the −3 charge state �VGa

−3�. It results in
more completely relaxed structures of increased symmetry,
which will be used in the structural discussions. However, it

changes the formation energies by less than 0.05 eV so Figs.
4–6 only display the results obtained using k= � 1

4 , 1
4 , 1

4
� for

the sake of consistency.

A. Phosphorus vacancy

The ideal P vacancy has a localized A1 defect state inside
the valence band and a threefold degenerate T2 state in the
upper part of the bandgap, close to the conduction band. In
the neutral state there is one electron occupying this T2 level
�shown in Fig. 2 for the relaxed vacancy�. Therefore VP may
be expected to take any charge state from +1 to −5 depend-
ing on the position of EF. The P vacancy undergoes consid-
erable relaxation and different charge states have very differ-
ent structures. Moving from the positive to the more negative
charge states; VP

+1 is the most energetically favorable charge
state for values of the Fermi level in the lower part of the
bandgap �Fig. 4�. The tetragonal configuration is maintained
after relaxation, as expected since all defect levels in the
bandgap are empty for this charge state. The Ga-Ga distance
between the four nearest-neighbors is lowered from 3.81 Å,
in the unrelaxed case, to 3.69 Å. This corresponds to a de-
crease in the vacancy volume of 9.4% �see Table I�.

For the neutral vacancy VP
0, the tetrahedral symmetry is

broken and the symmetry is reduced to D2d. Dimers are
formed between two pairs of Ga nearest neighbors, although
only one electron is distributed over the two bonds since the
first defect level is only partially occupied. These dimers
correspond to two opposite sides of the nearest-neighbor tet-
rahedron being equal to 3.16 Å while the other four sides
have a length of 3.49 Å. The vacancy volume is now 4.46 Å
corresponding to a reduction of 31.6%.

Completely filling one of the �now nondegenerate� defect
levels originating from the T2 level and leaving the other two
empty forms the VP

−1 state. As with the neutral vacancy, the
symmetry is reduced to D2d with dimers forming between
two pairs of Ga nearest neighbors. These are now fully oc-
cupied, resulting in a tetragonal structure that has two oppo-
site sides equal to 2.74 Å and the remaining four sides equal
to 3.42 Å. This reduces the volume further, giving an inward
relaxation of 46.0% from the ideal volume. This distinct
change in bonding structure lowers the formation energy
from 4.97 to 3.69 eV at EF=0 and causes a reverse ordering
of the �+�0� and �0 �−� charge transfer levels, resulting in a so
called “negative-U” �+�−� transfer level �Fig. 4�. This reverse
ordering of the charge transfer levels is a relaxation effect. If
the local structure is kept fixed at the full Td symmetry and
two electrons are added to the system, the second electron
will always raise the energy more than the first one because
of electron-electron repulsion and this will ensure the normal
ordering. In this case however, the additional relaxation en-
ergy of the −1 charge state makes it energetically favorable
to fill the lowest defect level by two electrons at the same
time and therefore the neutral charge state is never stable.

Inserting one more electron, partially occupying the sec-
ond defect level, forms the VP

−2 charge state. This does not
result in any qualitatively new bonding structure and the
largest difference compared to the singly negative charge
state is the continued decrease of the vacancy volume to

FIG. 5. As Fig. 4, but under P-rich conditions
��Ga=−4.50 eV�.

FIG. 6. As Fig. 4, but under Ga-rich conditions
��Ga=−3.61 eV�.
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TABLE I. Table over relaxation effects: Columns three and four give the formation energies for the
unrelaxed and relaxed defects, respectively. The values are calculated for EF=�v. In column five the defect
volume is given as the tetrahedral volume formed by the four nearest neighbors �not shown for hexagonal and
bond centered interstitials�. Column six gives the percentage change in this volume upon relaxation from the
ideal structure. Negative values are defined as inward relaxations. Columns seven and eight indicate the
symmetry of the relaxed defect and the change in bond lengths as a percentage of the average bond length
going from Td to the relaxed structure. The last column shows the degree of distortion from the relaxed
symmetry, quantified by expressing the maximal deviation in nearest neighbor distances as a percentage of
their average �this is essentially a measure of the remaining errors in the relaxed structure�.

Defect q
Estatic

form

�eV�
Erelaxed

form

�eV�
Volume

�Å3�
Vol. Relax.

�%� Sym.
Change from Td

�%�
Dist.
�%�

VP +1 2.55 2.45 5.91 −9.4 Td 0.00 0.02

0 3.65 3.33 4.46 −31.6 D2d 9.68 0.04

−1 4.97 3.69 3.52 −46.0 D2d 21.4 0.01

−2 6.42 4.89 3.18 −51.2 D2d 16.2 5.76

−3 7.89 5.77 2.70 −58.6 D2d 15.3 0.09

−4 9.41 7.18 2.57 −60.6 D2d 9.64 4.62

−5 10.97 8.35 2.35 −64.0 Td 0.00 0.02

VGa +1 4.48 4.15 4.55 −30.2 C3v 1.36 0.01

0 4.51 4.17 4.61 −29.3 C3v 1.23 0.64

−1 4.66 4.22 4.57 −29.9 C3v 1.22 0.72

−2 5.00 4.34 4.50 −31.0 C3v 1.28 0.81

−3 5.60 4.53 4.35 −33.3 Td 0.00 0.00

Gai:P +3 3.02 1.84 6.76 +3.7 Td 0.00 0.10

+2 3.05 2.14 6.98 +7.1 Td 0.00 0.23

+1 3.28 2.53 7.27 +11.5 Td 0.00 0.30

Gai:Ga +1 3.44 2.45 8.45 +29.6 Td 0.00 0.09

Pi:P +3 4.22 2.916 6.24 −4.3 Td 0.00 0.21

+2 4.66 3.45 — — C3v — —

+1 5.35 3.38 — — C3v — —

0 6.31 4.29 — — C1h — —

−1 7.50 5.11 — — C1h — —

Pi:Ga +3 4.80 3.44 8.98 +37.7 Td 0.00 0.32

+2 5.18 4.22 — — C3v — —

+1 5.80 3.71 — — C1 — —

0 6.71 4.12 — — C1 — —

−1 7.86 4.74 — — C1 — —

PGa +2 1.41 0.97 5.70 −12.6 Td 0.00 0.01

+1 2.01 1.94 6.31 −3.2 Td 0.00 1.35

0 2.95 2.87 7.00 +7.4 Td 0.00 0.06

GaP +2 2.89 2.53 7.57 +16.1 Td 0.00 0.02

+1 2.89 2.69 7.27 +11.5 C2v 4.10 0.35

0 2.99 2.83 6.87 +5.4 D2d 6.16 0.32

−1 3.27 3.19 6.57 +0.8 C2v 3.72 0.59

−2 3.79 3.59 6.24 −4.3 Td 0.00 0.00
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3.18 Å3. The last electron, occupying the highest defect
level, therefore causes an additional electron-electron repul-
sion which makes this charge state less favorable. In fact VP

−2

is never stable, since filling up the second defect level, to
produce the VP

−3 state, again drastically changes the bonding
structure allowing strong gains in relaxation energy leading
to a �−�−3� negative-U charge transfer level. For VP

−3 the
bonding is strengthened along two more Ga-Ga distances
giving four short distances of 2.76 Å and two long distances,
opposite to each other, of 3.21 Å. The symmetry group
therefore is still D2d although the structure is different. The
stronger bonding results in an even smaller vacancy volume,
2.70 Å3.

In the VP
−4 state the third and highest defect level, which is

located just below the conduction band, is partially occupied.
As with the −2 charge state the structure is not much altered
from the preceding one �the two long distances are now
equal to 3.00 Å and the four short, in average, 2.73 Å�. The
volume is in fact only reduced from 2.70 Å3 to 2.57 Å3 and
as before the unpaired electron leads to a relatively high
formation energy.

In the VP
−5 state the last defect level is fully occupied and

moves down to the same energy as the other two levels in the
bandgap. The structure changes back to a high symmetry
configuration with the full Td symmetry and a relaxation en-
ergy of 2.62 eV resulting yet again in a reverse ordering and
a �−3 �−5� charge transfer level �Fig. 4�. There is a systematic
reduction of the P vacancy volume when increasing the num-
ber of localized electrons, the overall smallest volume being
2.35 Å for VP

−5,3 64.0% smaller than the ideal vacancy vol-
ume. This great reduction arises because with five electrons
added, equal to the number of P valence electrons removed
when creating the vacancy, the dangling bonds on each of the
four surrounding Ga atoms are completely filled. The filling
of these bonds gives Ga-Ga nearest-neighbor distances of
2.71 Å. In Table I it is seen that for the VP

−2 and VP
−4 states,

which are never the most stable, the relaxation convergence
is poor indicating that maybe they are not even metastable.

From Fig. 4 it is seen that in p-type GaP VP
+1 will be the

most stable charge state, in semi-insulating VP
−1 is the most

stable, and in n-type the VP
−3 state has the lowest formation

energy, except in very strongly n-type material in which VP
−5

has an even lower energy. According to the formation ener-
gies in Fig. 4, the highest concentration of VP occurs in
strongly n-type GaP in the form of the VP

−5 state.
Regarding the stoichiometry, VP is expected to be more

favorable in GaP grown under Ga-rich conditions than under
P-rich conditions, as confirmed by a comparison of Figs. 5
and 6. The difference in defect formation energy is 0.9 eV
which corresponds to a considerable difference in VP con-
centration between different growth conditions.

It is interesting to compare the present calculations to the
cluster calculations of Khoo and Ong since, while less accu-
rate in most other respects, the cluster calculations do not
suffer from any dispersion of the defect levels.22 They used
an empirical self-consistent molecular-orbital method with
complete neglect of differential overlap �CNDO� for clusters
consisting of 72 atoms. Relaxations were included for the
four Ga atoms surrounding the vacancy and the parameters

were adjusted to give good agreement between experimental
results and those of pure bulk GaP calculations. They further
considered only the VP

+1, VP
0, and VP

−1 charge states.
For VP

+1 the two calculations agree that the full Td sym-
metry is maintained. However, the cluster calculation pro-
duced an outward relaxation, moving the Ga nearest neigh-
bors away from the vacancy site by 4.0% of the ideal Ga-P
bond length whereas in this work the change is 0.8% in-
wards. Khoo and Ong also found outward relaxations for VP

0

and VP
−1 in disagreement with our results and for these there

is no agreement on the symmetry of the relaxed structures
either. These major disagreements regarding the relaxation
can be explained by the very restricted relaxation in the clus-
ter calculation, where only the four Ga atoms surrounding
the vacancy site were allowed to relax, and the lower accu-
racy of their computational method. In this paper we find that
VP

+1 undergoes an inward relaxation, reducing the vacancy
volume, although the distances between the Ga atoms and
their three P neighbors �the next nearest neighbors of the
vacancy� are still very close to the ideal Ga-P distance of
2.33 Å. This means that the relaxation concerns many shells
around the vacancy and it is therefore insufficient to relax
only the four nearest Ga atoms.

This conclusion is supported by a more recent study by
Schwarz et al. who, using pseudopotential DFT calculations
in a 64 atom bulk supercell, also found an inward relaxation
for VP

0 in GaP.23 The symmetries of the relaxed structures
disagree though; they found that the full Td symmetry was
maintained while we find that the symmetry broken structure
described above has a formation energy 0.1 eV lower than
that of the tetragonal structure.

Despite the structural differences between the computa-
tional methods Khoo also found a reverse ordering of the
�0 �−� and �+�0� charge transfer levels in accordance with the
�+�−� level in Fig. 4 found here. The vacancies in GaP have
been studied by Krause-Rehberg et al.17 using positron anni-
hilation. They varied the Fermi level through the upper half
of the bandgap by changing the temperature and introducing
compensating deep level defects. The position of the Fermi
level was then measured using the Hall effect. Different
charge states have different trapping behavior and through
this the transfer levels can be identified as the values of the
Fermi level for which the trapping rate abruptly changes. No
positron trapping was observed in p-type or semi-insulating
material but there was a large trapping found in n-type ma-
terial. This is consistent with the results presented here since
VP

+1 is most stable in p-type GaP and positive vacancies repel
positrons and are therefore not detectable by this technique.
In n-type material, on the other hand, a vacancy concentra-
tion on the order of 1016 cm−3 is observed and ascribed by
Krause-Rehberg et al. to negatively charged P vacancies,
which according to our results would be VP

−3 and VP
−5. �See

the gallium vacancy section and Discussions and Conclu-
sions for further discussion of these experimental findings,
however�. From a parameter model fit to the positron anni-
hilation data they obtained a charge transfer level at
250 meV below the conduction band. Based on comparisons
to an early tight-binding calculation for the ideal vacancy
they assumed this to be the VP �0 �−� level.39 Looking at Fig.
4 it is instead more likely that this experimental result is due
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to the �−3 �−5� charge transfer level, although exact compari-
sons of the charge transfer levels cannot be made because of
the LDA bandgap errors. Never-the-less, no other charge
transfer levels are observed within 400 meV of the conduc-
tion band and according to Fig. 4 the �−3 �−5� level is the
only charge transfer level in the upper part of the bandgap
originating from vacancies.

B. Gallium vacancy

Similar to the P vacancy, the ideal Ga vacancy is expected
to have an A1 defect level inside the valence band and a
triply degenerate T2 state in the bandgap, which is occupied
by three electrons in the neutral charge state. For the unre-
laxed VGa the distance between the four P atoms forming the
tetrahedron around it is 3.81 Å. The main effect of the relax-
ation is that this tetrahedron undergoes a large inward relax-
ation, resulting in a P-P distance of around 3.4 Å, with only
minor variations between different charge states. The triply
degenerate T2 level is, for all except the −3 charge state,
further split into a singlet state and a doubly degenerate
level, as shown in Fig. 2, since one P atom is moved about
0.05 Å closer to the vacancy site than the other three, reduc-
ing the symmetry to C3v. Nevertheless the deviation from the
Td symmetry is never more than 1.8% of the neighbor-
neighbor distance for any charge state.

The inward relaxation is in agreement with the results of
Schwarz et al. for the neutral defect. They found that the four
P nearest-neighbor atoms all move 3.7% of the ideal bonding
distance towards the vacancy site. The corresponding num-
ber here is 4.4%. The slightly larger relaxation can be ex-
plained by the larger supercell used and that the relaxation is
less restricted here.

From the formation energy plots in Fig. 4 it is clear that
the only relevant charge state is the triply negative one. Al-
though the charge states +1→−2 should occur in p-type ma-
terial their high formation energies and hence vanishingly
small relative concentrations make them irrelevant. There-
fore only the VGa

−3 structure will be discussed in further detail.
Since atomic Ga has three valence electrons there are three
electrons missing from the neutral vacancy. In VGa

−3 the dan-
gling bond on each of the four surrounding P atoms is com-
pletely occupied, filling all the defect levels in the bandgap.
The P atoms can therefore maintain their sp3 bonding struc-
ture and no symmetry breaking is then expected. This is
indeed the case, and the structure relaxes back to the Td
symmetry when distorted �see Table I�. The P-P distances of
the tetrahedron surrounding the vacancy are reduced from
3.81 to 3.33 Å: a 33.3% decrease in the vacancy volume. In
spite of this considerable inward relaxation the nearest-
neighbor to second nearest-neighbor distances are
0.02–0.03 Å smaller than the ideal Ga-P distance in defect
free material. The large inward relaxation instead comes
from Ga-P distance elongations in the second and third shells
and �decreasingly� further out. In this way VGa

−3 causes a
widespread disturbance in the surrounding crystal structure.

Considering the stoichiometry, VGa
−3 is the most common

of all the native defects considered in this study for n-type
GaP grown under stoichiometric conditions, as shown in

Fig. 4. In Ga-rich material VGa
−3 is more expensive to form

than GaP and it will not be the most common type of defect
for any value of the Fermi-level in the bandgap. On the other
hand, in strongly n-type GaP the formation energy is still low
enough to lead to a noticeable concentration of Ga vacancies.
In GaP grown under P-rich conditions VGa is more energeti-
cally favorable than in stoichiometric material and in the
n-type region it should have its absolutely highest concentra-
tion, which is in fact the highest of all the defects being
considered, irrespective of growth conditions and Fermi-
level position. This is readily seen from a comparison of
Figs. 5 and 6.

Isolated VGa have been observed using EPR by Kennedy
et al., but only after electron irradiation of the sample.4,5

According to them, although the sample is initially p-type
the irradiation moves the Fermi level to a midgap position. In
p-type and undoped GaP the best agreement was found by
matching VGa

−2 with the data. The fact that this charge state
was only seen after electron irradiation was taken as an in-
dication that this is not the equilibrium charge state in semi-
insulating GaP.

In the first experiment4 the observed EPR data was inter-
preted as arising from an unpaired electron in a singlet state
forming a spin 1/2 defect center surrounded by four P atoms,
which corresponds to a doubly negative charge state. This
attribution of the signal to the singlet state was mainly due to
the high symmetry of the observed experimental data for the
defect; a triplet state with an odd number of electrons would
be expected to be unstable to Jahn-Teller distortions. Since
Kennedy and Wilsey observed a highly symmetric defect
center it was assumed that the unpaired electron occupied the
A1 state of the vacancy, and that the T2 and A1 should have a
reverse ordering.

Scheffler et al.40 objected to this reverse ordering on the-
oretical grounds and claimed that their results contradicted
the identification of the Ga vacancy in the doubly negative
charge state VGa

−2. After this theoretical objection a new
measurement5 then reassigned the EPR active defect state to
a spin 3/2 center corresponding to VGa

0 . �It was suggested
that the exchange coupling creates a 4A2 many-electron or-
bital singlet state which would be stable against Jahn-Teller
distortions and hence in accordance with the experiments.�

Firstly, the conclusion that the −2 charge state is not the
equilibrium state is in agreement with Fig. 4. In semi-
insulating GaP the formation energy of VGa

−2 is approximately
0.5 eV higher than that of VGa

−3. The more stable −3 charge
state corresponds to all three T2 levels being fully occupied
and therefore it cannot be observed using EPR, while VGa

0

and VGa
−2 can.

Secondly, both of the EPR active states VGa
0 and VGa

−2 have
structures which although Jahn-Teller distorted still lie very
close to a perfect tetrahedron according to the results pre-
sented here. The question is whether the EPR experiments in
question are sensitive enough to detect such a small devia-
tion from the full tetragonal symmetry. If not then both the 0
and −2 charge states are possible candidates for the observed
EPR defect. Except in strongly p-type GaP, VGa

−2 will occur in
much higher concentrations than the neutral vacancy, making
it a much more likely candidate, although that alone is not
enough to fully confirm this assignment.
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As previously stated, Krause-Rehberg only found positron
trapping in n-type GaP. Reviewing this in the light of the
results presented in this section we first note that VGa has a
very high formation energy in p-type material and therefore
will not occur in a detectable concentration and hence not
contribute to any positron trapping. In the experimental study
the entire vacancy concentration responsible for the positron
trapping in n-type GaP was attributed to negatively charged
VP. VGa was incorrectly ruled out as a participant. The rea-
son given being that VGa occurs in the negative form
throughout almost the entire bandgap, and no trapping was
detected in p-type and semi-insulating material. Hence, it
was concluded that the VGa concentration must be vanish-
ingly small. This argument does not take the linear depen-
dence of the formation energy on the Fermi level into ac-
count. From Fig. 5 it is obvious that VGa

−3 will not occur in
observable concentration in p-type material but that the con-
centration is very large under n-type conditions, even larger
than the VP concentration. We therefore conclude that VGa

−3

cannot be excluded on these grounds but is instead respon-
sible for the majority of the positron trapping in n-type GaP,
although not for the charge transfer level which remains as-
signed to VP.

VGa in GaP has also been mentioned in connection to Ga
self-diffusion where it was concluded that the diffusion is
primarily mediated through one type of simple native
defect.41 Parallels were then drawn to the case of GaAs,
where it has been verified that Ga self-diffusion is mainly
due to VGa

−3. The results presented here support this sugges-
tion, the relatively high concentration of VGa

−3 in semi-
insulating and especially n-type GaP makes it likely that the
VGa

−3 defect mediates the Ga self-diffusion in GaP as well, as
was suspected by Wang et al.42

C. Gallium interstitial

In this study, the formation energies of the interstitial de-
fects have been calculated at both tetragonal interstitial sites:
the phosphorus surrounded site and the gallium surrounded
site. The two are not equivalent. Gai:Ga

0 has a fully occupied
shallow A1 defect level in the lower part of the bandgap and
a singly occupied T2 level just above the conduction band
edge, whereas for Gai:P

0 the A1 level is not as shallow and the
T2 level is instead located below the conduction band edge
�Fig. 2�. The difference is, of course, due to the different
types of bond possible between the interstitial and its host
neighbors �metallic and partially polarized covalent�. Intro-
ducing the interstitial in pure bulk GaP causes strain which
forces the surrounding crystal to relax outwards �Table I�.

For Gai:P
+3 the nearest-neighbor distance changes to 2.36 Å

from the ideal distance of 2.33 Å and the second nearest
neighbors are also moved outwards by 0.15 Å. This corre-
sponds to a defect volume of 6.76 Å3 and an outward relax-
ation of 3.7%. The +3 charge state leaves no localized elec-
trons at the defect center and it is simply an unbonded ion at
the interstitial site. For all charge states the full Td symmetry
is maintained after relaxation.

The corresponding outward relaxations for Gai:P
+2 and Gai:P

+1

are 0.06 and 0.19 Å for the nearest neighbors and 0.13 and

0.05 Å for the second nearest neighbors �giving volume in-
crements of 7.1 and 11.5%, respectively�. The +1 state,
which imposes the largest relaxation on the four nearest at-
oms but leaves all other atoms close to the ideal crystal po-
sitions, is the most stable configuration for all values of the
Fermi level except in p-type GaP �Fig. 4�. In p-type material
the formation energy is, on the other hand, much lower for
the +3 state than the +1 state, closely followed by the
+2 charge state. This results in two levels �+3 � +2� and
�+2 � + � in the lower part of the bandgap. Gai:P

+3 is therefore
expected to have its highest concentration in p-type GaP.

Gai:Ga is most stable in the singly positive charge state for
all values of the Fermi level in the bandgap. The structure is
very similar to that of the P-surrounded interstitial but the
relaxation is somewhat larger, nearest neighbors are moved
outwards by 0.21 Å. The formation energy is slightly lower
than that of the P-surrounded interstitial.

In GaP grown under P-rich conditions Ga interstitials will
hardly be observable at all �Fig. 5�. In Ga-rich material on
the other hand, the phosphorus surrounded Ga interstitial is
more favorable and in the +3 charge state it will be the native
defect that occurs in the highest concentration in strongly
p-type GaP �Fig. 6�.

The experimental observation of Gai has been reported by
Chen and Monemar.14 Both n- and p-type materials were
used and analyzed using ODMR. The Ga interstitial was be-
lieved to be in a doubly positive charge state Gai

+2 and to be
bonded to another as yet unidentified negative defect. It is
reasonable to expect the +2 charge state since that is the only
magnetically active one, even though Gai

+3 is here predicted
to have a higher concentration in p-type GaP �Fig. 4�. Gai

+3

and Gai
+1 are not magnetically active can therefore not be

observed. Surprisingly, the strongest ODMR signal was
found in n-type material which must be due to Gai not being
in its isolated form.

Gai has also been observed42 in Ga0.98Al0.02N0.01P0.99,
where two different configurations were identified. These
were both at Td sites surrounded by either group-III or
group-V atoms. This is agreement with the results presented
here. The two interstitial sites are expected to be almost
equally common because of the small difference in formation
energy �Fig. 3�. Furthermore, at both sites the interstitial is
found to relax back to the tetragonal structure when distorted
�see Table I�.

D. Phosphorus interstitial

Computationally, the phosphorus interstitial is treated in
the same way as the gallium interstitial. The relaxation ef-
fects are much larger though, resulting in a singly occupied
defect level now at midgap for the neutral interstitial, which
gives a qualitatively different behavior for the charge transfer
levels. For Pi:P

+3 the nearest neighbors are practically at the
ideal atom distances for the tetragonal interstitial site �they
deviate by only 0.03 Å� but the second nearest neighbors are
all moved outwards by 0.17 Å. The +3 charge state has the
lowest formation energy, which is reached in strongly p-type
GaP. The lowest value of this formation energy is 2.5 eV
under P-rich conditions, so not even the lowest formation
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energy of the Pi will correspond to a noticeable concentration
�see the right scale in Fig. 5�. The other charge states give a
stronger bonding of the interstitial atom to the surrounding
lattice and a greater relaxation of the surrounding structure
with increasing numbers of electrons. Since this does not
bring the formation energies down to interesting values these
structures will not be described in detail. Experimental ob-
servation of Pi has never been reported in the literature, and
from the high formation energies in Fig. 4 this is to be ex-
pected. Indeed, the phosphorus interstitial has the highest
formation energy of all the native defects. So under equilib-
rium conditions it will not be present in any detectable con-
centrations under any of the circumstances presented here.

E. Phosphorus antisite

The P antisite has a deep A1 level in the bandgap, as
shown for the neutral case in Fig. 2. PGa is therefore a pos-
sible center for nonradiative recombination. This possibility
was investigated by Killoran et al. who concluded that it was
indeed the case.12 For the PGa

+2 state this deep level is unoc-
cupied. Since phosphorus has five valence electrons and gal-
lium three, the sp3 bonding structure of the host material can
be preserved in this charge state. The perfect tetragonal sym-
metry can then be maintained, as shown in Table I. �This is
also expected for the other two charge states since this defect
is not Jahn-Teller active.� All four nearest-neighbor distances
of PGa

+2 are therefore 2.23 Å. This reduction can be explained
by the smaller covalent radius of phosphorus. The sum of the
covalent radii for P and Ga is 2.31 Å which is very close to
the GaP sp3 bonding distance of 2.33 Å while twice the co-
valent radius of P is equal to 2.20 Å, indicating that PGa

+2 is
locally similar to a phosphorus sp3 structure. This gives an
inward relaxation of 4.3% compared to the Ga-P bonding
distance in defect free GaP and reduces the nearest-neighbor
volume by 12.6%.

In the singly positive charge state PGa
+1, one additional

electron is introduced in the deep level. The structure is still
of full tetragonal symmetry but the inward relaxation is
smaller so the defect volume is only changed by 3.2% com-
pared to the ideal lattice. The effect is also smaller in terms
of energy, the formation energy is lowered by only 0.07 eV
upon relaxation �Table I�.

In the neutral case the P atom contributes all five of its
valence electrons. The structure again relaxes back to the full
Td symmetric structure if distorted, and the nearest-neighbor
distances increase from 2.33 to 2.39 Å. In contrast to the
other two charge states this gives an outward relaxation and
a defect volume 7.4% larger than for the ideal antisite.

From Fig. 4 it is seen that PGa
+2 is the energetically favored

charge state in p-type material and in n-type material the PGa
0

state has the lowest formation energy. This confirms the ex-
pectation that the antisite acts as a deep double donor. This
has been shown experimentally3 in p-type GaP, since the
EPR active singly positive charge state was not seen without
optical excitation which was taken as an indication that the
equilibrium charge state is the doubly positive one.

According to our results the PGa
+1 state is, in fact, never the

most stable. Although the antisite structure is a fully Td sym-

metric sp3-bonded tetrahedron for all three charge states, the
strong change of defect volume causes a reverse ordering of
the charge transfer levels. Since the nearest-neighbor volume
increases drastically going to the neutral charge state the
electron-electron repulsion is reduced so that it becomes en-
ergetically favorable for the P antisite to go straight from the
unoccupied A1 level of the PGa

+2 state to the fully occupied A1
level of the neutral PGa

0 state. This puts the �+�0� charge
transfer level below the �+2 � + � level, leaving only a
�+2 �0� level.

Regarding the stoichiometry, PGa should be favored if
there is more phosphorus present than gallium during the
growth of the crystal. This can be seen from a comparison of
the formation energies in GaP under stoichiometric, P- and
Ga-rich conditions, shown in Figs. 4–6. The difference in
formation energy for PGa between Ga-rich and P-rich GaP is
1.75 eV which corresponds to a huge difference in the defect
concentration.

Considering the relative concentrations in stoichiometric
material, the doubly positive charge state of the phosphorus
antisite PGa

+2 is the most common defect of all for values of
the Fermi level in the lower half of the bandgap.

In GaP grown under Ga-rich conditions PGa is energeti-
cally very expensive, so that it is never being the most stable
native defect, for any value of the Fermi level. The defect
concentration is much lower than in stoichiometric material
and there will only be moderate concentrations in strongly
p-type material, at best.

In P-rich GaP the PGa
+2 antisite occurs with the highest

concentration of any native defect in both semi-insulating
and p-type GaP. The dependence of the defect concentration
on the formation energy for the doubly positive charge state
means that the closer the Fermi level is to the valence band
the higher the PGa

+2 concentration will be. In n-type material
the antisite therefore occurs in much lower concentrations, in
the form of the neutral charge state.

In experiments, PGa is the most clearly identified defect to
date. This suggests that there are significant amounts of it
present. Its occurrence was first found through EPR measure-
ments in semi-insulating GaP �Ref. 1� where it was thought
to be in a singly positive charge state and with tetragonal
symmetry. Here the PGa

+1 structure is found to be tetragonal
within an error of 1.35%, i.e., the maximal deviation of any
of the four nearest neighbour distances is 1.35% of the aver-
age distance. These EPR results were made in GaP grown
under P-rich conditions, under which a high PGa concentra-
tion would indeed be expected according to Fig. 5. The limi-
tation of EPR is that only unpaired electrons and paramag-
netic states can be detected and therefore only certain charge
states of the defect can be observed. In the case of the P
antisite the PGa

+1 state is the only EPR active one.
For this charge state Kaufmann et al. found a concentra-

tion of 4�1016 cm−3 in p-type GaP but of less than
1015 cm−3 in n-type material.3 In p-type GaP the EPR active
singly positive charge state was only detected after optical
excitation by 1.25±0.10 eV. This was taken as an indication
that PGa

+2 is the equilibrium charge state for values of the
Fermi level close to the valence band, rather than PGa

+2. This
optical ionization energy was ascribed to the �+�+2� charge
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transfer level at a location of 1.25±0.10 eV above the va-
lence band.

The relative size of these concentrations is in good agree-
ment with our results, since the low formation energy of the
PGa

+2 state in p-type material would yield a higher concentra-
tion of singly positive antisites after optical excitation than
the neutral antisite in n-type GaP. Comparing these experi-
mental results to Fig. 4, the �+�+2� transfer level is calcu-
lated to lie 0.97 eV above the valence band, the value being
to low due to the LDA error. Considering the LDA error this
is actually in very good agreement with the experimental
value of 1.25 eV. Furthermore, the �0 � + � is calculated to be
at 0.93 eV. There will therefore be a reverse ordering of
these levels and the only actual charge transfer level will be
the �0 � +2� level. Since PGa

+1 is the only EPR active state the
experimental value of 1.25 eV must still be attributed to the
�+�+2� level even though the PGa

+1 state is never the most
stable.

However, in semi-insulating material with the Fermi level
around midgap, PGa

+1 was observed without optical
excitation.3 This is in accordance with the results presented
here since the formation energy of the +1 charge state is only
slightly larger than that of the most stable charge state in
semi-insulating GaP. It therefore could well be present in
considerable amounts even without excitation other than the
thermal excitation corresponding to room temperature.

It was also claimed3 that there should be a second higher
charge transfer level, namely the �0 � + � level, at somewhere
less than 0.8 eV from the conduction band. This was ex-
pected because of a private communication from Scheffler et
al., whose unpublished paper was referred to. Later, when
published, their work strengthened the identification of PGa
through semiempirical self-consistent Green’s-function cal-
culations. The �0 � + � and �+�+2� charge transfer levels were
calculated to be 0.6 and 1.1 eV from the conduction band,
respectively. �This corresponds to 1.75 and 1.25 eV from the
valence band and the good agreement of the second level
arises because the pseudopotentials were adjusted to recover
the experimentally measured bandgap.�.40,43 The higher
�0 � + � level was claimed by Scheffler et al. to be in good
agreement with the experimental work of Kaufmann et al.,
although no experimental evidence for a second higher level
was ever actually presented. The study of Scheffler et al. did
not suffer from finite size errors, but at the same time did not
take relaxations into account and therefore any reverse order-
ing of the charge transfer levels would not be detected. So far
there exists no experimental evidence for this second, higher
charge transfer level for PGa which would contradict the
single �+2 �0� level found in this work.3 However, it cannot
be excluded that the reverse ordering found here is a conse-
quence of the LDA error. �Finite-size errors can be excluded
as shown in Sec. IV�.

F. Gallium antisite

The Ga antisite has a T2 level in the bandgap. For the
neutral case this is split into two degenerate and fully occu-
pied defect levels and one higher empty defect level, all in
the lower half of the bandgap. In the doubly negative charge

state GaP
−2, all three defect levels are fully occupied so no

symmetry breaking is expected to occur. In this charge state
the antisite atom has an equal number of valence electrons as
the P atom it is substituting. Thus the sp3 bonding structure is
maintained and the relaxed structure has full tetragonal sym-
metry. After relaxation the bonding distance to the four sur-
rounding Ga atoms is 2.30 Å for all four bonds, an inward
relaxation of 1.3% of the ideal Ga-P bond length or 4.3% of
the volume.

In the GaP
−1 state the Td symmetry is broken, reduced to

C2v, since the Ga antisite atom bonds more strongly to two of
its nearest neighbors located at distances of 2.31 Å. �The
antisite atom at the same time pulls the opposite two nearest
neighbors causing their neighbor-neighbor distance to be re-
duced to 3.70 Å in comparison to, on average, 3.85 Å for the
remaining five neighbor-neighbor distances�. The other two
nearestneighbors of the antisite are located 2.38 Å away, in-
creasing the defect volume slightly, by 0.8%.

This outward relaxation increases with more positive
charge states, being 5.4% for GaP

0. For this charge state the
Ga antisite atom is located in the middle of the tetrahedron
with equal distances of 2.38 Å to all nearestneighbors �to an
accuracy of 0.2%�. In spite of this, the structure does not
have full Td symmetry but D2d symmetry, since rotation of
some neighbors around the antisite makes two opposite sides
of the nearest-neighbor tetrahedron noticeably longer than
the rest, i.e., two neighbour-neighbor distances are equal to
4.05 Å instead of 3.81 Å as for the other four.

For the GaP
+1 charge state the nearest-neighbor tetrahedron

is the same as for the neutral structure, although the four
short distances are somewhat larger, 3.91 Å rather than
3.81 Å, resulting in a 11.5% outward relaxation for the vol-
ume. The largest change is that the Ga antisite atom moves
away from the middle of the tetrahedron �as for the −1
charge state�, now with two short distances of 2.37 Å and
two longer distances of 2.47 Å, to the nearestneighbors, low-
ering the symmetry further from D2d to C2v �see Table I�.

For the last stable charge state, the doubly positive GaP
+2,

the relaxation takes the structure back to the high symmetry
Td configuration, with the four antisite to nearest-neighbor
distances equal to 2.45 Å and the six neighbor-neighbor dis-
tances equal to 4.00 Å. This results in a vacancy volume of
7.57 Å3, 16.1% larger than the ideal volume: the largest of
all the charge states.

Khoo and Ong also studied the Ga antisite using the clus-
ter method described earlier.22 They only included relax-
ations for the Ga antisite atom and its nearest-neighbors.
Since GaP is expected to act similar to a double acceptor,
they examined only it’s neutral, singly and doubly negative
charge states. They found that the full tetrahedral symmetry
was maintained for the doubly negative charge state GaP

−2

and that the Ga nearest-neighbors relax radially outwards by
0.19 Å. �This is close to the difference in atomic radii be-
tween Ga and P.� This means that the symmetry group of the
GaP

−2 state is in agreement with that found here, but the large
outward relaxation disagrees with the small inward relax-
ation found here.

They also found that the relaxation for GaP
−1 was exactly

the same as for the doubly negative state, which is not sup-
ported by this study, where distinctly different structures are
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found. In the cluster calculations GaP
0 underwent a large sym-

metry breaking in which one of the antisite to nearest-
neighbor distances was elongated more than the other three,
resulting in a 21% increase in comparison to the ideal bond
length. Again, this is in disagreement with our results were
the antisite atom is at an equal distance from all nearest
neighbors.

These discrepancies are believed to be a consequence of
either the very restricted relaxation used or simply a failure
to fully converging the relaxations in the cluster calculations.
�A similar structure for the GaP

0 was actually found in our
preliminary calculations using only k= � 1

4 , 1
4 , 1

4
� and lower

convergence criteria, for example. However, it proved to be
unstable when a larger k-point grid and a higher convergence
criteria were introduced.�

From the formation energies in Fig. 4 it is seen that GaP
+2

is the most stable state for the Ga antisite in strongly p-type
GaP, followed by the GaP

0 and GaP
−1 states over short inter-

vals. GaP
−2 is the dominant charge state in everything but

strongly p-type material. So for the most part GaP does in-
deed act similar to a double acceptor. �In the last section it
will be shown that extrapolating the results to an infinite
supercell size leaves only a �0 �−2� charge transfer level.�
The difference in formation energy between the n- and
p-type regions is around 1.5 eV. This corresponds to a large
difference in the order of magnitude for the concentrations.
In stoichiometric material GaP will therefore only occur in
relevant amounts in semi-insulating and n-type material
where it occurs in the −2 charge state. It is the dominant
native defect in semi-insulating GaP but its density is con-
siderably larger in n-type material.

Since the antisite defects replace one type of atom with
the other type their formation energies undergo the largest
change of all energy when going from P- to Ga-rich condi-
tions. Because of this large variation GaP will not occur in
any significant amount in P-rich GaP whereas it will be the
main native defect in Ga-rich GaP in the form of GaP

−2 �Figs.
4–6�.

Khoo and Ong found a negative-U �0 �2− � charge transfer
level for GaP in contrast to the two closely located charge
transfer levels �0 �−� and �−�−2� presented in this report. This
is an effect of the limiting supercell size as will be shown in
Sec. IV.

Experimentally, GaP has only been observed using ESR
after neutron irradiation of the GaP sample.6 It was suggested
that it was part of a defect complex and not in the isolated
form. From the results presented here, GaP

−2 is predicted to be
the most stable native defect of all in semi-insulating sto-
ichiometric GaP, but it will not be visible to ESR since all
defect levels are fully occupied. The formation energies of
the other charge states are so much higher that they will
hardly be visible without some form of excitation, specially
in a sample grown under P-rich conditions as in the experi-
ment. In GaP grown under Ga-rich conditions however, GaP
is the dominant native defect throughout the entire bandgap.
Here, even ESR active charge states may occur in concentra-
tions high enough to be detected by ESR with little or no
irradiation.

IV. DISCUSSION AND CONCLUSIONS

To show the magnitude of the relaxation for each of the
defects and also for the sake of comparing to older studies
which do not include relaxations, the formation energies of
the unrelaxed defects are presented in Fig. 3. Comparing
with Fig. 4, it can be seen that the interstitials, which impose
large stresses on the surrounding crystal, generally gain the
most from relaxation. Qualitatively, these unrelaxed results
compare well with the results of Jansen and Sankey.25 The
formation energies for VGa and PGa agree to within 0.5 eV
but our energies for the interstitials are considerably lower.
These differences can be ascribed to their use of an rather
small basis set and a small 32 atom supercell, leading to a
mixing of even the deep levels with the conduction band, as
they themselves point out. It is therefore not very meaningful
to make exact comparisons of the formation energies or
charge transfer levels, although the most stable charge state
as a function of the Fermi-level for each defect agrees well.

Since all the native defects in this study can occur at an
equal number of possible lattice sites, the defect formation
energies can be related directly to defect concentrations in
Figs. 4–6. This estimate is calculated for 300 K using an
approximate formation entropy contribution of 5kB for all
defects. This is not intended to be interpreted as an exact
value but to give the reader an idea of the rapid variation in
the order of magnitude of the defect concentrations. From
this it is concluded that defects with formation energies
around and above 1.5 eV will simply not be present in real-
istic quantities at thermodynamic equilibrium at room tem-
perature. The defects that will occur in concentrations large
enough to influence the electronic properties of the semicon-
ductor have formation energies below 1 eV.

In stoichiometric GaP these are the PGa
+2 in p-type material

and in n-type primarily VGa
−3, although GaP

−2 will also occur in
measurable quantities. �GaP

−2 will also be the most common
native defect for values of the Fermilevel in the middle of the
bandgap, although the concentration is vanishingly small in
comparison to that in n-type material�.

In GaP grown under P-rich conditions PGa is again the
most common defect in p-type material, but the concentra-
tion increases by 15 orders of magnitude in comparison to
the stoichiometric case. VGa

−3 is also more favorable in P-rich
material and it is the dominant defect in n-type GaP. Its con-
centration is increased by 7 orders of magnitude in compari-
son to the stoichiometric material. The concentrations of PGa

+2

and VGa
−3 in, respectively, p- and n-type P-rich material, are

predicted to be among the highest intrinsic defect concentra-
tions in GaP.

In Ga rich GaP no defect will reach a high concentration
in the p-doped region, according to the above criterion, but
in the range from semi-insulating to strongly n-type material
GaP

−2 will have a substantial concentration. Although this an-
tisite is the dominant defect, both types of vacancies, in the
form of VGa

−3 and VP
−5, will also occur at considerable concen-

trations in strongly n-type GaP. �The most common defect in
the p-type region will be Gai:P

+3 although its formation energy
is larger than 1 eV.�

The presence of native defects will restrict the range of
Fermi-level positions one can achieve with doping. GaP
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grown under P-rich conditions �Fig. 5� will be hard to make
extremely n-type �p-type�, for example; since placing the
Fermi level close to the conduction band �valence band�
makes it favorable to form a large concentration of VGa

−3 �PGa
+2�

which decreases the number of negative �positive� charge
carriers, therefore lowering �raising� the Fermi-level posi-
tion: a process known as compensation. From this it is con-
cluded that in order to produce GaP with as strong p-type
doping as possible it would be advantageous to do so in a
GaP sample grown under Ga-rich conditions, since then no
native defect has a particularly high concentration in the
p-type region �Fig. 6�.

As written earlier in the Results Section, the assertion that
positron trapping in GaP in mainly due to VP defects is ques-
tioned here. Even under Ga-rich conditions �the most favor-
able for producing VP�, the concentration of VP is only on
the order of 109 cm−3 �T=300 K�. Even when taking the
upper limit of the estimated formation entropy into account,
Sf =10kB,34,35 the concentration is only raised to 1013 cm−3.
This is still well below the experimentally observed concen-
tration of 1016 cm−3 in n-type GaP.17 There has been yet
another positron lifetime experiment, which found a vacancy
concentration on the order of 1017 cm−3, also in n-type
GaP.16 From a comparison to a similar study in GaAs it was
concluded that this concentration should be due to VP. How-
ever, performing the estimation for VGa using our data, one
finds a concentration of 1018 cm−3 for VGa in the −3 charge
state in stoichiometric GaP under strongly n-type conditions
�EF=�c�. Considering that such a doping is a little extreme
for realistic GaP, and that there would also be a small con-
tribution from the formation entropy, the two experimental
values show an excellent agreement with this theoretical es-
timate. It is therefore concluded that, under thermodynamic
equilibrium, VGa and not VP should be responsible for the
largest vacancy concentration in n-type GaP and hence for
the positron trapping behavior.

As mentioned before, the largest sources of error in this
study �besides those arising from the LDA itself� are the
finite size errors due to the supercell approximation. To what
degree these affect the results presented here has been stud-
ied using finite size scaling, extrapolating the formation en-
ergies to those of an infinite supercell size according to Refs.
39 and 40. There it was demonstrated that the leading error
terms are inverse linear and inverse cubic in the supercell
size L. Physically, this means that the errors scale predomi-
nantly with the defect-defect image distance and with the cell
volume rather than with, say, the cell surface area �inverse
square�. This is because most of the quantities in the system
which are related to the finite size errors �for example, the
jellium charge density, the number of atoms and the number
of electrons� scale with the volume. As a result, a reasonable
estimate of the formation energy for an isolated defect can be
obtained by extrapolating the calculated formation energies
using the fitting equation

Esc
form�L� = E�

form +
a1

L
+

a3

L3 . �5�

Here, Esc
form�L� is the formation energy as a function of the

supercell size, E�
form is the extrapolated formation energy for

an infinite supercell and a1 and a3 are fitting parameters. It
was found37,44 that by using four supercell sizes up to 512
atoms it is possible to obtain E�

form values which are accurate
to around 0.01–0.1 eV, for defects with charges up to about
±3. Here, having only 3 points to fit �which is still reasonable
since the expected form of the error scaling is known�, we
should anticipate slightly larger errors, around 0.1–0.3 eV.

The infinite limit corresponds to a completely isolated de-
fect while one defect in a 216 atom supercell corresponds to
an ordered defect array of concentration of 2�1020 cm−3.
The scaling curves are calculated from 8, 64, and 216 atom
supercells and presented for only the most abundant native
defects: the vacancies, the antisites and the gallium intersti-
tial. The formation energies for the Pi increase going from
the 64 to the 216 atom supercell, making it less common in
the infinite limit and therefore it may be ignored.

For the P antisite the error from using a 216 atom super-
cell is small. As seen from Fig. 7, all three charge states
would have a slightly larger formation energy in the limit of
an infinite supercell size. This decreases the defect concen-
tration somewhat, but leaves the relative stability of the
charge states the same. The position of the charge transfer
level is altered by less than 0.1 eV.

In the 216 atom supercell GaP
+2 the most stable charge

state of the Ga antisite defect in p-type GaP. Extrapolating to
the infinite limit in Fig. 7 it is seen that the formation ener-
gies of the positive charge states are increased relative to the
neutral state and because of their linear dependence on the
Fermi level they will therefore never be stable. The singly
negative charge state is also less favorable in the infinite
limit leaving only one negative-U �0 �−2� charge transfer
level inside the band gap �Fig. 8�. Since the formation energy
of the doubly negative charge state increases more than the
neutral going to the infinite limit, this level is shifted up in
energy within the bandgap by about 0.1 eV.

The P vacancy will also undergo an upward shift of the
charge transfer levels going to the infinite supercell size
limit. The formation energy of the singly positive charge
state is lowered while it is unchanged for the −1 charge state
resulting in the negative-U �+�−� charge transfer level mov-
ing up in energy by approximately 0.1 eV. The formation
energies of the −3 and −5 charge states are so much higher in
the infinite limit that the higher charge transfer levels are
both shifted out of the theoretical bandgap.

The formation energy of the +1 charge state of the Ga
surrounded Ga interstitial remains essentially unchanged
upon scaling �Fig. 7�. For the P surrounded site all the charge
states will move up in energy, making them less stable than
the Ga surrounded site. Because of this and of the lowering
in energy of VP

+1, the P vacancy will become more stable
than the Ga interstitial in p-type GaP in the infinite limit, in
contrast to the results of the 216 atom supercell �Fig. 8�.

For the Ga vacancy �Fig. 7� the largest effect of the scal-
ing will be that the charge transfer levels shift up in energy,
for the �−2 �−3� level by as much as 0.2 eV, as shown in Fig.
8. The formation energy of the VGa

−3 state will also be raised
by about 0.8 eV, lowering the defect concentration in the
infinite limit correspondingly.

The predicted defect stabilities, extrapolating to an infinite
supercell size, are summarized in Fig. 8. The effect of re-
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moving finite size errors can be seen directly from a com-
parison to the grey curves in the background, which show the
formation energies of the 216 supercell, as in Fig. 4. The
positive charge states of GaP as well as the −3 and −5 charge
states of VP are seen to be an artifact of the limited size of
the 216 atom supercell and disappear in the scaling. Apart

from that, the scaling does not affect the the qualitative pic-
ture much although overall it has a tendency to decrease the
predicted defect concentrations somewhat.

Regarding the comparison between experiments and our
scaled results, for the most part little changes. Our interpre-
tation of the EPR and ODMR measurements remains the

FIG. 7. Finite size scaling of formation energies for the most occurring defects. L is the length of the supercell side in unit s of the simple
cubic 8 atom supercell side length, so that 1 /L=1, 1 /L= 1

2 , and 1/L= 1
3 for the 8, 64, and 216 atom supercells, respectively.
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same, as does our central conclusion regarding positron an-
nihilation, namely that it results mostly from VGa. However,
the �−�−3� and �−3 �−5� charge transfer levels of VP are
shown by scaling to actually lie outside the bandgap �about
0.17 eV above�. Since the �−3 �−4� level of VGa lies well
above the bandgap also after scaling there is no obvious can-
didate for the charge transfer level believed to have been
observed in positron annihilation experiments by Krause-
Rehberg et al.17 The extended bandgap scheme has been
shown37 to be incorrect for scaled results, so these levels are
not expected to lie inside the experimental bandgap at all. If
such a transfer level exists then it most likely originates from
a defect complex, rather than an isolated vacancy. This is a
possibility that the experiment was not able to exclude.

In conclusion, a comprehensive theoretical overview of

the native defects in GaP has been presented. For a wide
range of physical circumstances this provides a means to link
the different experiments, performed under various different
conditions, to an overall picture. It has been shown that the
concentrations of grown-in native defects are very sensitive
to the stoichiometry at which the GaP sample is grown and
also to the Fermi-level position and hence to the degree of
doping. The most common native defects have been found to
be PGa

+2 in p-type and GaP
−2 and VGa

−3 in n-type stoichiometric
GaP. PGa

+2 and VGa
−3 are also the dominant native defects in the

p-type and n-type regions in P-rich GaP, although they are
more favorable there than in stoichiometric material. In GaP
grown under Ga-rich conditions GaP

−2 will be the defect oc-
curring in the highest concentration in semi-insulating mate-
rial and n-type material.
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