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Abstract

Reverse engineering requires the acquisition of large amounts of data describing the surface
of an object, sufficient to replicate that object accurately using appropriate fabrication
techniques. This is important within a wide range of commercial and scientific fields where
CAD models may be unavailable for parts that must be duplicated or modified, or where a
physical model is used as a prototype. The three-dimensional digitisation of objects is an
essential first step in reverse engineering. Optical triangulation laser sensors are one of the
most popular and common non-contact methods used in the data acquisition process today.
They provide the means for high resolution scanning of complex objects. Multiple scans of
the object are usually required to capture the full 3D profile of the object. A number of
factors, including scan resolution, system optics and the precision of the mechanical parts
comprising the system may affect the accuracy of the process.

A single perspective optical triangulation sensor provides an inexpensive method for the
acquisition of 3D range image data. However, there are often locations within each scan
where data is seriously flawed because the data acquisition process is subject to distortions.
Such distortions are often associated with edges in the object, where regions of high
curvature (relative to the incident angle of the sensor) cause occlusions and secondary
reflections of the laser beam, resulting in false height readings. Abrupt changes in surface
reflectance or texture can also have similar effects. Previous work has determined that the
orientation of the scan head with respect to the edges of the object is a major factor in the
degree of such distortions. Combining multiple range images using compensation
algorithms has reduced the level of distortion in the integrated data set; however capturing
the number of necessary repetitions of the entire scan is very time-consuming.

A development platform has been established to investigate how data distortions may be
reduced by the application of image analysis techniques in planning the scan process. By
using information on edge location and orientation recovered from a digital camera image,
partial scans may then be performed for each determined orientation of the scanner,
thereby avoiding much redundant coverage of the entire scan area.

Vectorisation algorithms, based on known edge detection techniques, have been developed
to determine the position of vectors corresponding to the discovered edges. Further
algorithms have been developed to process these vectors into ‘scan regions’ corresponding
to each particular scanner orientation. When the object is scanned at the orientation
corresponding to the scan region the distortions are likely to be much reduced.

Some features of the object geometry, such as small holes or internal corners present a
particular problem where a number of scan regions representing different scan orientations
overlap. Because of the nature of the scanner such regions are liable to show some level of
distortion for all laser orientations. However, these locations can be identified from the
camera image and the user alerted to the presence of unreliable data.

Calibration methods relating the image and scan space have been shown to be susceptible
to errors caused by optical effects from the camera, such as lens barrel distortion and errors
due to parallax. Algorithms have been developed to compensate for these effects and
combine the data from a number of partial scans in order to provide a single integrated
point cloud.
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1. Introduction

Engineering encompasses the design, manufacture, construction, and maintenance of
products, systems and structures. In the traditional engineering process, a design is first
conceptualised and then modified, using either technical drawings on paper or a digital
representation on a Computer Aided Design (CAD) system before production of the
physical system or a tangible prototype. For example, in manufacturing a new part, the
designer would first sketch an idea on a piece of paper. In the past this design would be
formalised by a draughtsman on paper with accurate dimensioning. Modern designers have
computers and software such as AutoCAD to illustrate the design more clearly. This design
would then be realised by either handcrafting the part (e.g. use of a manually operated lathe
by a skilled operator) or feeding its digital representation into a highly precise cutting
machine, such as a computer numerical control (CNC) machine. The finished physical

product should closely resemble the original design.

The process described above is the traditional ‘forward engineering’ approach to producing
an object and has been common practice for hundreds of years. There is an alternative
approach: that of reverse engineering, which begins with a physical representation of the
object that the designer wishes to recreate as a design, either in order to replicate the
original object (e.g. if a design has been lost or is otherwise unavailable) or as a basis for a
modified design. Reverse engineering involves the analysis of an object or system to
examine how it functions in order to duplicate or enhance the object or system. Figure 1-1

shows an overview of the reverse engineering process.

Reverse engineering may be seen as the process of analysing an existing system to identify
the system’s components and their inter-relationships, to establish forms of representation
of the system at a higher level of abstraction and to produce or replicate that system. The
application of reverse engineering techniques is discussed in more detail in Chapter 2 of this

thesis.
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Figurel-1: Overview of the Reverse Engineering Prass [1]

Within the scope of the work described in this thesis the primary concern is with the part of
this process referred to in Figure 1-1 as 3D Imaging, or the data acquisition phase. The
choice of an appropriate method of data acquisition can have a great effect on the quality of
the final model. It is therefore of importance to investigate how to minimise errors within

this phase of the reverse engineering process.



1.1 Data Acquisition for Reverse Engineering

Numerous methods exist for the acquisition of shape information. These methods can be
divided broadly into ‘tactile’ methods, which involve the use of a contact sensor that is
positioned on the surface of the sample object either by human or machine operation, and
‘non-tactile’ methods which involve the measurement of some form of energy (e.g. light or
sound waves) falling onto the object under consideration. Tactile methods are accurate but
have the disadvantage of being very slow. Non-tactile methods are generally faster but
subject to a number of issues often related to the type of energy used by the system. Non-
tactile methods may be further divided into ‘active’ and ‘passive’ systems depending on
whether the energy source used is projected by the measuring device or whether it makes

use of ambient energy.

Commonly used methods involve the use of active range-finding devices, which measure
the position of each point on the object’s surface relative to a known position. Many
rangefinders use optical methods and measure either the time-of-flight or the triangulation
angle between the emitter and detector. Such rangefinders can acquire regular, dense
sample sets known as range images. The resulting data is represented as a point cloud.
Further processing is required in order to generate efficient and reliable computer models

from these sample points.

1.1.1 Distortion Problems in the Data Acquisition Process

In order to digitise object shapes for this project the popular range scanning method known
as laser triangulation has been used. A laser beam is projected onto the surface of the
object and the angle at which the light returns from the object allows the distance to be

calculated.

Single perspective laser sensors provide a relatively cheap and simple method of data
acquisition. However fundamental limitations in the accuracy of this method are caused by
effects such as the occlusion and secondary reflection of the laser beam by the geometry of

the object, resulting in distortions in the data.

' A point cloud is a collection of 3-D coordinatesa Euclidean coordinate space.
Each point represents one or more data samplesiltiflé samples are averaged by the sensor to ¢gheovi
the data for each point, with the number dependerihe speed of the scanning process).



The distortions from the laser scanner may be categorised as either stochastic or systematic.
Stochastic distortions, also known as noise, may occur because of random inaccuracies in
measurement, such as mechanical vibration of the platform or a weak source of
fllumination. Noise reduction is possible through the application of post-processing
techniques to the range images. Methods such as wavelet transform that allows multi-
resolution feature selection and extraction [2] or smoothing based on an approximation of a
mesh by circular arcs [3] can be employed. However these methods often result in some

degree of smoothing in the final data.

Systematic distortions occur if there is an error in the calibration of the system. For
example, selection of incorrect scale or offsets will lead to consistently false distance
measurements. Surface properties of the object, such as highly contrasting surfaces, may
also cause systematic distortions. These can be prevented by ensuring homogeneity in
surface reflectivity through treating the object with a non-permanent coating prior to any

imaging.

A common cause of systematic distortion with triangulation sensors is related to the
geometry of the object. The occlusion of the light beam by another part of the object can
produce significant errors within certain regions of the scan. Smaller errors can be caused
by secondary reflections of the light beam from other parts of the object. Wong [1] found
that these geometric errors can be minimised by changing the orientation of the laser sensor
relative to geometric edges within the object. This approach can also minimise errors

caused by transitional edges'.

Strategies to reduce systematic distortions due to sensot’s orientation include planning the
optimal orientation and path for laser scanning [4] or employing sensors with multiple
detectors with intrinsic averaging [5]. Another procedure for removing significant
distortions is to simply trim them and replace the discarded values with new interpolated or
averaged values. Such an approach, however, will also inevitably remove any detail in those

trimmed regions.

" Transitional edges are those caused by an abnapge in colour or surface reflectivity not assteza
with a change in the object’'s geometric profile.



1.2 Previous Work

Wong[1] explored interactive and automated approaches to reduction of data acquisition
distortions. He investigated how to reduce the errors caused by the object geometry such
as occlusion of the laser beam by another part of the object. In order to obtain a good
digital representation of the object of interest, the laser scanner needs to be oriented parallel
to the geometric edges of the object. This may be done by the operator manually selecting
different scan orientations for different parts of the object. In order to avoid the
requirement for human interaction Wong developed a method by which the errors could be
recognised (by comparing scans at a number of different orientations) and used to
determine the edge position and orientation automatically, thereby enabling selection of the

data from the closest orientation.

1.2.1 Compensation Method Based on Multiple Scans

Wong[1] demonstrated that the orientation of the laser scan head (rather than the scan
direction) was critical in the degree of distortions during the scanning process. Errors
caused by the object’s geometry are at their worst when the scan head is oriented

perpendicular to the object being scanned, as shown in Figure 1-2(a).

Secondary reflections at T1 cause a ‘bow wave’ effect, while at T2 ‘spikes’ are caused by
occlusion of the laser beam. Conversely, if the laser scan head is oriented parallel to the
‘edges’ of the object then the errors can be minimised, as shown in Figure 1-2(b). At both
T1 and T2 the detected position of the laser spot is unaffected by other parts of the object’s

geometry.

In order to address these errors, Wong’s approach was to use a number of complete scans
of the object with the scan head at different orientations. Software was developed to
identify error regions and determine the corresponding edges. Based on the edge
orientation the software selects the part of each scan where the error level is minimal and
combines the resulting partial range images. Wong’s method requires at least 8 complete
scans of the object to be performed before his processing method can begin.
Unfortunately the software Wong developed and the data he gathered is no longer available

for direct comparison.
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Figure 1-2(a): lllustration of scanning errors whenthe laser is oriented perpendicular to the edge of
the block. At T1 secondary reflections from the ertical edge cause the average position of the
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Figure 1-2(b): When the laser is oriented paralleto the edges of the object distortions are
minimised across the object scan on both sides dfet object.



Whilst this method results in much improved scan quality, the cost of this approach is a
greatly increased overall scan time, increased data storage requirements and considerable
processing costs. For example, a scan area of 10cm x 10cm requires approximately 3%
hours to scan using the Matsushita laser at a coarse (0.5mm) scan resolution (approximately
25 minutes per scan, not including the overhead of registering between the scans). In many
cases a much higher scan resolution is required in order to generate a more detailed surface
model (e.g. a scan-point resolution of 0.05mm would require 10 times as many scan lines to
be recorded). Higher resolutions require significantly more scan lines and a slower scanning
speed. Therefore the time for an individual scan is increased, resulting in total scan times

that are unacceptably long for the ‘complete’ set of scans required by Wong’s method.

A method is therefore required by which the locations where distortions are likely to occur
for a particular orientation may be identified prior to scanning. ‘Then the occurrence of
distortions can be avoided, instead of compensating for them after the data has been
collected. Although the acquisition time for the 8 required scans proved commercially
unacceptable the basic idea of determining edge orientation and selecting the object height
data based on the appropriate scan orientation is the basis of the work described in this

thesis.

1.2.2 Comparison of Matsushita ANR-1182 with Wolf & Beck Laser

Wong [1] had access to two different laser scanners: the Matsushita ANR1182 scanner, and
the Wolf & Beck OTM3A-50 scanner. Both units employ active triangulation however the
Matsushita scanner has a single emitter and single photo-sensitive detector, whereas the
Wolf & Beck scanner employs multiple sensors spaced equally in a circle around the emitter
and employs internal (hardware) averaging between the sensors to give a single output

value.

This arrangement of sensors in the OTM3A-50 is usually successful in removing occlusion
data spikes. Whereas the Matsushita scanner would report ‘out of range’ and generate a
‘spike’” response, the Wolf & Beck laser avoids this problem because a return signal is
received at some of the detector elements (unless the emitter is in an ‘internal hole’
situation). The calculated data point may not be absolutely identical to the true surface
position but it is a lot better than the ‘out of range’ response and data spikes generated by

the ANR-1182.



However the added complexity of the Wolf & Beck is reflected in the unit cost of the
scanner. At current (2006) prices the unit cost of the Wolf & Beck OTM3A-50 scanner is
approximately £5000 compared to approximately £1000 for the Matsushita ANR1182.

Furthermore, the averaged output from the OTM3A-50 is not a/ways as ‘correct’ as the
ANR1182. Although the multiple detector arrangement of the W&B scanner means that
some return signal is almost always detected, this arrangement can cause a ‘bow wave’
response to be generated in certain situations due to the intrinsic averaging process in the
laser unit (see Figure 1-3). Because the detectors are evenly distributed around the emitter,

rotating the laser makes no difference to the quality of the output.

In the same situation the Matsushita laser, having only a single detector, would not generate
a bow wave if the unit was parallel to the edge. That is to say, at its ‘best’ orientation the
single-detector triangulation sensor is as good as, or better than one that employs multiple

detectors; the problem lies with correctly aligning the sensor with the geometric edge.
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Figure 1-3: Comparison of Matsushita and Wolf & Beck Scanners - Cross section of Gauge Block
The Masushita sensor is oriented parallel to the edge and displays no significant distortion. The

Wolf & Beck sensor shows a small ‘bow wave’ distortion on both sides of the block.
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Figure 1-4: Comparison of Wolf & Beck (top) and Matsushita (bottom) sensors on the Giraffe Cookie
Cutter Mould. The multiple-perspective detectors of the Wolf&Bcck unit avoid the occlusion errors

(data spikes) to which the Masushita sensor is vulnerable.



1.3 Project Aims

The aim of the work described in this thesis is to investigate how distortions in range
images can be minimized by integrating an optical camera with the laser scanner in order to
generate an optimal scan path. Sufficient @ priori knowledge of the geometry, location, and
orientation (relative to the scanner) of the object under consideration will allow the quality
of the scan acquired by a range scanner to be improved whilst minimising the time

necessary to complete the scan.

The information acquired from photographs and range images is complementary. Range
images can capture intricate surface detail, whereas an optical image provides an ‘overview’
of the object. The basic concept of camera technology has not changed significantly in the
last century, although the advent of digital imaging technology has effectively replaced the
chemical-based film with an electronic CCD imaging plane that can store the captured
image electronically. Developments in digital imaging technology over recent years have

seen a rapid rise in cheap, commercially available devices.

To achieve the aim stated above, it is necessary to:
* Integrate information acquired from the optical camera with the laser scanner.

* Use image analysis methods to find regions where distortions are likely to occur in
the laser scan by identifying edges in a corresponding photographic image of the

object.

* By recognising problem areas prior to the laser scan process, determine an
optimised scanning path with respect to sensor orientation, thereby improving the
quality of the acquired scan data whilst minimising the increase in required scan

time.

One of the key aspects of this project is the overall cost of the system components (which
should not exceed that of more expensive laser scanning systems such as the Wolf & Beck
scanner). Thus the investigation has centred on what may be achieved using cheap and

easily accessible imaging devices such as webcams and ‘domestic’ digital cameras.
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1.3.1 Objectives

The proposed system will determine the optimal scanning orientation (i.e. with the laser
oriented parallel to edges) prior to any scans being performed. The objectives of this
project provide a series of logical steps in order to achieve the aims as stated above. These

tasks may be summarised as follows:

* Establish a development platform to investigate how image analysis techniques can

be used to plan the scanning process.

*  Develop an understanding of the occurrence and causes of distortions in laser

triangulation scanning.

* Investigate current ‘state of the art’ in image analysis techniques and develop an

evaluation platform.

* Establish a system that integrates optical camera information with the laser scan

data, including methods of calibration.

*  Develop image analysis algorithms, employing a selection of edge and region
detection methods based on current popular methods, such as the Canny edge

detector.

* Evaluate the effectiveness of the edge detection algorithms for the type of images

generated by the system.

*  Develop algorithms which use the output from the image analysis techniques to
determine the ‘locally optimal’ scan orientation in order to minimise distortions in

the scan.

*  Develop algorithms to merge the results from the chosen image analysis methods

into a single, integrated scan path plan with locally optimised sensor orientation.

* Evaluate the improved scanning path algorithms by comparing their accuracy

against scans of a single orientation.

11



An optical camera system is used to capture an image of the object and then edge detection
methods are employed, followed by vectorisation in order to determine the position of

significant edge vectors.

These vectors are then used to develop a scan path over the object. The idea is to use the
edge as an ‘exemplar’ at a given position and to develop a scan region around the edge, with
the same orientation as the edge. There may also be many areas in the image where the
orientation of the scan head is non-critical if there are no edges nearby. ‘Scan orientation
regions’, corresponding to different scanner orientations, can thus be generated based on
these detected edges in order to minimise the potential errors due to occlusions and

secondary reflection.

One strategy is to perform a single complete scan of the object and then rescan critical
regions at other orientations. It is likely that, for most objects, the ‘scan regions’ will have
some partial overlap, therefore the total scan time will be somewhat greater than for a
‘single pass’ scan but still much shorter than Wong’s 8 complete scans. The advantage of
much improved overall quality will therefore be achieved without the overhead of the

protracted scan time.

1.3.2 Contributions to Knowledge

1. Use of (single) optical camera image to provide information for sensor orientation.
2. Development of ‘scan orientation region’ concept based on proximity to vector.

3. Development of ‘generic convolution template™: capable of accepting any defined
convolution matrix and applying the same sequence of operations thus providing a

common code base reference to compare different operators.

4. Development of a new least-squares method of line-growing vectorisation.
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1.3.3 Definition of an Edge

In this thesis the word ‘edge’ is used to describe features in both 2D and 3D images. An
edge in the optical (camera) image appears as a discontinuity (i.e. a sudden change) in colour
or intensity. Canny & Deriche define an edge as the maxima of the gradient modulus in the
gradient direction. In a 3D model an edge is the intersection of 2 surfaces, however this
applies only to ‘sharp’ edges — in the real world surfaces often ‘blend’ or merge together and
it is difficult to pinpoint the precise position of the edge — in this case the edge may be
defined as a position of high curvature of the surface or more precisely as a position of
maximum change in direction of the tangent to the surface. A region that is simply of an
arbitrary constant curvature (e.g. a cylinder) may also appear as an ‘edge’ dependent on the

viewing angle.

Geometric (3D) edges will usually show a response in a 2D image, although there may be
lighting or contrast difficulties that cause the position of the edge to be lost. Controlled
lighting can help to rectify this problem. Some 2D edges that have no 3D profile will also
by detected by the optical image camera. Such edges may be boundaries between regions of
differing reflectivity. Some edges in the photographic image are ‘false’ edges caused by
shadows cast by the object. Shadows are considered as a hindrance in detecting ‘true’
geometric edges (i.e. they give ‘false positive’ edge responses) and will be avoided by the use
of controlled lighting wherever possible. The use of shadow removal algorithms may be

considered.
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1.4 Organisation of Thesis
This thesis is structured into nine chapters. In this Chapter an overview of the concepts
central to the work in this thesis is provided and the aims and objectives of this project are

outlined.

Chapter 2 provides an overview of reverse engineering, with the emphasis on the data-
acquisition phase. A taxonomy of data acquisition techniques is provided with some
discussion of the relative strengths and weaknesses of each method. Common problems in
data acquisition are discussed as well as those specific to the type of triangulation sensor

used in this project.

Chapter 3 describes a range of image processing techniques that are in common use today.
Image processing and computer vision is a huge area of research and it is not possible to
cover all aspects within the limits of this chapter. The emphasis is therefore on techniques

related to edge-detection methods that are used within the scope of this project.

Chapter 4 outlines how the image analysis methods described will be used to develop the
concept of ‘scan orientation regions’ and the new algorithms that will be used to control the
sensor in selecting a locally optimal scan orientation as it traverses the object. The currently
available hardware environment and modifications required for this project are described.
Practical calibration issues concerned with relating the image and scan coordinate systems
are discussed and equations that may be applied to compensate for sensor alignment are
outlined. A number of systematic issues concerned with the current scanning process are

also identified.

Chapter 5 describes the implementation, development and testing of the image analysis
aspects of this project. A number of edge detection methods are implemented using a
common framework. The construction of straight line edge vectors that may be used as a

basis for scan regions is then discussed.

Chapter 6 provides a discussion of the practical implementation of the scan regions method
based on edge vectors. Two ‘partial scan’ methods are presented. The scan acquisition
process is outlined in order that a scientific approach to reproducing the experiments may
be followed. Practical concerns related to the conversion of the scan data into a format

suitable for this project are also addressed.
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Chapter 7 presents the results, including a detailed discussion of the application of the two
scan orientation region methods to a number of objects of different levels of complexity.
The results encompass the whole process from edge detection to generation of partial scan

path plans evaluation of the resulting scan output.

Chapter 8 provides some ideas for future work that were considered but not implemented

due to time constraints on this project.

Chapter 9 discusses the work conducted and the achievements of this research and the

conclusions that may be drawn from the work in this thesis.

Finally appendices are provided, containing two conference papers presented by the Author
during the course of this thesis and a book chapter submitted for publication. Another
appendix contains a detailed mathematical derivation of the algorithm for the calibration of

sensor alignment provided to the Author by Dr. Poliakoff.
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2. Reverse Engineering

In order to compete in today’s global market companies must find new ways to reduce
costs, accelerate product development cycles and improve time-to-market without
sacrificing product quality. Conventional product development follows a formal sequence
of design, manufacturing, assembly and inspection. In reverse engineering, physical parts

are transformed into engineering models and concepts.

Traditionally the source of design data from which products are created was the engineering
drawing, as produced by a skilled draughtsman. The development of Computer Aided
Design (CAD) software has revolutionised the manufacturing design process. The
emergence of powerful CAD packages has allowed engineers to create their designs on
computers and output directly as instructions to machine tools. The existence of a
computer model provides enormous gains in improving the quality and efficiency of design,

manufacture and analysis.

One of the key benefits is the ability to take an existing model and produce a modified
version based on the original design. However, there are instances where a mechanical part
exists but no computer model, or even paper drawing, exists to re-create the part. This
may be because the machine parts were designed before the advent of computers and CAD
systems, as well as for parts that were hand-tooled to fit into existing machinery. If such a
part breaks it may prove impossible to replace. In other cases it may be necessary to re-
engineer an existing part after modification to construct a new improved product or to

produce a copy of a part, for which no original drawings or documentation are available.

The advent of modern digitisation methods allows the creation of a CAD model directly
from the object. Similarly, an existing part may be used as a prototype and modified within
the CAD package, thereby producing a new part [6]. In such cases some means of capturing
that information from the physical prototype is required. Reverse engineering typically
starts with measuring an existing object so that a model of the surface can be produced for

use in a CAD/CAM system|7].
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Reverse engineering can trace its roots back to the pantograph, copy lathes and copy mills.
These latter systems have the added advantage of storing the detected profile, so that an

object can be duplicated many times without repeated scanning [8].

The generation of a CAD model from an experimentally identified prototype is an essential
step in the product development process and it is the process of digitising these objects

which plays a crucial role in reconstructing their mathematical shape as a computer model.

2.1 Other Applications for the 3D Digitisation Process

In reverse engineering the goal is to recover a design (or produce a new design) based on an
existing model. Where that model is a 3D object in the real world the initial step in the
reverse engineering process is the shape-capture (or digitisation) of that object. The
applications for 3D digitisation stretch beyond the commercial and industrial production of
parts based on existing prototypes discussed in the previous section. Some of the other

common applications are described here.

1) Collaborative Design: CAD tools are often useful in the design process, however in
some fields the most intuitive design method is physical interaction with the model.
Although computer models provide enormous gains in design quality and efficiency,
manufacture and analysis, there are some fields of manufacturing (such as consumer
products), where aesthetic design is particularly important. In these areas designers still
prefer to evaluate real 3D objects rather than reduced scale 2D projections of those objects
on screens. Sculptors design and construct these models using clay or wood and the
finalised model is digitised and rendered using graphics software to give an accurate
impression of the original model. Engineers or clients access the data model for testing
(e.g. finite element analysis) and review. A prototyping, performance-testing and
modification cycle is followed to obtain an optimal product design. Once the design is
approved it may also provide an initial model for manufacturing. For example, items such
as a swimming goggles or football boots may be designed experimentally through

conducting actual trials to improve aesthetics and functionality.
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2) Parts Inspection: The dimensions of the manufactured parts must fall within some
tolerances of the original computer model. In this case, shape digitisation can aid in
determining where (and to what extent) the computer model and the shape of the actual
part differ. These differences can serve as a guide for modifying the manufacturing process

until the part production output is acceptable [9].

3) Special Effects, Games and Virtual Environments: Computer-generated imagery
plays an increasingly prominent role in creating special effects for cinema and television.
Realistic 3D environments are also a popular part of the computer game industry as well as
for more educational purposes such as virtual tours of heritage sites. All of these
applications require 3D models that may be taken from real life or from sculptures created
by artists. Creating realistic 3D models from scratch is a highly skilled, time-consuming task
and the digitisation of physical models, especially for more mundane objects, is essential to

the realistic population of these environments [10].

5) Archaeological Artefacts: Frequently museums (or private collectors) hold rare objects
that are of interest to scientists. In some cases these objects may be too fragile to be
examined. Traditionally, in order to visualise these objects, it has been necessary to visit the
museum or obtain non-interactive still or video images. By digitising these objects, accurate
copies can be made available for interactive visualisation and scientific study [11].
Archaeological site features, architectural elements and sculpture can be digitised to provide
a high-resolution 3D digital record of the object or site. Digital models provide archival
quality documentation which can be used for a variety of research, conservation,
archaeological and architectural applications, fabrication of accurate replicas, as well as for

interactive museum displays.

5) Medicine and Dentistry: Applications of shape digitisation in medicine are wide
ranging. Custom made prosthetics can be designed when the dimensions of the patient are
known to high precision. For example, a missing leg can be created using the patient’s other
leg as a model, and then the digitised model can be mirrored. Plastic surgeons and dentists
use the shape of a patient’s face to visualise the outcomes of plastic surgery and dental
work. In radiation therapy, modelling the patient’s body can help guide the doctor in

directing the radiation accurately.
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2.2 The Reverse Engineering Process

The reverse engineering process is comprised of more than just the digitisation of the 3D
shape which typically results in the data being represented as individual points. Once the
data has been acquired, further processing stages are necessary to produce a model of the

object. These stages can be partitioned into a sequence of 4 main steps as shown in Figure

2-1:

Physical
Model

Surface
Point
Digitisation

Pre-
processing /
[T Registration

Surface
Integration /
Modelling

CAD
Surface
Manipulation

L

' CAD
Model

Figure 2-1: Overview of the main steps in the RE mrcess. Note the process is not entirely sequentiadteps
often overlap and the process may be iterative (asdicated by the dashed arrows)

1. Data acquisition - Captured data is usually represented by individually sampled

points represented by a 3D coordinate ‘point cloud’.

2. Registration — To produce an accurate model for true 3D objects a number of point

clouds must be combined using a common coordinate system.

3. Integration - Merging surface patches into a single shape representation, creating a

smooth, continuous polygon mesh from the registered point cloud data.

4. Optimisation / CAD surface manipulation. - this comprises the “finishing touches’
such as filling any holes in the model surface with a best fit algorithm and any

modifications to the model that the user wishes to make.
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Within the scope of this thesis the primary concern is with the part of this process referred
to as data acquisition. The quality of the chosen data acquisition method can have a great
effect on the final quality of the model. It is therefore important to minimise data
acquisition errors. The most common techniques for 3D data acquisition are described in

the following sections.

2.3 Data Acquisition Methods

The basis for the reverse engineering model is the capture of the ‘analogue’ real-world
model into a digital model. Whether an existing part or a model is used as the prototype,
the three-dimensional geometry of the object’s profile must be digitised to produce the
design data from which a CAD file can be generated. Many thousands of samples must be
acquired, which must then be represented in the CAD model as coordinate points in a 3-D

wire-frame view or displayed as rendered surfaces [12].

The data acquisition process, often referred to as 3D scanning or digitisation comprises the
measurement and modelling of shape and other visual properties. The accuracy and
reliability of the chosen method is an important part of the process. If the method used is

not fit for purpose, many of the advantages of reverse engineering the product are negated.

In the last twenty years advances in the fields of photonics and electronic engineering,
computer vision and computer graphics have allowed the development of fast, compact,
reliable and highly accurate 3D vision systems [13]. The speed and accuracy of these
technologies, including the development of lasers and CCDs, enable detailed shape
measurements to be made with a level of precision better than 1 part per 1000 and at rates

of over 10,000 samples per second [1].

The rapid evolution of computer technologies has been coupled with the development of
digital imaging devices over recent years. 3D shape measurement is now at the stage where
successful commercial products have been produced based on the techniques proposed in

the 1980’s and 90’s.
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Figure 2-2: A Taxonomy of Digital Shape Acquisition Methods.

Optical methods are further decomposed in Figure 2-4

Numerous methods of data capture have been proposed. FEach method has its own
particular strengths and weaknesses that make it more or less suited to certain applications.

A brief taxonomy of digital shape acquisition methods is illustrated in Figure 2-2.

Early methods for acquiring range images were surveyed by Jarvis [14] in 1983. Besl (1988)
[15] surveyed commercially available sensors and measurement techniques. More recent
surveys by Tiziani [16] and by Chen [17] describe a wide range of scanning technologies. A

broad range of sensors that are commercially available today is presented by Blais [18,19].
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2.3.1 Tactile Methods

These methods involve physical contact between the surface of the object and the scanning
tool. The digitising probe may be a manual or machine-controlled robotic arm equipped
with a touch trigger probe as shown in Figure 2-3. Such methods are generally accurate but

also tend to be slow and labour intensive [20].

Co-ordinate measuring machines (CMMs) also use a probe and are widely used in industry
for dimensional inspection and surface measurement of manufactured parts. Despite the
significant improvements in the performance of CMMs over the past decade, several factors
(e.g thermal variation) still limit their accuracy, speed, and economic utility. The suitability
of these methods also depends on whether the object can be physically touched without

causing the object to be distorted (or damaged) during the sampling process.

A more rarely used method is tomography, which involves physically slicing the object into
segments of known width and measuring their cross-section in 2 dimensions. The slices are
then reassembled in the computer model. This allows internal shape such as cavities to be

captured. The primary disadvantage of this method is its obviously destructive nature.

Figure 2-3: Coordinate Measuring Machine with tactle sensor probe (left) and Manual ‘Joined

Arms’ Measuring System (right).
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2.3.2 Non Tactile Methods

Non-contact methods involve the measurement of some form of energy source. These
methods are generally faster than the methods described in Section 2.3.1, however they all
have particular advantages and disadvantages relating to the acquisition process, which
makes them suitable for particular applications and scenarios. Non-tactile methods can be

broadly divided into transmissive and reflective methods.

Transmissive techniques such as computer-tomography (CT) and magnetic resonance
imaging (MRI) produce volumetric range images from a series of two-dimensional images
[21]. CT scans are commonly used in industry and medicine, where the ability to see the
internal surfaces of structures (without damaging the object) is important. Although CT is
non-destructive the use of high-energy radiation to produce the scan makes it unsuitable for
many applications. The equipment is also very expensive and large variations in material

densities (e.g. wood glued to metal) can degrade the accuracy.

MRI systems do not expose the subject to high energy radiation but are even more
expensive and are less well suited for industrial applications.  These techniques have
proved very useful in medical systems where the computed axial tomography (CAT) and
MRI scans are used in diagnosing illness and injury without invasive surgery. Optical
(visible light) tomographic reconstruction methods have been investigated [22]. This is a
similar technique to those using other parts of the electro-magnetic spectrum (e.g. x-rays).
Although obviously less harmful, it is limited to transparent objects (e.g. glass and clear

plastics).

Reflective techniques can be divided into optical and non-optical approaches. Non-optical
approaches include sonar and microwave radar which typically determine distances to
objects by measuring the time required for a pulse of energy to bounce back from an object.
Microwave radar is typically intended for use with long range remote sensing. Sonar range
sensors are typically inexpensive, but they are also not very accurate and do not have a very
high acquisition rate. Section 2.3.3 describes the many different reflective optical

techniques.
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2.3.3 Optical Data Acquisition

Generally optical reflective methods are preferred in the field of reverse-engineering due to

their higher resolution and acquisition speeds.

These optical methods can be divided into

active and passive techniques, as shown in Figure 2-4.
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Figure 2-4: A taxonomy of optical data acquisition techniques.
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Passive sensing techniques reflect the way human vision works, relying on natural or

ambient lighting to illuminate the object. Computer vision approaches include shape-from-

shading for single images and optical flow methods for video streams. While these methods

require very little special purpose hardware, they typically do not yield dense and highly

accurate digitisation required for most applications.

The work described in this thesis employs methods from passive image analysis, specifically

the use of edge detection techniques, in order to locate edges in a camera image that

correspond to features of the object. However edge detection is not used directly in surface
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measurement but as a guide to planning the path of the triangulation sensor (as described in

Chapter 4).

Passive triangulation encompasses digital photogrammetry, which is widely used in
cartography and industrial inspection [23]. Stereophotogrammetry extracts 3D information
by matching features (or areas) of the scene taken from different viewpoints [24]. This is a
very accurate method (modern systems can achieve accuracy of 1 part in 100,000 or even
1:1,000,000) [25]. However the cost of stereo plotting equipment is relatively high and
merging data from multiple views is a non-trivial task. Correlation of image pairs can prove
difficult (unless ‘artificial’ reference markers are used) which is why active methods are

often preferred.

Depth from focus has evolved as both a passive and an active sensing strategy. This
method operates on the principle that the image of an object is blurred by an amount
proportional to the distance between points on the object and the in-focus object plane. In
the passive case, variations in surface reflectance (also called surface texture) are used to
determine the amount of blurring. Active methods project a pattern of light (e.g.,, a
checkerboard grid) onto the object. Most prior work in active depth from focus has yielded

moderate accuracy (up to one part per 400 over the field of view) [20].

2.3.4 Active Optical Methods

Active optical methods project a controlled source of light energy onto the object under
consideration. They can be divided into time-delay methods, (encompassing both time-of-
flight systems and interferometry methods) and triangulation methods, with light projected

in point, line, or multiple-line scan patterns.

Time of Flight (ToF) 3D scanners are the preferred choice for long range measurements
[19].  They are relatively simple and accurate systems and a number of variants exist,

including pulsed-wave, continuous-wave (AM or FM) systems [27,28].

The accuracy of these sensors is typically limited by the accuracy with which the time
interval can be measured. Multiple pulses are averaged to reduce noise and resolution in
the order of 0.5 to 1 cm is very common. Higher resolution and accuracy requires very

sensitive electronics with high bandwidth. Amplitude modulation of the carrier wave has
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also been proposed. The electronics are more complex than pulse ToF, but they give better
resolution (in the order of 3 to 5 mm) [19]. Frequency modulation techniques give still

better (sub-millimetre) resolution.

laser time-of-flight object
scanner

return pulse

start pulse reflected from object

Figure 2-5: Pulse ToF systems detect the time taken for a laser pulse to be reflected back to a
receiving detector [29].

Interferometry, (or modulated-beam imaging), works by determining interference patterns
in light wave propagation [30]. Michelson [31] first demonstrated the practical use of
optical interferometry. A single light source is split into two or more beams using mirrors
[32] which interfere when recombined, to give a wave interference pattern. This pattern
appears as a series of bright and dark bands depending on the phase difference between
beams. Distances are measured in terms of wavelengths. This can be a very accurate
method of measurement but is limited in accuracy by the frequency of modulation and the
ability to resolve the phase difference. Interferometers are also highly sensitive to vibration,

movement and thermal expansion which further limit their accuracy.

As shown in Figure 2-6, Moiré interferometry involves the projection of coarse, spatially
varying light patterns onto the object, whereas holographic methods typically rely on mixing
coherent illumination with different wave vectors. Moiré methods can have phase

discrimination problems when the surface does not exhibit smooth shape variations.
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Figure 2-6: Moiré Interferometry Pattern

Coherent holographic interferometers typically yield range accuracy of a fraction of the light
wavelength over microscopic fields [33]. Holographic interferometry is often use to
visualise stress or to detect object deformations in real time. Optonor offers microscopic
vibration measurement systems based on the technique of TV holography (electronic

speckle pattern interferometry) [34].

Laser radar 3D imaging, also known as laser speckle pattern sectioning [17] uses the
relationship between optical wavelength (frequency) space and the distance (range) in the

3D Fourier transform space to measure the shape of an object.

The measurement range can be from a micrometer to a few meters. The accuracy is
depended on the measurement range. With the current laser technology, 1 to 10-um
resolutions are attained in the measurement range of 10 mm with an achievable accuracy of
0.5um. The advantages of this technique are the high flexibility of the measurement range
and phase shifting as in conventional interferometry may not be required. The limitation of
this technique is the time taken to acquire the all the different wavelengths images for

relatively large scale shape measurement [17].

2.34.1 Active Triangulation

Active triangulation is one of the most common systems used in data acquisition today.
Many of the principles, devices and techniques in use today were published during the
1980’s, although the theory of triangulation itself dates back to the ancient Greeks who

used the principle for navigation and astronomy.
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In active triangulation a controlled light source is projected onto the surface of the object.
Triangulation sensors are ideal for measuring small distances, fragile parts or soft surfaces

susceptible to deformation if touched by a tactile probe.

Figure 2-7 shows an example of how triangulation is used to measure distance using a single
point sensor. The emitted light interacts with the surface and is reflected or scattered
towards the sensor’s detecting element. The receiving sensor is comprised of a light
sensitive detector and a focusing lens which concentrates the reflected light onto the
detector. The angle between the directions of illumination and detection is known as the

triangulation angle.
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Figure 2-7: Changes in triangulation angle with chages in distance.
h is the distance of sensor from spot imags, triangulation angle and is the distance between emitter and
detector.

Since the geometrical arrangement of the emitter and the detector is known, the change in
the triangulation angle can be used to compute the height. As the light source is moved
over the object the position of the detected spot on the detector provides information on

the triangulation angle at each sample point.

The formula for height measurement is thus, h = W
tan

where 4 is the distance of sensor from spot image, @is triangulation angle and » is the

distance between emitter and detector.
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This calculation depends on the assumption that the light falling on the sensor comes only
from the ‘primary’ spot where the beam hits the surface. If this is not the case then
distortions are likely to occur. The work described in this thesis involves the single point

triangulation method as described in section 2.3.4.5.

2.3.4.2 Structured Light Active Triangulation Techniques

Structured light techniques involve projecting multiple stripes or patterns of light upon a
surface of interest and capturing an image of the resulting pattern as reflected by the surface
[35]. The image must then be analyzed to determine coordinates of data points on the
surface. These methods include sinusoidal fringe methods such as Moiré [36], and
projected coded light binary patterns [37], Gray code pattern [38, 39] or phase-shift
information [40,41]. These methods are relatively easy to implement, provide fast, full-field
measurement and in certain configurations contain no moving parts as the whole 3D object
measured scene is illuminated at one time [42]. With some optimised shape-measurement

systems the accuracy achieved is as high as 1 part in 20,000.

2.3.4.3 Single Point Triangulation Laser Sensors
Specialised applications that require speed, high immunity to ambient light or temperature
changes, or an increased depth of field benefit from single point triangulation laser

scanners. Figure 2-8 shows the construction of a simple single point triangulation sensor.

Such scanners offer high accuracy and resolution, although they employ point-to-point
measurement, so have the drawback of a relatively slow measurement speed when
compared to slit scanners. Acquisition of distance information is based on spatial rather
than temporal periodicity, and thus the electronics for processing are less complicated and

therefore these scanners are more cost-effective.

A number of configurations for single-point lasers have been implemented, with costs
varying according to the types of components required. Simple sensors involve moving the
laser over the object (or conversely, moving the object under the laser) in a controlled
environment. The beam-deflection type of scanner is more expensive because precision

galvanometers and large pixel linear CCDs are required. In this type of scanner the laser
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beam is deflected over the surface of the object by the rotation of mirrors, rather than

physically moving the sensor position, thus there is less stochastic noise through vibration.

Typical measurement ranges are between 5mm and 250mm with an accuracy of about 1
part in 10,000 and a measurement frequency of 40KHz or more [43]. The position
detection of commercial systems is now restricted mostly by physical and optical limits [44].

Figure 2-9 shows a single point laser scanner employing the beam deflection method.

Some single-point laser systems use commercially available laser diode displacement probes
with a PSD (position sensitive detector) and analogue signal output, others employ CCD
(charge couple device) sensors. For PSD systems the measurement accuracy is dependent
mainly on the imaging accuracy of the PSD, which can be affected by stray light and beam
spot reflection issues. Idesawa developed some methods to improve the accuracy of the
PSD by using a high accuracy kaleidoscopic mirror tunnel position sensing technique (KM-

PSM) and a hybrid type of position sensitive detector (R-HPSD) [45].

CCD based sensors avoid the beam spot reflection and stray light effects and provide
higher accuracy because of the single pixel resolution. Another factor that affects the
measurement accuracy is the difference in the surface characteristic of a measured object
from the calibration surface. Usually calibration should be performed on similar surfaces to
ensure the measurement accuracy. The recently developed confocal technique can tolerate

surface colour change, transparency difference, and irregularity without calibration [46].

Motavalli & Bidanda [47] present a reverse engineering strategy using laser triangulation.
Modjarrad [48] presents the use of laser triangulation on a coordinate measuring machine.
Physical limits such as speckle noise and resolution are the main limitations, although

occlusions, caused by sensor viewing constraints, are also an issue.
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Figure 2-8: Internal functions of a single-perspedte point sensor. (Adapted from Wong [1])

The position of the reflected spot on the photodetéor moves as surface position changes,

allowing the change in distance to be calculated.
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Figure 2-9: Single point laser scanner employing lgditudinal synchronisation [19].
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The slit scanner is a linear extension of the single point detector [49]. As illustrated in
Figure 2-10, a laser line is projected on the object and imaged at a known angle, allowing
the simultaneous detection of a complete profile of points in a single video frame, therefore
only one scan, perpendicular to the light stripe, is required for 3-D imaging [50]. The
deformation of the profile is a direct function of range [19]. As acquisition of depth
information is based on spatial instead of temporal periodicity, the electronics for

processing are less complicated and as such they are more cost-effective.
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Figure 2-10: Line (or ‘Slit’) Laser Scanner.

Today, slit scanners are the most widely used triangulation-based 3D laser cameras, chiefly
because of their relatively low cost. The primary problem associated with this type of
scanner is the compromise between depth resolution and field of view which is usually
limited to a range of 20 to 30 degrees. A second disadvantage with slit scanners is their

relatively poor immunity to ambient light.
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2.4 Common Problems in Data Acquisition

As well as system specific considerations there are a number of practical problems with the
acquisition of useful data common to all 3D scanning systems in use today. Varady, Cox
and Martin [12] recognise a number of major problems in data acquisition: calibration,
accuracy, accessibility, occlusions, fixturing, multiple views, noise and incomplete data,

surface finish and the statistical distribution of parts.

All methods require calibration as an essential part of setting up and operating a position
measuring device in order that parameters such as camera position and orientation are
accurately determined so that potential systemic errors (e.g. lens distortions or non-linear

electronics) can be modelled.

The key to creating a successful digital reproduction of the object is measuring with
sufficient accuracy to capture the degree of detail necessary for a faithful reproduction.
Most scanning systems have an optimum working range within which they are most precise
in their ability to determine the correct position of the object. Outside of the working
range the data is likely to be unreliable. Within the range the level of accuracy is dependent
on the type of scanner used. A long range scanner used for measuring the exterior of a
building and a close range scanner used for measuring small machine parts may both have
an accuracy of one part in ten thousand, but the long range scanner may only be accurate to
10mm while the close range scanner may be accurate to 0.01mm however, accuracy is not
the same thing as resolution: a system may have sub-millimetre resolution, but if the
detected position is not accurate with respect to the topology of the original surface then

the resulting measurement is worthless.

Some parts of the object may be inaccessible with certain types of sensors, due to the
topology of the object or physical limitations of the scanner. This problem may sometimes
be overcome by making several scans of the object from multiple perspectives but in some
cases (for example, through-holes) the correct data may be impossible to acquire.
Occlusions occur where the topology of the object causes the scanner to be blocked from
detecting the return signal. This is a problem with many optical systems but may also affect

acoustic and magnetic scanners.
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A common approach is to use multiple scans (or scanning devices) to overcome the
problem. The use of multiple views in order to fully describe the shape of a 3D object
introduces registration issues between the different scans. In order to recreate the object

the whole surface must be reconstructed from only the visible parts.

In many systems, fittings are required to hold the scanned object in the correct location and
orientation for the scan. The fittings may cause occlusions and may be included in the data
set. Varady e al[12] refer to this issue as ‘fixturing’. Removal of these artefacts from a set

of partial scans is a non-trivial task.

Systemic noise can be introduced into the system in many ways, such as vibrations, specular
reflections and electrical interference. A number of different filtering approaches may be

used, but the filtering or smoothing of data also masks the sharpness of the data.

The surface finish of the part being measured may also introduce noise into the data. The
texture of the object, reflective material coatings and even colours can significantly affect
the acquisition process. A rough surface will produce more noise than a smooth one.
Reflective surfaces may give rise to specular and ‘secondary’ reflections. Coating the object
with a matte monochromatic spray or powder to lessen the effect of transitions in
reflectivity may be possible in some cases, but then the measured surface also includes the

coating, which may obscure fine details and not be distributed evenly.

2.4.1 Limitations of Single Point Laser Triangulation Sensors

Under the right conditions laser point triangulation systems are generally highly accurate
and capable of producing results that closely match the profile of the original object.
However they are susceptible to a number of recognised issues. Some of these issues are
specific to single point lasers and may be solved (or minimised) by the use of more
expensive components (such as CCD detectors rather than a PSD); others, such as the

occlusion problem, are common to all triangulation methodologies.
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24.1.1 Spot Image Variations and Transitional Chages

There appears to be localisation error from a scattered spot image, known as ‘speckle’ on
rough surfaces [51]. The shape of the spot image on the detector depends on the unknown
microtopology of the scanned surface [52]. As the spot image is not focused on the detector
it yields a noisy, unreliable signal, which is then processed (averaged) by the sensot’s

electronics.

The type of material or colour of an object also affects the level of reflectivity from the
surface. Contrasting colours affect the intensity of the spot image in transitions from one
colour to another. Because triangulation operates by detecting light reflected from the
surface, a change in reflectivity affects the level or intensity of light reaching the detector
[53]. Abrupt changes in intensity may translate to incorrect readout by the detector as

explained below.

specular surface diffuse surface

@) (b)

Figure 2-11: Specular surfaces (a) are mirror likeproducing a predictable reflection.
Diffuse surfaces (b) are irregular, resultig in scattered reflections.

Height measurement is based on the centroidal position of the reflected spot image on the
detector. A sudden change in reflectivity causes a shift in the position of the centroid of the
spot image on the detector. The spot becomes unevenly distributed as it transitions from a
reflective to non-reflective region (or vice versa). Such transitional changes in reflectivity

are discussed by Wong [1].
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In cases where the surface reflectivity changes dramatically, such as components with
different coloured regions, the sensor must be able to respond to these changes
automatically. Transparent or translucent objects also yield unreliable depth information, as
the spot image penetrates the surface of an object to an unknown depth before being

reflected [54].

Applications where this is a factor require a very fast feedback scheme that controls the
laser intensity or some other exposure feature in real time to ensure that stable and reliable
data is obtained. Therefore the selection of sensor type is dictated by the surface property
of the object being examined. A widely adopted approach to mitigating this problem of
varying surface reflectivity is to treat the surface of the object with a layer of diffusely

reflecting paint to ensure uniform reflectivity.

2.4.1.2 Resolution

The resolution of the system is in part determined by the sensitivity of the detector but the
size of the spot dictates the target feature size detection limit. Feature size limitation is the
spatial lateral resolution, approximately equal to the spot diameter. When the beam
diameter is smaller than or the same size as the feature, the sensor has sufficient resolution.
However when the feature is smaller than the beam diameter, the resolution is inadequate

for feature detection and measurement. For instance, if the spot diameter is 50pm it will be

difficult to resolve a lateral feature of dimensions less than 50pm.

beam beam beam
diameter diameter diameter
‘ yes yes no

|

Figure 2-12: Diameter of beam dictates minimum measable feature size, or spatial lateral
resolution.

Spot diameter is usually specified in the centre of the measurable range, but the limitations

of physical optics dictate that it will not remain at that size throughout the working range.

36



The collimating lenses form a beam waist that is narrowest at the standoff distance; at the
extremes of the measurable range the beam diameter is larger (see Figure 2-13). The rules
of feature size detection hold true at the extremes of the measurable range, but as the beam
size is larger the smallest detectable feature size is also larger. The limitation imposed by
the beam diameter on the feature size that can be detected may be an important
consideration for some applications. Another aspect that must be considered relating to
spot size is the effect that the spread of the spot has on determining range data as it moves
between 2 different heights on the object. Because the spot has a finite width, the
transition from between 2 areas of different heights is affected both by the sample rate and

the spot diameter.
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Figure 2-13: Schematic diagram of a laser beam.p8t diameter is smallest at the standoff distance.
At the range extremes the spot is larger and lessqzxise.
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2.4.1.3 Occlusions and Secondary Reflections

In triangulation, illumination and detection are often not coaxial. Hence it can happen that
some part of the object is either not illuminated or the illuminated spot is occluded from
the detector’s field-of-view. At certain orientations and in proximity to a steep face of an
object a single-perspective laser sensor can suffer from occlusions. In such situations the

readings at the detector are unreliable and may cause significant distortions.

Distortions due to occlusion are a serious problem with single point perspective scanners
and numerous methods have been implemented to mitigate or avoid the issue. Most of
these involve the use of multiple detectors around the projector and averaging the signal
from each sensor. However these multiple detector lasers are significantly more expensive

than a single-detector setup.

Shu and Xi present a method for the automatic generation of scanning paths for 3D line
laser scanners based on an existing CAD model [55]. Since normally a single scanning pass
cannot cover a whole object without occlusion of some part, a number of scan-passes are
performed and combined. Use of this method requires that a CAD model is already
present, which is often the case for inspection systems, but sometimes there is no existing

computer model.

Another drawback of triangulation is that of stray reflections, where the projected spot
image on a highly reflective surface results in a small amount of stray light being reflected
onto the detector from surfaces that are not directly under the emitter. The combination of
such stray reflections with the primary spot image can cause the detector to produce
erroneous signals [56]. The relationship between the sensor orientation and significant
distortions in the scan data was described in detail by Wong [1]. The salient points with

respect to the work discussed in this thesis are summarised in the following section
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2.4.2 Causes of Occlusion and Secondary Reflection Errors

The response of the sensor when it encounters an object ‘edge’ (a relatively sudden change
in gradient or reflectivity) depends mostly on the orientation of the sensor with respect to
that edge. The direction of travel is not important — a similar effect would be observed if
the laser was crossing the edge in any direction. In the examples shown in Figure 2-15 and
2-16 the scan direction is perpendicular to the edge to show the effect clearly on a single
scan line, but the same effect would be apparent by taking a cross section of all scan lines
across the region of the edge no matter what direction the scan was made. With the
experimental rig the scanning axis employed is the x-axis of the CNC machine. Scans are

unidirectional (i.e. the laser scanner is only active on the left-to-right traverse).

It is important to remember that light is reflected in all directions (from an evenly diffuse
surface) and it is the effect of the receiving lens that focuses the light falling on the detector
window onto the PSD. Some of the light may hit other surfaces and be reflected again,
although the reflectance characteristics of the surfaces and the increased distances this
secondary light must travel relative to the ‘primary’ spot will usually significantly weaken its
contribution to the overall response, however when the primary laser spot is occluded this

stray light has the potential to cause a false reading when there are no stronger signals.

It should be noted that the edge does not have to be (vertically) perpendicular to the sensor
in order to cause an error response. As Wong[l] showed, any rapid change in surface
gradient has the potential to cause some degree of secondary reflection, and typically object
topology may be quite complex, potentially resulting in secondary and possibly even tertiary
reflections from multiple surfaces affecting the sensor output. However, the magnitude of
both secondary reflections and occlusion errors appear to be at their worst when the edge is

vertical, as shown in Figure 2-14 and 2-15.
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Figure 2-14: Bow-wave distortions increase with edggradient from Wong[1])
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2.4.2.1 Occlusion ‘Spikes’

Occlusion of the return laser signal can cause a combination of spikes and troughs to
appear along the edge when the return signal is blocked by the geometry of the object (or
some other obstruction), thus such errors are generally caused by a relatively steep gradient
with respect to the sensor triangulation angle.  Occlusion distortions increase in both the
magnitude (height distortion) and the width of the effect as the edge height increases. A
higher edge intercepts the return signal at a point where the sensor is further from the edge,

causing the effect to be wider.

The particular effect (i.e. whether the result is a positive spike or a negative trough) appears
to be quite variable, with the relative reflectivity of the surfaces involved and the orientation
of the scanner relative to the edge both contributing to the distortion in a somewhat

unpredictable fashion, but the effect is usually well localised along the edge.

Figure 2-16 shows an illustration of how the laser samples are affected as the laser
approaches a geometric edge with the detector oriented closer to the edge than the emitter,

causing the return signal to be occluded. The actual direction of the scan is not important.

At position (A) the laser correctly reads the surface height, but as it reaches the edge (B) the
return signal becomes partially blocked. Because the signal spot is spread over a small area,
the centroid is blocked but the trailing edge of laser spot is still visible, sometimes causing a
slight shift in apparent height (the exact response depends greatly on the relative reflectivity

of the surfaces involved) as the centroid of the spot is occluded before the trailing edge.

Secondary reflections from the vertical edge may further complicate the return signal if they
fall back on the original surface at a position still within the sensor field of view (i.e. tertiary
reflections may also be received at the detector). At position (C) the laser return signal is
completely occluded — resulting in an ‘out of range’ signal. Any stray light from reflections
hitting the PSD may also cause other false readings. At position (D), as the leading edge of
the spot crosses onto the higher surface area, the PSD registers a response again but, since
the full width of the spot is not visible, this reading may not be accurate. At position (E)

the laser spot is fully on the higher surface and the reading is correct again.
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Figure 2-16: Occlusion errors occur approaching tb edge with the detector nearest to the edge.
The green line represents the laser response as tletector traverses the edge. The blue area
represents the sensor window field of view.
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2.4.2.2 Secondary Reflection ‘Bow Waves’

The shape of the secondary reflection effect, also referred to as a ‘bow wave’ due to the
characteristic shape, is generally less serious than occlusion in terms of the magnitude of the
distortion, however the effect tends to be somewhat wider than for the occlusion spikes.
Although a vertical edge displays a ‘worst case’ error, any sudden change in gradient can

cause some level of secondary reflection.

Some of the light from the laser is reflected onto the (vertical) edge surface and some
proportion of that incident light will be reflected back towards the sensor. If it falls within
the sensor field of view it will be focused onto the PSD. Light may be reflected back onto
the original surface, and a percentage of this may again be reflected back into the sensor, so
a complex situation of secondary and even tertiary reflections may affect the overall
measured spot position. The reflectivity characteristics of the surfaces involved further

complicate the observed response.

Figure 2-17 shows an illustration of how the ‘bow wave’ effect may be explained as the laser

approaches the edge with the emitter oriented closer to the edge than the detector.

At position A) the laser reads the correct height of the surface. Emitted light hitting the
vertical edge surface is reflected back towards the sensor, but the angle of the reflected light
is such that the secondary rays are not within the sensor’s field of view, or the increased
distance and reflectance characteristics of the edge surface combine to weaken any the

signal to a negligible level.

At position B) some of the light reflected from the horizontal surface hits the edge surface
within the sensor’s field of view. The light from the secondary reflection must travel
further and is partially absorbed and scattered by the edge surface, but some proportion of
the light is focused onto the PSD. Because the sensor is relatively far from the edge, the
position on the sensor of this secondary spot is some distance from the primary spot,
however it is much smaller so it only causes the averaged position of the main spot to be

altered by a small amount.
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Figure 2-17: Reflection errors occur approaching tle edge with the emitter nearest to the edge. The
green line represents the laser response as the eletor traverses the edge. The blue area represents
the sensor window field of view.
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The relative strength of the secondary reflection increases as the sensor gets closer to the
point C), where it reaches a maximum effect, which is a combination of the distance and
reflectance of the edge surface. The two spots on the PSD are focused in separate
locations, causing the sensor to interpret this as a false average height above the base. As
the laser moves still closer to the edge at point D) the secondary reflection still grows in
strength, however the separation between the primary and secondary points focused on the
PSD decreases, and the average value to become closer to the ‘correct’ surface height again,
until the spots converge by point E), where they are interpreted as a single spot. As the
laser moves over the edge at point F) the readings revert to the correct interpretation of a

single spot.

24.2.3 Experimental Results

A series of experiments has been performed to determine the effect of the orientation
between the edge and sensor on the scan data. The object used was a small plastic Lego
block with a sloped top edge, showing a continuous variation in height from 10mm to
17mm. The block was sprayed with Flawfinder Developer' spray to provide a matte
response and placed on a neutral grey background. Scans were repeated over the object for
laser orientations parallel to the edge and at 9 and 18 degrees, then at further increments of

18°, up to a maximum of 90° (i.e. scanner perpendicular to edge).

Figure 2-18 shows a typical scan-line response curve at two different edge heights (10mm
and 16mm) for a number of different laser orientations with respect to the edge. The
response curve showed an increasing magnitude and cross-sectional area of the error as the
sensor orientation is rotated away from parallel, with the effect increasing both with edge

height for both occlusion and bow wave errors.

For both height plots, the left side of each graph shows the effect when the return signal is
occluded by the edge of the object. Small deviations from parallel orientation do not cause
significant error in either case; however above approximately 18° rotation the typical spike
and trough response can easily be seen. At 18° rotation the response is a slight ‘spike’ with

no corresponding trou suggestin at the laser is receiving some reflected li at the
ponding trough, suggesting that the 1 g flected light at th

' Rocol 63135 Flawfinder Developer Spray
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PSD at all times, even though the value is incorrect (i.e. the spot briefly becomes partially
occluded causing the centroid of the spot to shift on the PSD). For differences in
orientation at 36° and above the trough response is indicative of the complete occlusion of
the sensor. A small spike precedes the trough in these cases, probably due to the partial

occlusion of the spot.

The width of this trough region increases with the sensor is rotated away from parallel. At
36° rotation from parallel the trough width is approximately 2mm where the edge is 10mm
high and 2.5mm wide where the edge is 16mm high. This increases to 3.5mm (at 10mm)
and 5.5mm (at 16mm) when the sensor is oriented at 90° to the edge. Although the errors
are slightly worse for the higher edge, the change in sensor orientation appears to

contribute more to the error magnitude than the edge height.

The right side of each graph shows the response of the detector when subjected to
secondary reflections from the object edge. The bow wave effect varies with both the
height of the edge being measured as well as the laser orientation relative to the edge. The
effect characteristically has a ‘hump’ and a ‘tail’ area. The ‘hump’ occurs closer to the edge
where the secondary reflections are stronger and then tails off. The height of this region
increases with both laser orientation and edge height. Again, the change in the bow wave

height caused by changing the orientation outweighs the effect due to edge height.

At the 10mm edge height the maximum bow wave height is only 0.5mm from the object
edge (as detected by the parallel edge scan) and measures only 0.27mm for a 9° deviation
from parallel. This error doubles for an 18° scan, then (approximately) doubles again for a
scan with a deviation of 36°. The maximum position of the error also moves away from the
‘true’ edge position by about 0.5mm for each 18° increment in the orientation. The total
width of the bow wave effect for the 10mm edge height ranges from about 4mm at 9°

offset up to 9mm when the laser is perpendicular to the edge.

When the edge height is 16mm the maximum bow wave height is 1 mm from the object
edge and measures only 0.39mm for a 9° deviation from parallel. This error doubles for an
18° scan and continues to increase as the orientation increases to a maximum of 3.43mm at
90°. The maximum position of the error also moves away from the ‘true’ edge position as
the orientation increases, however the effect does not appear to be as linear as for the lower

edge height. When the laser is perpendicular to the edge, the maximum error appears

a7



3.5mm from the edge position, compared to 2mm from the edge where the edge height is

10mm.

The total width of the bow wave effect for the 16mm edge height ranges from about 4mm
at 9° offset up to 11mm when the laser is orthogonal to the edge. Although the effect is
wider for a higher edge, the magnitude of the effect appears to be dictated mostly by the

orientation of the laser to the edge.

Figure 2-19 shows a complete scan of the Lego block with the laser oriented as in the
previous graphs, with the height of the slope increasing along the y-axis. The magnitude of
the distortions can be seen to get increasingly higher and wider as the edge height increases.
Note that in order to show the slope increasing the graph was rotated 180° from the

previous figure (2-18).
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Figure 2-18: Variation in Distortion with Orientation for meas ured edge heights of 10mm
(top) and 16mm (bottom). X and Y scales are consént between the graphs.

The magnitude of both occlusion errors (left edgeand reflection errors (right edge) increase with
edge height and as sensor orientation is increasérom 0° (parallel) to 90° (perpendicular)
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2.5 Summary

This chapter has discussed how reverse engineering plays a part in the modern product
development cycle and some of the main areas in which the methodology has already
become established. Many of the methods of data acquisition commonly in use have been
described, with special attention given to available active optical methods. The associated

advantages and drawbacks for each method are highlighted.

Some problems of data acquisition, such as calibration, resolution and accuracy, occlusion
(including fixturing) and systemic noise are common (to some degree) for all methods;

other issues are more specific to the particular chosen method.

Basic triangulation sensors suffer from occlusion and reflection errors when the orientation
of the scanner is not aligned with the edges. Occlusions occur when the return path of the
active sensor signal is blocked by the geometry of the object. Reflection errors occur when

the received signal becomes confused by ‘bouncing’ from multiple surfaces.

Multi-perspective sensors still suffer from this problem to a limited extent, but as they
include internal methods to recognise that certain sensors are occluded at a given scan
position and to exclude the data received from occluded sensors the errors are much
reduced, however the financial costs of such sensors is much greater than for single-
perspective scanners. Some scanning methods (e.g. structured light methods) can avoid

many of these problems but the equipment is often too expensive for small companies.

Within this project the aim is to reduce the etrors involved with using a single point active
triangulation scanner. The principle types of error related to the use of this method of
scanning and their causes have been discussed. The main errors which are of concern in
this project are the occlusion and secondary reflection effects seen when a single point

optical triangulation scanner (such as the Matsushita ANR-1151) is used.
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Previous work in this research group by Wong [1] showed that the primary cause of these
errors is the orientation of the laser scanner with respect to the object edge. The
dimensions, gradients and relative reflectivity of the surfaces involved also affect the overall
sensed value when using a sensor with a PSD.  In his thesis Wong attempted to
compensate for such errors by scanning the object at a number of orientations (typically 8
scans equally distributed around 360°) and then identify the ‘good quality’ parts of each scan
by determining the regions of error relative to the edge directions. This method was quite

effective but commercially prohibitive because of the total scan time required.

In this project the aim has been to use camera images to identify the position and
orientation of object edges prior to the scan process. Then partial scans with optimal sensor
orientation may be made and combined, thus saving time by avoiding redundant multiple
scans. Chapter 3 discusses how the location and orientation of edges can be discovered

through the application of known image analysis techniques.
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Chapter 3 - Image Processing

Ballard and Brown [57] define computer vision as the enterprise of automating and
integrating a range of processes and representations for visual perception. Image
processing and analysis techniques are a part of the computer vision field concerned with
the enhancement, detection and recognition of features within a scene captured by a still or

video camera.

The aim of this project is to use such an image to determine information about the
geometry of an object prior to scanning. The field of computer vision contains a vast body
of work and a résumé of all the methods is beyond the scope of this thesis. This chapter
provides a brief overview of the techniques used in this project. The main themes of
thresholding, edge detection, feature extraction (lines and corners) are presented. More
detail can be found in many image processing textbooks (e.g. Digital Image Processing [58])

and online resources such as The Computer Vision Homepage [59].

Image segmentation is the process of identifying discontinuities and coherent regions in
images that (hopefully) correspond to ‘real’ objects. It is recognised that image
segmentation is a non-trivial task for any ‘real world” image. There are three major reasons
why this is so difficult. Firstly, a great deal of information (e.g. depth information) is lost
when 3D scenes are projected in a 2D image and foreground objects may partially obscure
(occlude) other objects. Secondly, segmentation attempts to produce object region
primitives; however is hard to define what exactly constitutes a primitive object. Perhaps
most importantly, humans use our brains extensively in our perceptual processes. We easily
recognise that certain parts belong (or do not belong) together from our knowledge and
world experience. Two main approaches have been the mainstay of image segmentation
research: region-based and edge-based methods [60]. Each technique has strengths and
weaknesses and literally hundreds of papers have been published that propose variations

based on these approaches.
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3.1 Image Kernels and Convolution

Image kernels are widely- used in image processing to produce filtering effects. A kernel is
an array of values that is moved stepwise over the image. At each step, each pixel in the
image window under the kernel is associated with the corresponding position in the kernel.
Typically each template element is multiplied by the corresponding image pixel value and
the sum of the results is recorded in a new output image. This operation is actually the
cross-correlation, however the term ‘convolution’ has been loosely interpreted to mean
cross-correlation and most image-processing literature refers to this operation rather than

true convolution [61].

3.2 Image Smoothing

Image smoothing is often carried out prior to edge or region detection in order to regularise
the image differentiation. Generally smoothing employs a low-pass filter, causing high
frequency edges to be suppressed and reducing the variation of intensity between
neighbouring pixels. Usually the image is smoothed in the spatial domain, although it can

also be performed in the frequency domain.

Typical smoothing masks perform an averaging process (returning either the mean or
median of the values covered by the mask area). Non-linear filtering has been shown to be
more successful than linear filtering because it is better at removing noise whilst preserving

edge information [62].

Gaussian smoothing [63] is similar, however, the Gaussian filter outputs a weighted average
of each pixel’s neighbourhood, favouring the central pixels’ values, so providing a gentler
smoothing and better edge preservation than a mean filter. The degree of smoothing is

determined by the standard deviation of the Gaussian.

There are undesirable effects associated with smoothing, such as the loss of information
and displacement of structures, and therefore the use of image smoothing must be used
with some degree of caution. Large values for the Gaussian o (sigma) parameter also cause
a loss of image data around edges. In order to avoid such loss of data the Green function
can be used [64]. A disadvantage of both the Gaussian and the Green functions is that they

require the selection of a control parameter by the user / operator.
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3.3 Edge Detection

In computer vision, edge detection is a process which attempts to capture the significant
features of objects in the image represented by discontinuities in their photometric
properties. These features appear as variations in the image intensity such as step and line
edges and junctions and edge detection aims to identify the positions of these features.
Edges characterise object boundaries and are therefore useful for segmentation, registration

and identification of objects in scenes [65].

Edge detectors take discrete, digitised images as input and produce output in the form of an
edge map. Some detectors provide information only about the location of edges, others
provide information about the relative edge strength, orientation and scale. Most edge

detectors apply some method to measure the intensity gradient at each point in the image.

Many methods of edge detection have been proposed and most share a number of

common features and comprise three main steps: smoothing, differentiation and labelling.

Surveys of edge detection methods may be found in Poggio & Torre [57], Nalwa[60],
Zamperoni[67] and Heath ez a/[79]. Other methods have been investigated by Russo [68],
Kundu [69] and Bovik ez a/. [70]. Successful, reliable detection of image edges remains a
problem in computer vision, as no single edge detection algorithm is equally successful over

all images and situations.

3.3.1 Definition of an Image Edge

Object boundaries in an image are typically characterised by edges, consequently edge
detection is a useful tool in segmenting an image. An edge in a 2D image may be defined as
a discontinuity or abrupt change in grey level (intensity) or colour. Edges usually
correspond to significant variation in reflectance, illumination, orientation and depth of
surfaces and are typically associated with photometric, geometric and physical
characteristics of objects within the image [71]. Common types of variation in image
intensity are shown in Fig 3-1. Of these, step edges are usually the most commonly

encountered type of edge.
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Figure 3-1: Idealised edge response types. In prace edges in ‘real world’ images are not often
represented by such ‘perfect’ discontinuities, makig the task of edge detection much more difficult
than it first appears.

3.3.2 First Derivative (Gradient) Edge Detectors

The magnitude of the first derivative is obtained by performing a matrix convolution of the
image with a filter or ‘mask’.  Ideally, small-sized masks are employed in order to detect
fine variation in grey level distribution (i.e. micro-edges). On the other hand, large-sized
masks are required in order to detect coarse variation in grey level distribution (i.e. macro-
edges) and to filter-out noise and other irregularities. The Sobel [72] and Prewitt [73] masks

are popular first derivative edge detectors. The gradient magnitude is given by:

|G |=JGX* +GYy?

where Gx and Gy is the response of the respective mask when convolved with the image.
One advantage of using first derivative detectors is that it is possible to derive the edge

orientation from the edge magnitude information, as given by:

0 = arctan (G/Gx)
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For this project, the orientation of the (camera) image relative to the laser is calibrated so
this edge orientation information can be used to determine the optimal scan orientation for
the laser sensor at any given point. However this information is very susceptible to local

fluctuations.

Compass variants provide a set of convolution masks which measure the gradient in a
selected number of directions, using set of edge templates, each representing an edge at a
known orientation. The edge magnitude and orientation then determined by the template
that best matches the local area of each pixel. Examples include the Kirsch and Prewitt
compass operators. Compass operators require 8 convolutions for each pixel (although
symmetrical masks e.g. Prewitt only require four), whereas gradient operators needs only
two convolutions. The result for the edge magnitude image is very similar for both gradient

and compass methods, provided that the same kernel is used.

3.3.3 The Canny Edge Detector

The Canny algorithm [74] is a very popular method which was designed to be an optimal
edge detector and arose originally from work in modelling the early stages of human visual
perception. It is commonly used in various applications and generally accepted as a de facto
standard to which many new algorithms are compared. In his paper Canny defined three

criteria that edge detection algorithms should meet:

1. Low error percentage
2. Good localisation
3. One response per edge
Deriche [75] extended Canny’s initial filter to 2D using recursive filtering.
The Canny algorithm is a multi-stage process described in brief here:
1) Smooth the image (using a Gaussian filter).
2)  Compute gradient magnitude and direction (using a first derivative detector).
3)  Localise edges by non-maximal suppression and perform hysteresis thresholding.
4)  Repeat steps 1-4 for different levels of smoothing (scale).

(In many cases this last step is omitted from the process).
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The effect of the Canny operator is determined by three parameters: the width of the
Gaussian mask used in the smoothing phase, and the upper and lower thresholds used by
the edge-tracking and hysteresis phase. One problem with the Canny operator occurs at
junctions Zze. places where two or more edges meet in the gradient magnitude image. The
edge tracking algorithm chooses to follow one of the two possible edges at the junction,
producing a single line segment, the other edge will appear as a line that approaches (but

doesn't quite connect with) that line segment due to the non-maximal suppression effect.

This problem can be solved by including a model of such junctions in the edge-localisation

phase [76].
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Figure 3-2: Tile image showing edges detected usir@anny method. Detected edges have been
overlaid back onto the original image to show loc@ation. False colouring provides an indication of
the orientation of the edges according to the keyhswn (right).
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3.3.4 Second Derivative Detectors

Second order derivatives can be used to detect the position of maximum change in the
gradient (e.g. the Laplacian function). The Laplacian operator is particularly useful when
the grey level transition at the edge is gradual, however it suffers from the drawbacks of
second derivative operators, being extremely sensitive to noise. Also it cannot detect edge

orientation and may respond doubly to some edges.

Second derivative masks can be combined with gaussian smoothing (i.e. Laplacian of
Gaussian) in order to reduce their sensitivity to noise. The zero crossings of the second
derivative (Marr and Hildreth [77]) provide a useful way of locating edges. The output
from the zero-crossing detector is usually a binary image with single-pixel thickness lines
indicating the positions of the zero-crossing points. The results are strongly influenced by
the size of the Gaussian used. As the smoothing level is increased then more of the smaller
features will be smoothed out of existence. It is possible to approximate the LoG filter
with a filter that is just the difference of two differently sized Gaussians. Such a filter is
known as a ‘Difference of Gaussians’ (DoG) filter. Marr [78] used DoG filters in biological

visual processing.

3.3.5 Assessment of Edge Detection Algorithms
Edge detectors are notoriously difficult to assess in terms of their performance. Purely
quantitative statistical assessment can prove to be misleading. The detection of edges falls

into 3 basic categories:

1. ‘true positive’ - an edge is detected at the correct location in the image. Also a ‘true
negative’ result occurs when no edge is detected where no edges exist).
2. ‘false positive’ - an edge is detected where no apparent edge exists in the image.

3. ‘false negative’ — an edge in the image is missed by the detector.

Additionally, the edge localisation may be insufficient to accurately represent the object. An
edge detector that performs well in a general context produces edge primitives from which
an object may be identified. Despite major research efforts, edge detectors do not meet the
requirements of many applications in the field of computer vision due to false positives,
false negatives and edge localisation errors. These errors depend on image characteristics

and properties of the detector.
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Heath ¢ al [79] introduce a methodology for rating the output of low-level vision
algorithms by humans based on methods borrowed from psychology and statistics. They
suggest that each of the tested edge detectors is best for a certain type of image, which is
contrary to the assumption that edge detection is purely a context independent process.
Heath ¢/ al. recommend that if the images to be analysed are all fairly similar in content, or if
the application allows for tuning the parameters of the detector on a per image basis, then

the best choice is a well-tuned Canny detector.

The evaluation of edge detectors is usually performed by human observers, resulting in a
subjective assessment [80, 82]. Most of the objective evaluation methods assume
knowledge of specific features, such as known object boundaries in simple synthetic images.
In such simple cases edge detection can be measured quantitatively, based on the known
‘ideal” edge detection considered to be the Ground Truth [81]. Most implementations of edge
detection algorithms involve the @ priori selection of one or more parameters. There is no
automatic parameter selection process that will work in all cases, the optimal parameter set
depends on the input image and it is difficult to assess the results of the algorithms for ‘real-

world” images [82].

3.3.6 Corner Feature Detection

Corners as well as edges are required for a full image description. Methods using binary
edge maps to find corners have been suggested [83]. Beaudet [84] enhanced high curvature
edges by calculating image Gaussian curvature. Moravec [85] developed ‘Points of Interest’,
where large intensity variations exist in every direction. Harris and Stephens [86] described
what has become known as the Plessey detector, built on similar ideas to the Moravec
operator. Zheng ¢t al.[87] proposed a gradient-direction corner detector that was developed
from the Plessey corner detector. Kitchen and Rosenfeld [88] used a local quadratic fit to
find corners. Wang and Binford [89] created a detector insensitive to shading. In practice
most corner detectors are usually not very robust and often require expert supervision to
prevent the effect of individual errors from dominating the recognition task. Smith and
Brady [90] proposed the Smallest Univalue Segment Assimilating Nucleus (SUSAN) corner
detector which is insensitive to noise and is very fast as only simple operations are used. It
performs well in inherently noisy ‘real world” images because it does not rely on image

derivatives.
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3.4 Thresholding

Thresholding is considered one of the most basic image segmentation techniques. Each
pixel in the image is compared to one or more defined ‘threshold values’ in order to
determine to which class it belongs. The effect is to remove grey-level trends within the

image, making regions more discrete and segmented.

Thresholding is a statistical operation; such methods neglect all of the spatial information of
the image and do not cope well with noise or blurring at boundaries. The most common

attribute used is pixel grey-level (intensity), although colour may also be used.

Thresholds may be applied ‘globally’ across the whole image or ‘locally’ within regions of
the image. Choosing the appropriate threshold level for a given image can be a problem
and a matter of trial-and-error in some cases; indeed the problem of selecting the

appropriate parameters is common to many image analysis techniques.

It is rarely possible to identify a single ‘perfect’ threshold level that works equally well across
the image. This may be because of changes in lighting quality or focus across the image.
When performing a binary threshold operation there are two types of error - “false positives’
and ‘false negatives’. Generally a threshold level is chosen that balances these types of

€rror.

Many thresholding techniques are reviewed by Sezgin & Sankur [91]. However, within the
scope of this project, thresholding is used as a method by which edges are localised. This is

discussed in the following section.

3.4.1 Thresholding as a Means of Labeling Edges

The techniques of non-maximal hysteresis and edge tracking as applied to the Canny edge
detector are a form of thresholding and labelling the edges. The elimination of false edges
by thresholding increases the signal-to-noise ratio of the differentiation and smoothing
operations and improves the edge localisation. First derivative edge detectors produce an
edge response that is a number of pixels across, so some form thinning operation is

generally required in order to localise the edge.
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The non-maximal suppression algorithm, as used in the Canny detector, provides an
improvement to basic skeletonisation methods. The idea is to determine the local
maximum of the gradient modulus and then track along the top of the gradient ‘ridge’ in

both directions along the orientation of the edge (i.e. orthogonal to the gradient direction).

A pixel is considered if it is the local maximum if the gradient modulus in the direction of
the gradient. All edge pixels that are not actually on the top of the edge are set to zero so as
to give a line of single pixel width in the output: this process known as ‘hon-maximal

suppression’.

The tracking process is controlled by two thresholds: Twax and Tmin where Tmax > Tmin.
Edge tracking can only begin at a point on a locally maximal edge pixel with a gradient
modulus higher than Twax. Tracking then continues in both directions out from that point

until the height of the ridge falls below Tzin.

This edge hysteresis helps to ensure that noisy edges are not broken up into multiple edge
fragments.  Usually, the upper tracking threshold can be set quite high, and the lower
threshold quite low for good results. Setting the lower threshold too high will cause noisy
edges to break up. Setting the upper threshold too low increases the number of spurious

edge fragments.
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3.5 Region Detection & Texture Analysis

Region detection methods are the opposite of edge detection. Such techniques attempt to
identify areas that meet some ‘criteria of homogeneity’ — i.e. they look for regions that
display similarities in hue, intensity, texture orientation etc. There are two main types of

region detection methods: ‘region-growing’[92, 93] and ‘region-splitting’[94].

These methods are brought together in ‘split-and-merge’ detection. Firstly the image is split
recursively until each region meets the specified criteria then adjacent regions are merged
together if they satisfy the same criteria. In more complex images even more complicated
criteria may not be enough to give acceptable results. The split-and-merge techniques
introduced by Chen and Pavlidis [95] and later developed by Spann & Wilson [96] use a
linked pyramid and statistical decision criteria to combine global and local region

information.

Texture information is an important consideration for edge detection. Real world objects
often contain some textural component, which presents problems to many edge detection
algorithms that may be overcome using region segmentation methods. The detection of
texture boundaries may prove to be useful in the context of this project. Combining output
from different edge detection algorithms, or the same detector with different scales may

give improved results.

Pure texture segmentation gives only a coarse segmentation, so texture segmentation can
only be used as an auxiliary tool to check segmentation and texture parameters. Haralick ez
al.[97] provide definitions of texture and derive a number of texture parameters including

contrast, correlation, direction, entropy, homogeneity and uniformity.

One approach commonly used to handle texture is to smooth the image using a gaussian or
other blurring filter, however this of itself can cause problems as the strength of the
blurring filter increases it becomes more difficult to detect the position of the edges
accurately (i.e. edge localisation suffers) and also fine detail which should be preserved

becomes lost along with the texture ‘noise’.
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3.6 Image Analysis

Basic edge detection techniques identify pixels that are potential edges, however they are
still only recognised as individual pixels that have no relationship to each other. Once
identified, these edge pixels (also referred to as ‘edgels’) must be combined into ‘edge
primitives’ in order to provide a more meaningful representation for higher level

processing. Various methods of aggregating these edgels have been proposed.

3.6.1 Vectorisation

Many vectorisation methods have been proposed in the scenario of converting line drawing
images (e.g. engineering drawings) directly into CAD models. The output of vectorisation
should represent the shape of the original image as faithfully as possible. However, none of
the proposed methods work perfectly [98,99]. Many of these methods are based on

skeletonisation or other thinning methods that are not required here.

Probably the simplest method of vectorisation is chain encoding (e.g. Freeman Chain Code
[100]). Line and arc-fitting algorithms are often employed to convert the original image into
a low-level vector format. Line-fitting methods are popular but a ground-truth line cannot

be recovered correctly if some parts of it are missing or have serious distortions [101].

3.6.2 Hough Transform

The Hough transform is one method that is often used to detect / define known
geometrical shapes such as lines and circles (or other known shapes [102]) in images. The
main advantage of the Hough transform technique is that it is tolerant of gaps in feature
boundaries and is relatively unaffected by image noise, however techniques based on the
Hough Transform are computationally and memory- intensive [103]. The Hough
transform may potentially be used as a means of assigning an ‘edge orientation’ to edge
pixels detected using a second derivative detector. The Hough ‘transform space’ is created
where points in the ‘Hough space’” map to lines in the image space. The parametric

representation of the line is used to construct such a space, as shown in Figure 3-3:
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x.cos(0)+y.sin(0) = r

where 0 is the angle of the line from the origin orthogonal to

r the line, and r is the distance from the origin to the line:

»
»

X Figure 3-3a: parametric description of a straight ine

This “Hough space” corresponds to the parameters » and 0, representing lines. Evidence

for the presence of straight lines is then accumulated.

This method finds many lines in the image, but has several unwanted effects. Firstly,
quantisation of the pixels in the image space and of the accumulator cells in Hough space
leads to a ‘bow tie’ effect. A cluster of points in Hough space are mapped back into the
image space to form a group of lines of slightly different orientations intersecting at a

common point.

)

Figure 3-4: Hough parametric space 2D accumulator array. (6 = 0- 180°, R = distance from origin)
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Secondly, long lines that pass through many pixels are favoured by the accumulator over
shorter lines because there is a lot of pixel evidence for them. These shorter lines may be
equally valid but simply do not accumulate enough evidence simply because they do not
cross enough pixels. It is possible that a long, broken line may accumulate more evidence
than a short continuous one and, in noisy images, noise in the central part may actually

overshadow wvalid lines near the boundaries.

Thirdly, the standard Hough transform only gives the parameters (r and 6) for the line — it
does not give endpoints of the line which are required for terminating the line in the image.
(See Figure 3-4). A number of authors have proposed improvements to the standard
Hough transform to improve line detection and localisation, but many of these are
computationally expensive. Ji & Xie [104] review the approaches taken by a number of

authors and propose a method by which edge localisation may be improved.

Figure 3-5: Hough Transform of Canny edge detectelines. The Hough Transform has been
thresholded to show only the 'strongest' lines intte image. Note that the Hough lines extend across
the whole image.
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3.7 Summary

Edge detection is performed by enhancing the image edges with a linear filter that
approximates a first or second derivative, followed by a decision step in which a threshold
is applied to the edge magnitude image. Prior to the edge detection a smoothing step is
often applied in order to reduce the occurrence of ‘noise’ and other minor edges in the
image, however the smoothing operation may also cause a distortion of edges and a shift in
the reported edge position. The degree of error due to the smoothing operator depends
mainly on the ‘strength’ of the operator used (and the shapes of the edges). Some of the
‘classic” edge detection methods that have been described over the last 20 years were tested
for their suitability to this project. These include the Sobel[72], Prewitt [73] and Canny [74]
first derivative operators and the Laplacian of Gaussian[77] (LoG) and Difference of

Gaussian (DoG) second derivative operators.

Designing a general edge detection algorithm that performs equally well in all contexts and
captures the requirements of any subsequent processing stages is still something of a ‘holy
grail’.  Consequently, a variety of edge detection methods have been proposed that are
suited more specifically to the tasks or environments in which they are expected to perform.
Edge detectors generally require some operator interaction in the selection of parameters.
The Canny detector especially is now widely used across many fields of image analysis and
may perhaps be considered as a de facto standard. However, the fact that many other edge
detector models are still being published suggests that the problem of a universal edge

detector that approaches the speed and accuracy of the human eye remains to be solved.

Once edge pixels have been discovered they must be aggregated into meaningful structures,
e.g. vectorisation into simple geometric shapes such as straight lines and arc segments.
Within this project these vectors are used in order to determine the scan orientation
regions. The development of scan regions from these vectors is covered in Chapter 4.
The implementation and testing of the edge detection and vectorisation algorithms are
discussed in Chapter 5. Edge detection methods are not the only methods available in
determining the observed features in an image. In many cases region detection methods
may provide a more successful partitioning of the image however due to time constraints

these methods were not implemented.
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