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Abstract: Background: A pressing international concern is the issue of 

mental health workforce capacity, which is also of concern in England 

where staff attrition rates are significantly higher than in physical 

health services. Increasing demand for mental health services has led to 

severe financial pressures resulting in staff shortages, increased 

workloads, and work-related stress, with health care providers testing 

new models of care to reduce cost. Previous evidence suggests shift work 

can negatively affect health and wellbeing (increased accidents, fatigue, 

absenteeism) but can be perceived as beneficial by both employers and 

employees (fewer handovers, less overtime, cost savings). 

Objective: This study reports an evaluation of the impact of extending 

the shifts of nurses and health care assistants from 8 to 12 hours. Using 

data before and after the policy change, the effect of extended working 

hours on short term sickness (< 7 days) on staff is examined.  

Setting: The setting is six inpatient wards within a large mental health 

hospital in England where the shift extension took place between June and 

October 2017. The Data come from wards administrative records and the 

analysis is performed using weekly data (N=463). 

Methods: Causal inference methods (Interrupted Time Series and 

Difference-in-Difference) are used to compare staff sickness rates before 

and after the implementation, where the outcome variable is defined as 

the ratio of total sickness hours over the total scheduled working hours 

(FTE) in a given week. Patient casemix, staff demographics, ward and time 

variables are included as controls.  

Results: Estimation results establish that the extended shifts are 

associated with an increased percentage of sickness hours per week of 

between 0.73% and 0.98%, the equivalent of a complete shift per week per 

ward. 

Conclusion: This is the first study to use causal inference to measure 

the impact of longer shifts on sickness absences for mental health 



workforce. The analysis is relevant to other providers which may 

increasingly look towards these shift patterns as a means of cost saving.  
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Abstract  1 

Background: A pressing international concern is the issue of mental health workforce capacity, 2 

which is also of concern in England where staff attrition rates are significantly higher than in physical 3 

health services. Increasing demand for mental health services has led to severe financial pressures 4 

resulting in staff shortages, increased workloads, and work-related stress, with health care providers 5 

testing new models of care to reduce cost. Previous evidence suggests shift work can negatively affect 6 

health and wellbeing (increased accidents, fatigue, absenteeism) but can be perceived as beneficial by 7 

both employers and employees (fewer handovers, less overtime, cost savings). 8 

Objective: This study reports an evaluation of the impact of extending the shifts of nurses and health 9 

care assistants from 8 to 12 hours. Using data before and after the policy change, the effect of 10 

extended working hours on short term sickness (< 7 days) on staff is examined.  11 

Setting: The setting is six inpatient wards within a large mental health hospital in England where the 12 

shift extension took place between June and October 2017. The Data come from wards administrative 13 

records and the analysis is performed using weekly data (N=463). 14 

Methods: Causal inference methods (Interrupted Time Series and Difference-in-Difference) are used 15 

to compare staff sickness rates before and after the implementation, where the outcome variable is 16 

defined as the ratio of total sickness hours over the total scheduled working hours (full time 17 

equivalents) in a given week. Patient casemix, staff demographics, ward and time variables are 18 

included as controls.  19 

Results: Estimation results establish that the extended shifts are associated with an increased 20 

percentage of sickness hours per week of between 0.73% and 0.98%, the equivalent of a complete 21 

shift per week per ward. 22 

Conclusion: This is the first study to use causal inference to measure the impact of longer shifts on 23 

sickness absences for mental health workforce. The analysis is relevant to other providers which may 24 

increasingly look towards these shift patterns as a means of cost saving.  25 

*Manuscript (without Author Details)
Click here to download Manuscript (without Author Details): IJNS_manuscript_12HR_review_v3.docxClick here to view linked References
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Key Words: shift patterns, mental health providers, nurses, sickness absence, health workforce, 26 

England 27 

Contribution of the paper 28 

What is already known about the topic? 29 

 There is a growing concern worldwide around mental health workforce capacity, 30 

characterized by staff shortages and high attrition rates and it has led providers to test new 31 

shift patterns to reduce costs. 32 

 There is uncertainty regarding the benefits of the 12-hour shift system with perceived 33 

efficiencies from an employer perspective, which may be offset by adverse effects on 34 

employees’ health and wellbeing. 35 

What this paper adds? 36 

 It is the first to analyse the impact of 12-hour shifts on sickness absences for mental health 37 

wards in England. 38 

 Relative to 8-hours, 12-hour shifts increase sickness absence between 0.73% and 0.98% 39 

 The methodology employed allows identifying the effect of the 12-hour shifts on sickness 40 

absences from other factors, and the data used overcomes limitations of self-selection from 41 

previous studies where the policy has been optional. 42 

1. Introduction 43 

 44 

The mental health workforce faces all sorts of stressors; many of those are common to all health care 45 

staff, such as limited resources or overcrowded wards, whilst others are specific to the mental health 46 

care setting. Examples of the latter are: dealing with patients’ physical and/or verbal violent behaviour  47 

(Holloway et al., 2000, Renwick et al., 2016), the use of coercive measures such as restraint and 48 

detention of patients (Bonner et al., 2002), continuous monitoring of patients at risk of self-harm 49 

(Hagen et al., 2017) and in the most extreme cases with patients’ suicide (Fothergill et al., 2004) and 50 

with the public inquiries associated with these deaths, that often allocate blame to staff members 51 

(Holloway, Szmukler et al. 2000). According to O'Connor et al. (2018), the mental health workforce 52 

reports higher emotional exhaustion than emergency nurses and equal burnout to cancer professionals. 53 

The described stressors can explain, at least partially, the difficulties in recruiting and retaining mental 54 

health workforce. According to the World Health Organization (2007), there is a growing concern 55 

worldwide around mental health workforce capacity, characterized by staff shortages and high 56 

attrition rates. With excessive stress stemming from intense patient interactions over extended periods 57 
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of time exposure to this working environment over a longer shift may have a greater impact on 58 

employee wellbeing (Edwards and Burnard, 2003). 59 

Historically in England, mental health services have been chronically underfunded and, despite 60 

commitments to increase funding, providers are currently under financial constraints (British 61 

Medical Association, 2018). The latter, in addition to the described workforce pressures, have led 62 

mental health providers to test new models of delivering care to reduce costs (Kings Fund, 2015) 63 

(NHS Evidence, 2010). IŶĐƌĞĂƐŝŶŐ ŶƵƌƐĞƐ͛ ƐŚŝĨƚ ůĞŶŐƚŚ from 8 to 12 hours is becoming common 64 

practice in North America and the United Kingdom to address staff and financial pressures (Harris et 65 

al., 2015). The most recent estimates from Ball et al. (2015), based on Royal College of Nurses survey 66 

data, shows a substantial increase in the proportion of NHS nurses working 12-hour shifts; 31% in 67 

2005 compared with 52% in 2009. The latter figure contrasts with the average for 12 European 68 

countries, also based on survey data, where only 14% of acute nurses were working 12 or more 69 

hours per shift (Griffiths et al., 2014).  70 

There is uncertainty regarding the benefits of the 12-hour shift system with perceived efficiencies 71 

from an employer perspective, such as fewer handovers and less overlap between shifts (Dall' Ora et 72 

al., 2015); handovers and overlaps are regarded as unproductive and associated with a larger 73 

number of errors due to discontinuity of care (NHS Evidence, 2010). There are potential benefits to 74 

employees such as less travel time and longer periods between shifts (Knauth, 2007). However, 75 

these benefits may be potentially offset by stress and burnout (Stimpfel et al., 2012, Wallace et al., 76 

2009), loss of job satisfaction, adverse effects on health and wellbeing, absenteeism and intention to 77 

leave (Dall' Ora et al., 2015, Dall'Ora et al., 2019).  78 

There may also be adverse implications for the quality and safety of patient care associated with 12-79 

hour shifts. Longer shifts have been associated with increased risk of making an error, e.g. not 80 

washing hands, not checking identity bracelets (Chudleigh et al., 2005, Ilhan et al., 2006) and 81 

decreased quality of care (Todd et al., 1989, Vik and MacKay, 1982). However, other studies have 82 
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not found significant differences in terms of quality of care or number of incidents (Bloodworth et 83 

al., 2001, Stone et al., 2006). An analysis of the European RN4CAST survey, a multi-country cross-84 

sectional nurse workforce study, shows that working 12-hour shifts is associated with higher odds of 85 

poor quality of care, greater risk of necessary nurse care left undone and higher odds of reporting 86 

being dissatisfied with their jobs (Griffiths et al., 2014). Nurses form the RN4CAST survey also 87 

reported that longer shifts reduced the opportunities to discuss patient care and to participate in 88 

ĐŽŶƚŝŶƵŝŶŐ ĞĚƵĐĂƚŝŽŶ ĂĐƚŝǀŝƚŝĞƐ ;DĂůů͛OƌĂ et al., 2020). 89 

There is a positive association between the amount of working hours and impairments to employees 90 

physical and mental health (Raediker, 2006). Previous studies, using cross-sectional and subjective 91 

nurse-reported data, have explored the effect of longer shifts on nurse health outcomes. Past 92 

findings show that nurses working longer shifts reported increased fatigue (Chen et al., 2014, Geiger-93 

Brown et al., 2012, Lea and Bloodworth, 2002), greater stress burnout (Hoffman and Scott, 2003, 94 

Stimpfel et al., 2012) and higher risk of suffering work-related musculoskeletal disorders (Lipscomb 95 

et al., 2002, Trinkoff et al., 2006) all of which are likely to lead to increased sickness absence. 96 

SŝĐŬŶĞƐƐ ĂďƐĞŶĐĞ ŝƐ Ă ǁŝĚĞůǇ ƵƐĞĚ ŽƵƚĐŽŵĞ ŝŶ ŚĞĂůƚŚ ŽĐĐƵƉĂƚŝŽŶĂů ƌĞƐĞĂƌĐŚ ĂƐ ŝƚ ƌĞůĂƚĞƐ ƚŽ ǁŽƌŬĞƌƐ͛ 97 

social, economic and psychological processes (Merkus et al., 2012). Moreover, sickness absences are 98 

associated with several negative outcomes such as salary loss to the employee, salary costs of 99 

replacement staff, productivity losses and reduced quality of services. 100 

This paper contributes to the literature by reporting an evaluation of the impact of a change from 8 101 

to 12-hour shift patterns on sickness absences in a large National Health Service (NHS) mental health 102 

care provider in England by means of two causal inference methods: Interrupted Time Series and 103 

Difference-in-Difference. The aim is to identify whether there is a statistically significant association 104 

between longer shifts and sickness absence by comparing staff short-term sickness absence rates 105 

before and after the policy implementation.  This is the second study, after Dall'Ora et al. (2019), 106 

that explores the association between longer shifts and sickness absences. These authors analyse 107 
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longitudinal staffing data for 32 inpatient wards in England and find a significant association 108 

between longer shifts and increased sickness absences, however their analysis does not cover 109 

mental health staff. As nursing mental health patients can be physically and emotionally more 110 

demanding than nursing patients with physical health problems, the extension to 12-hour shifts in 111 

mental health wards might lead to worse staff outcomes than those observed for general inpatient 112 

wards. 113 

2. Methods 114 

2.1. Data  115 

 116 

The subjects of this study are nurses and health care assistants from six geographically dispersed 117 

inpatient mental health wards from a large mental health NHS provider in England. The 12-hour 118 

shifts were introduced on three different dates: 1) Adult Mental Health Wards (wards A, B and C) on 119 

the 21st June 2017; 2) Older People Services Wards (wards D and E) on 18 September 2017 and 3) a 120 

Learning Disability Ward (ward F) on 16 October 2017. The data are a combination of roster records 121 

and routine hospital administrative data available before and after the introduction of the 12-hour 122 

shifts. The ward-level data includes information on daily staff sickness records, i.e. there is a record 123 

for each sickness absence registered, with each record containing information on the start date of 124 

the absence, the total number of sickness hours, the ward, and staff category. General ward 125 

information was available such as the total full time equivalent contracted staff per ward/month, 126 

ŝŶĨŽƌŵĂƚŝŽŶ ŽŶ ƉĂƚŝĞŶƚƐ͛ ĐĂƐĞŵŝǆ ĂŶĚ ƐƚĂĨĨ ĚĞŵŽŐƌĂƉŚŝĐƐ per ward/month. Daily data were 127 

converted to weekly data. There were a total of 463 observations, one per week and ward, and this 128 

data is distributed as follows: N = 69 for ward A (Observations from Oct-16 to Jan-18); N=73 for ward 129 

B  (Oct-16 to Jan-18); N =87 for ward C  (from Jun-16 to Feb-18); N=56 for ward D (from Feb-17 to 130 

Feb-18); N=91 for ward E (from Jun-16 to Feb-18) and N=87 for ward F (from Jun-16 to Jan-18).  131 
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2.2. Dependent variable: sickness absences  132 

 133 

The duration of sickness absences ranges from 0 (where a sickness absence is reported but the staff 134 

is not on duty) to a maximum of 1912 hours (this is equivalent to a total of 239 8-hour shifts, and 135 

represents a long term sickness absence). As in Dall'Ora et al. (2019), a cut-off of 7 days is used to 136 

distinguish short and long term sickness absences. In this paper, given the limited time frame and 137 

number of observations after the implementation of the 12-hour shifts, the focus is on short-term 138 

sickness absences. This focus results in dropping 30% of individual observations for sickness 139 

absences before aggregating the sample to the ward / week level. 140 

The outcome variable is defined as the ratio of the total sickness hours per ward/week and the total 141 

number of contracted hours per ward/week. The outcome measure is expressed as the percentage 142 

of total sickness hours per ward/week.  143 

2.3. Control variables 144 

 145 

Additional covariates are included to control for the effect that other factors can have on the 146 

ŽƵƚĐŽŵĞ ǀĂƌŝĂďůĞ ƐƵĐŚ ĂƐ ǀĂƌŝĂƚŝŽŶƐ ŝŶ ƉĂƚŝĞŶƚƐ͛ ƐĞǀĞƌŝƚǇ ĂŶĚ ĐŽŵƉůĞǆŝƚǇ of mental ill-health, and 147 

staff demographic characteristics, all measured at the week/ward level. The following control 148 

variables are included: the monthly average Health of the Nation Outcome Scale (HoNOS) score, a 149 

clinician-ƌĂƚĞĚ ŽƵƚĐŽŵĞ ŵĞĂƐƵƌĞ ĐĂƉƚƵƌŝŶŐ ƉĂƚŝĞŶƚ͛Ɛ ƐĞǀĞƌŝƚǇ Ăƚ ǁĂƌĚ ůĞǀĞů͘ TŚĞ Health of the Nation 150 

Outcome Scale score is a widely used instrument measuring symptom severity and social functioning 151 

and it ranges from 0 (best) to 48 (worst) (Jacobs, 2009). Mental health providers are required to 152 

categorise all patients into groups designed to capture similar levels of need, called clusters, which in 153 

turn are categorised into three superclusters (Moscelli et al., 2018) namely: 1) non-psychotic, 2) 154 

psychotic and 3) organic. In our sample, the majority of organic patients are in wards with only other 155 

organic patients, so in order to capture these groups, but avoid multicollinearity, we only include a 156 
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dummy variable indicating the percentage of psychotic (category 2) patients per ward and per 157 

month.  158 

The inclusion of control variables improves the estimation in the presence of time-varying 159 

confounders. Month dummies are included to capture variations in sickness absences that might be 160 

associated with seasonal factors (e.g. flu season). In order to account for workload pressures, a 161 

variable indicating the volume of patients is included, measured as the number of patients per 162 

month per ward. The total number of staff (headcount) per month is included as workload has been 163 

identified as a workplace stressor (Wallace et al., 2009). The percentage of registered nurses 164 

controls for different capacities of staff available per week due to qualification level. We control for 165 

various staff characteristics: average staff age, percentage of female staff and percentage of white 166 

staff as  previous literature indicates that younger mental health staff suffer more from burnout, 167 

with mixed results by gender (Moore and Cooper, 1996), and that ethnic minority mental health 168 

staff can be exposed to additional stressful situations linked to cultural misunderstandings with 169 

patients, or to racist behaviours (Kavanagh, 1991).  170 

2.4. Econometric strategy 171 

 172 

Two different estimation approaches are followed: Interrupted Time Series and Difference-in-173 

Differences. Both methods have been used extensively in observational studies to address causality 174 

(Angrist and Pischke, 2009, Cameron and Trivedi, 2005, Penfold and Zhang, 2013). For both 175 

estimation methods three model specifications are estimated: (1) that only includes the policy effect 176 

parameter and time dummies; (2) which includes all the variables in (1) plus patient casemix and (3) 177 

which includes all the variables in (2) plus staff demographic variables. 178 

Interrupted Time Series  179 

 180 
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The Interrupted Time Series analysis uses data gathered before the implementation of the 12-hour 181 

shifts to forecast the trajectory of sickness absences, had the shift pattern change not come into 182 

practice, and compares it to the observed sickness absences to estimate the effect associated with 183 

the longer shifts. In the Interrupted Time Series analysis, the time of the implementation of the 184 

policy is standardised to zero, as if the policy change was implemented in all wards at the same time, 185 

and then  all the data points observed before and after the policy are used to estimate an overall 186 

effect of the policy in all six wards.  187 

In particular, the interest is in estimating the effect of the switch from 8 to 12-hour shifts on the 188 

percentage of sickness absences per week, so the equation of interest for wards j =1,..,J is estimated 189 

by the following specification: 190 

௝௧ݕ ൌ ߬ூ்ௌܦ௝ ൅ ݐ௝ܦߜ ൅ ݐ଴ߙ ൅ ଵܵߙ ൅ ௝ܺ௧ᇱ ߚ ൅ ௝ߛ ൅ ௝߳௧                                                                                  191 

(1) 192 

   193 

where ݕ௝௧ represents the percentage of sickness absences in ward j and week t; ܦ௝ is a dummy 194 

variable that captures the switch to 12-hour shifts and takes the value 1 for those observations after 195 

the policy implementation and 0 for those observed before. ܦ௝ݐ is the policy dummy interacted with 196 

trend, ݐ captures the weekly trend, and a set of dummy variables S, captures monthly seasonality. 197 

௝ܺ௧ ŝƐ Ă ǀĞĐƚŽƌ ƚŚĂƚ ƌĞƉƌĞƐĞŶƚƐ ƉĂƚŝĞŶƚƐ͛ ĐŚĂƌĂĐƚĞƌŝƐƚŝĐƐ ĂŶĚ ƐƚĂĨĨ ĚĞŵŽŐƌĂƉŚŝĐƐ ƉĞƌ ǁĂƌĚ͕ ߛ௝  is the 198 

ward fixed effect and ௝߳௧ the error term. The effect of the policy in this setting is measured by ߬ூ்ௌ 199 

(Cook et al., 2002). 200 

The use of covariates in the interrupted time series requires that all covariates considered in ௝ܺ௧ 201 

should be independent of the policy , in other words they should be stable and not affected by the 202 

introduction of the policy (Lee and Lemieux, 2010). This assumption for each variable is tested in a 203 

regression discontinuity framework (Calonico et al., 2019) and a failure of the assumption would 204 

invalidate the use of these covariates in the regression. 205 
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  206 

Differences in Differences 207 

 208 

The Difference-in-Differences approach takes advantage of the different timings of introducing the 209 

policy, in this case the period after Adult Mental Health Wards (wards A, B and C) had experienced 210 

the introduction of 12-hour shifts and we use the data of the other three wards that were still operating 211 

under the 8-hour shift policy (wards D, E and F) as controls. Between June and September 2017, there 212 

were three wards affected by the policy and three unaffected which allows us to utilise data from the 213 

latter group to estimate what would have happened to the sickness absences of affected wards if the 214 

policy had not been implemented. The Difference-in-Differences approach is specified as: 215 

௝௧ݕ ൌ ݁ݐܽ݁ݎܶߠ ௝݀ ൅ ݁݉݅ݐߣ ൅ ߬஽ூ஽ܶ݁ݐܽ݁ݎ ௝݀݁݉݅ݐ ൅ ଵܵߙ ൅ ௝ܺ௧ᇱ ߚ ൅ ௝ߛ ൅ ௝߳௧                         216 

(2) 217 

where ܶ݀݁ݐܽ݁ݎ takes the value of 1 for the wards where the policy was implemented first, in this 218 

case wards A, B and C and zero for wards D, E and F. The variable ݁݉݅ݐ corresponds to zero before 219 

the introduction of the policy in the treated wards, in this case 21 June 2017, and one after this. 220 

Following the standard Difference-in-Differences approach, in this equation ߬஽ூ஽ is the difference-221 

in-difference estimation which corresponds to the iteration term between treated and time 222 

(Cameron and Trivedi, 2005). The sample was restricted to 18 September 2018 where the other 223 

three wards (D, E and F) served as controls, because wards D and E were also affected by the policy 224 

at that time.  225 

The option of applying the Difference-in-Differences estimation to the period between the 226 

introduction of the policy in wards D, E and ward F was explored. However, this was not possible due 227 

to data limitations as there is only one month of difference between the implementation of the 228 

policy on these wards.   229 

Robustness Checks 230 

 231 
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To test the robustness of the estimates, a series of checks were carried out: (i) A placebo test is used 232 

that assumes the introduction of an arbitrary extended shift policy on the same day and month, one 233 

year before. (ii) The regressions are fitted using pooled Ordinary Least Squared instead of fixed 234 

effect panel data and year and week dummies are added. (iii) The effect of the 12-hour shifts on 235 

alternative outcome variables are tested: longer sickness absences up to 14 days, and shorter 236 

absences up to 2 days. (iv) The policy implementation date is artificially moved up to six weeks prior 237 

to the introduction of the policy and up to six weeks after to test for anticipatory and delayed 238 

effects. 239 

2.5 Ethical approval 240 

This study received ethics approval from the Health Research Authority - 18-HRA-0454. 241 

3. Results 242 

3.1. Descriptive statistics 243 

 244 

Figure 1 shows the change in the percentage of sickness absence before and after the policy 245 

introduction, grouped by type of wards, while Figure 2 displays all wards grouped together, by 246 

standardising the timing of the introduction of the policy to zero. It shows the percentage of sickness 247 

absences per ward before and after the policy introduction. From a visual examination, it appears 248 

that the introduction of 12-hour shifts increased the percentage of sickness absences per week in all 249 

wards. 250 
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 251 
Figure 1: Change in policy timing per ward. The solid horizontal line is the local polynomial smooth of the dotted scatter 252 
values of percentage of hours of sickness absence up to 7 days using a triangle kernel function; the shaded area represents 253 
the 95% confidence interval around it and the vertical line indicates the timing of the introduction of the policy. 254 

 255 
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 256 

 257 

Figure 2: Sickness absence in percentage up to 7 days, before and after policy implementation. Policy timing cut-off 258 
standardised at time zero. The solid horizontal line is the local polynomial smooth of the dotted scatter values using a 259 
triangle kernel function; the shaded area represents the 95% confidence interval around it and the vertical line indicates the 260 
timing of the introduction of the policy. 261 

 262 

Table 1 shows the number of observations and the descriptive statistics for all the variables included 263 

in the analysis (means and standard deviation) for the overall sample (1) and for the observations 264 

before (2) and after (3) the introduction of 12-hour shifts. The difference in means (t-test) (4) 265 

between (2) and (3) for all the covariates is also included.  266 

 267 
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Table 1: Descriptive statistics before and after the introduction of the 12-hour shift policy (means and standard deviation in 268 
parentheses) and difference in means test  269 

  
(1) (2) (3) (4)  

Overall Before After 

  Mean (SD) Mean (SD) Mean (SD) Diff. Means 

Outcome variables sickness up to 7 days 

Sickness hours per week (Perc. x 100) 1.96 1.68 2.45 0.76*** 

(2.26) (2.12) (2.43) 

Control variables 

Casemix adjustment monthly average HoNOS score 18.72 18.65 18.85 0.20 

(2.25) (2.24) (2.27) 

Supercluster group 2 (Perc. x 100) 43.75 42.20 46.48 4.28 

(33.73) (34.06) (33.06) 

Number of patients per month 11.08 10.86 11.47 0.61* 

(2.96) (2.91) (3.01) 

Staff average age (in years) 45.01 45.16 44.74 0.42 

(4.09) (4.12) (4.05) 

Female staff (Perc. x 100) 78.90 79.40 78.03 1.37* 

(6.48) (5.40) (7.98) 

Staff ethnicity white (Perc. x 100) 94.32 94.75 93.57 1.17** 

(4.63) (4.75) (4.30) 

Registered Nurses (Perc. x 100) 35.88 36.93 34.02 2.91*** 

(6.80) (7.05) (5.93) 

Number of staff per month 30.58 31.35 29.21 2.14* 

  (8.96) (10.49) (4.98)   

Observations number of week wards 463 296 167 463 

Note:  *<0.1, **<0.05, ***<0.01.  Pooled descriptive statistics, the sample is divided between 270 
before and after by the time of the implementation of the 12-hour shift policy for each ward. 271 

 272 

 273 

For the outcome variable, the average percentage of sickness absences in hours per week (first row, 274 

Table 1), before the implementation of the policy, is 1.68% whilst after, it is 2.45% resulting in an 275 

increase of 0.76%, statistically significant at the 99% confidence level. There are no statistically 276 

significant differences associated with patient casemix before and after the introduction of the 277 

policy. However, there are some differences in the staff demographic composition (sex, ethnicity) of 278 

the wards before and after the introduction of the 12-hour shifts. These differences might be linked 279 

to changes in the total number of staff per ward as the percentage of registered nurses per ward has 280 

decreased by nearly 3% following the introduction of longer shifts. 281 

 282 
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Figure 3 shows the difference in timing in the introduction of the policy, that justifies the Difference-283 

in-Differences approach. In the intersection, the lower smoothed curve represents the wards (D,E 284 

and F) with delayed timing in the application of the policy, between June and October 2017, i.e. the 285 

control group, while the upper smoothed line represents the wards (A, B and C) with policy 286 

implementation in June 2017, i.e. the treatment group. The figure suggests that the wards in the 287 

control group maintained a more or less stable percentage of sickness absence, whereas in the 288 

treatment group the sickness absence increased. 289 

 290 

Figure 3: Difference-in-Differences identification strategy: The policy timing varies, three wards (A, B and C) introduced the 291 
12-hour shifts in June, two in September (wards D and E) and one in October 2017 (ward F). Between June 2017 to 292 
September 2017 there are three wards affected by the policy and three wards unaffected by the policy. The solid horizontal 293 
line is the local polynomial smooth of the dotted scatter values using a triangle kernel function; the shaded area represents 294 
the 95% confidence interval around it and the vertical lines indicate the timing of the introduction of the policy. 295 

3.2. Regression results 296 

 297 

Table 2 displays the main estimation results. Columns (1)-(3) show the interrupted time series 298 

estimates whilst columns (4)-(6) present the difference-in-difference estimation results.  The 299 

preferred specification includes all control variables given by column (3) for the Interrupted Time 300 

Series analysis and column (6) for the Difference-in-Differences analysis. According to the 301 

Interrupted Time Series results the switch to 12-hour shifts increased sickness absences by 0.7%, 302 

whilst Difference-in-Differences results estimates a slightly larger increase of approximately 1%. 303 
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However, there is no statistically significant difference between both estimations according to their 304 

confidence intervals. For full results, refer to Appendix A. 305 

The test by means of a regression discontinuity framework shows no evidence of changes in the 306 

trend of covariates included in the analysis before and after the introduction of the 12-hour shifts, 307 

meaning that the policy has affected sickness absences, the outcome variable, but not the control 308 

variables. Estimation results of this test are reported in Appendix, Table A1. 309 

Regarding the Interrupted Time Series specification, a test between fixed and random effects using 310 

the robust Hausman test (ʖϮ= 114.58) finds in favour of the correlated random effect framework 311 

(Wooldridge, 2010). The Interrupted Time Series estimation reported in the results section 312 

corresponds to the fixed effect panel data estimation, which is the preferred estimation. 313 

Table 2: Interrupted time series (ITS) regression results and Difference-in-differences (DID) regression results 314 

Interrupted Time Series Difference-in-differences 

  (1) (2) (3)   (4) (5) (6) 

Policy effect 0.736*** 0.606** 0.730** 0.811** 1.019** 0.975** 

(0.177) (0.250) (0.307) (0.230) (0.305) (0.347) 

Control variables 

   Monthly dummies Yes Yes Yes Yes Yes Yes 

   Patients casemix Yes Yes Yes Yes 

   Staff demographics     Yes       Yes 

 Observations 463 463 463 331 331 331 

Note: *<0.1, **<0.05, ***<0.01. Standard errors (in parentheses) are clustered at ward level. Regressions 315 

include patient casemix indicated by the total HoNOS score, the psychotic supercluster and number of 316 

patients per month, and staff demographics are indicated by the average staff age, percentage of female 317 

staff, percentage of white staff, and the percentage of registered nurses. 318 

 319 

3.3. Robustness checks 320 

 321 

The series of checks performed suggest that our estimates are robust. A discussion of the results can 322 

be found in the Appendix.  323 

4. Discussion 324 

 325 
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This study reports an evaluation of the impact of extending mental health nurses and health care 326 

ĂƐƐŝƐƚĂŶƚƐ͛ ƐŚŝĨƚƐ from 8 to 12 hours. In particular, it explores the association between longer shifts 327 

and sickness absence, a widely used outcome within occupational health research, by comparing 328 

staff sickness absence rates before and after the introduction of a 12-hour shift pattern by means of 329 

Interrupted Time Series and Differences-in-Differences estimation approaches. The change in shift 330 

patterns from 8 to 12-hour shifts had a negative impact on 7-day sickness absence which increased 331 

between 0.73% according to Interrupted Time Series analysis and 0.98% according to the Difference-332 

in-Differences estimation. All estimates are statistically significant at 95% confidence levels and 333 

robust to various sensitivity checks. The results are far from negligible as in a typical ward where 334 

there are 30 members of staff working full time (30 full-time equivalent), this would lead to 335 

approximately 12 hours of sickness absence per week ʹ i.e. sickness absences will be increased by a 336 

complete shift per week, per ward as result of the new shift regime. These results are consistent 337 

with findings from the only previous study from Dall'Ora et al. (2019) examining general healthcare 338 

staff, who found that if a shift was scheduled to be 12-hours long, it would be 1.18 times more likely 339 

that staff would miss a shift when compared to an 8-hour shift schedule. The odds increase to 1.24 340 

when long sickness absences are also included in the sample. 341 

This study makes three key contributions: (i) This is the first study to analyse the impact of 12-hour 342 

shifts on sickness absences for mental health wards in England. The work from Dall'Ora et al. (2019) 343 

is the only previous study on sickness absence, however their data came from inpatient general 344 

adult wards. As previously stated, nursing mental health patients can be physically and emotionally 345 

more demanding than nursing patients with physical health problems. The former often can be 346 

impulsive, unpredictable, aggressive and can also often suffer physical health co-morbidities. 347 

Therefore, the extension to 12-hour shifts in mental health wards might lead to worse staff 348 

outcomes than those observed for general inpatient wards. (ii) The study uses longitudinal 349 

administrative data of all staff members from the sample wards, moving away from self-reported 350 

cross-sectional survey data often used to evaluate the impact of shift work on employee wellbeing. 351 
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Jenkins and Elliott (2004) find that studies with self-reported questionnaires show inflation in 352 

reported stress. The switch to 12-hour shifts in this sample was compulsory, thus overcoming 353 

limitations of self-selection from previous studies where the policy has been optional. Furthermore, 354 

in this study all the wards are observed before and after the policy, allowing an unbiased estimation 355 

of the effect of the extended hours. This contrasts with Dall'Ora et al. (2019) who compare 356 

outcomes of two groups of individuals (often working in different wards) who are exposed to two (or 357 

more) different shifts patterns. In addition, the estimation strategy in this study accounts for a 358 

comprehensive set of covariates that control for contextual factors. Previous studies fail to report in 359 

sufficient detail contextual factors, such as staff skill mix or patient to nurse ratio, that are important 360 

determinants of the impact of different shift patterns (Harris et al., 2015). (iii) Finally, the application 361 

of Interrupted Time Series and Difference-in-Differences approaches is a methodological innovation 362 

in this context since it allows the separation of the effect of the 12-hour shifts on sickness absences 363 

from other confounders by using two different types of control groups. To our knowledge, this is the 364 

first study to use causal inference in the estimation of the impact of 12-hour shifts on sickness 365 

absences for mental health staff. 366 

While this study makes important contributions, there are also limitations in terms of the 367 

generalisability of these findings which are limited since only a small number of wards were 368 

analysed, all of them belonging to the same hospital provider and therefore they might be different 369 

in some respects to other wards in other hospitals. It is important to note that as Reid et al. (1991) 370 

point ŽƵƚ ŶƵƌƐĞƐ͛ ďĞŚĂǀŝŽƵƌƐ͕ ŝŶ ƚŚŝƐ ĐĂƐĞ ƐŚŽƌƚ ƚĞƌŵ ƐŝĐŬŶĞƐƐ ĂďƐĞŶĐĞ͕ ŵŝŐŚƚ ŶŽƚ ďĞ ŝŶĚĞƉĞŶĚĞŶƚ ŽĨ 371 

their attitude towards the shift patterns they were working. With the data available, we are not able 372 

to disentangle if some of the observed sickness absences might be the result of a protest against 12-373 

hour shifts rather than linked to health problems associated with the longer shifts. There is a small 374 

chance that there might be some unobserved factors affecting sickness absence that have not been 375 

accounted for. The latter is a common limitation of observational studies. Further, while our sickness 376 

absence data was available at the individual level, we did not have individual identifiers to track 377 
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staff, and examine their characteristics, over time and therefore had to aggregate our analyses to 378 

ward level.  379 

Further research should look at the effect of 12-hour shifts over a longer period of time, at the 380 

individual level, and evaluate the long run effects of working longer shifts. Not only the length of the 381 

shifts can have negative effects on staff sickness absences, but also how those shifts are distributed 382 

throughout the week. Ohayon et al. (2002) found that staff members from a Danish psychiatric 383 

hospital working on rotating day-night shifts were more likely to take sick leave when compared 384 

with those in the daytime group. Bourbonnais et al. (1992) found similar results for nurses from 385 

seven hospitals in Quebec. Ball et al. (2015) highlight the difficulties in assessing the effect of 12-386 

hour shifts with little information about the practical ways the system is operated, i.e. how many 387 

shifts are worked in a row, number and lengths of breaks, etc. The data in this study does not 388 

include information on health care worker shift types or patterns and hence it is no possible to 389 

identify their effect on sickness absences. Further information on the distribution of shifts is needed 390 

to shed light on this issue.  391 

In addition, most research evaluating the effect of longer shifts only focuses on staff acceptability 392 

and work-life balance (Harris et al., 2015) and few studies evaluate the effects on patient safety and 393 

experience (Griffiths et al., 2014). Future research should put more emphasis on patient measures as 394 

well as including an analysis of the cost-effectiveness of longer shifts. Therefore, further evidence on 395 

the costs and a wider set of outcomes on both patients and healthcare workers of a 12-hour shift 396 

system is needed to allow managers and policymakers a complete assessment of the policy. 397 

Moreover, the data used in this study is at an aggregate level, where sickness absences as well as 398 

control variables are captured at week/ward level. Longer shifts entail different risks and benefits for 399 

different staff at different times (Ball et al., 2015), e.g. there might be greater risks for the older 400 

person working long shifts (Chudleigh et al., 2005). Further research could consider individual data 401 

to disentangle which demographic groups are more likely to suffer the negative effects of 12-hour 402 
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shifts. According to Harris et al. (2015) the success of the 12-hour shift will ultimately be dependent 403 

upon the support and cooperation of the staff involved. A qualitative study on the effects of 12-404 

hours shifts on the same mental health hospital from this study, (Suter et al., 2019) , shows that, 405 

whilst a 12-hour shift was received positively by some staff as it offered them flexibility, when 406 

implemented as a mandatory work pattern, the element of employee choice is eliminated leading to 407 

dissatisfaction and disinterment amongst others. If staff have negative views and negative work 408 

outcomes persist in the long-run then the policy is likely to fail.  409 

5. Conclusion 410 

Our findings suggest that the switch to 12-hour shifts has increased sickness absences and, whilst 411 

wider aspects of the policy change are important, including alternative outcomes and overall cost-412 

effectiveness, if only sickness absences were taken into account, hospital managers should consider 413 

reverting to 8-hour shifts. Our analysis is relevant to other hospitals within England, and 414 

internationally, which are increasingly moving towards these shift patterns.  415 
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Appendix  550 

Table A1: Discontinuity of covariates at the time of introduction of the policy 551 

  RD Effect 

Robust P-

value 

Casemix adjustment monthly average HoNOS score -0.47 0.366 

Supercluster group 2 (Perc. x 100) 0.919 0.944 

Number of patients per month  -0.28 0.914 

Number of staff per month -0.147 0.987 

Female staff (Perc. x 100) 0.403 0.983 

Staff ethnicity white (Perc. x 100) -0.16 0.913 

Staff average age (in years) -0.086 0.968 

Registered Nurses (Perc. x 100) 0.468 0.757 

Note: Test of discontinuity of covariates at the time of introduction of the policy by means of the  `rdrobust͛ 552 

Stata command. The first column, RD effect, reports the regression discontinuity coefficient for each covariate. 553 

The second column reports the Robust P-value. None of the RD effects are statistically significant.  554 

Robustness Checks 555 

Regarding the robustness check number one (i.e the placebo test), Figure A1 shows that this 556 

arbitrary policy does not seem to change the percentage of sickness absences per ward/week. 557 

Moreover, Table A2 presents the regression results for the Interrupted Time Series and Difference-558 

in-Differences for the placebo test and no effect on the rate of sickness absence is found, suggesting 559 

that the findings are robust.  560 

Regarding the robustness checks two, using pooled Ordinary Least Squares instead of fixed effects 561 

panel data, and three, using sickness absences of 14 days and 2 days, all estimations with the 562 

exception of sickness absences up to 2 days provide estimates with confidence intervals that contain 563 

the main results presented (details in Table A3), suggesting results are driven by sickness absences 564 

from 3 to 7 days. Robustness check number four, where the policy implementation date is moved 565 

artificially six weeks prior and six weeks post the actual date, shows no evidence for anticipatory 566 

effects up to two weeks before the policy; however a consistent and increasing effect was found from 567 

the introduction of the policy and up to three weeks after, with the greatest effect found in the third 568 

week. The latter suggests the existence of some delayed effects which are expected, since the effects 569 

on sickness absence due to the introduction of the policy are more likely to increase in the 570 

medium/long run when tiredness, stress and burnout accumulates due to the ongoing experience of 571 

longer shifts. Results from robustness check (iv) are available upon request. 572 
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 573 

 574 

 575 

Figure A1 Placebo test, introduction of the policy one year before. The solid horizontal line is the local polynomial smooth of 576 
the dotted scatter values using a triangle kernel function; the shaded area represents the 95% confidence interval around it 577 

and the vertical lines indicate the timing of the introduction of the policy 578 
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 581 

Table A2: Main estimation results for the Interrupted Time Series (ITS) (1) and Difference-in-Differences (DID) (3) models 582 
and estimation results for the ITS (2) and DID placebo tests (4) 583 

ITS DID 

  (1) (2)   (3) (4) 

Policy effect (ITS) 

Policy effect (T) 0.729** -0.684* 

(0.307) (0.390) 

Trend 0.016*** 0.024 

(0.004) (0.041) 

Iteration trend x T -0.009 -0.03 

(0.016) (0.041) 

Policy effect (diff-diff) 

Policy effect (iteration time of policy x treated wards) 0.975** 0.350 

(0.347) (1.319) 

Time of the policy -0.496 0.612 

(0.336) (1.319) 

Treated wards 0.595 -17.979 

(0.457) (9.299) 

Patient control variables 

Casemix adjustment monthly average HoNOS score 0.046** 0.064*** 0.066 -0.442 

(0.022) (0.018) (0.035) (0.355) 

Supercluster group 2 (Perc. x 100) -0.031*** -0.030*** -2.720*** 15.263 

(0.008) (0.008) (0.629) (8.252) 

Number of patients per month 0.01 0.01 0.042 -0.518*** 

(0.029) (0.037) (0.021) (0.007) 

Staff control variables 

Staff average age (in years) 0.136 0.2 -0.126** -0.471 

(0.181) (0.174) (0.048) (0.342) 

Female staff (Perc. x 100) 0.001 0.004 3.897** -32.202** 

(0.030) (0.032) (1.319) (3.673) 

Staff ethnicity white (Perc. x 100) -0.001 -0.024 -1.746 -230.413* 

(0.043) (0.045) (2.778) (74.593) 

Registered Nurses (Perc. x 100) 0 -0.005 0.859 34.375** 

(0.038) (0.043) (2.191) (4.567) 

Number of staff 0.038 0.04 0.025* -0.003 

(0.024) (0.026) (0.010) (0.025) 

Time variables 

Montlhy dummies Yes Yes   Yes Yes 

Observations 463 463   331 45 

Note: *<0.1, **<0.05, ***<0.01. Standard errors (in parentheses) are clustered at ward level. Columns (1) and 584 

(3) correspond to main results in the fixed effect model and difference-in-difference, respectively. Columns (2) 585 

and (4) show the results for the placebo test, that assumes the policy was introduced one year before on the 586 

same month and day, for the ITS and the DID models respective587 
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Table A3: Robustness check Interrupted Time Series (ITS) specification 

  (1) (2) (3) (4) (5) 

Policy effect 

Policy effect (T) 0.813** 0.730** 0.706** 0.042 0.900** 

(0.324) (0.298) (0.302) (0.241) (0.446) 

Trend 0.013** 0.069 0.188 0.006 -0.022** 

(0.006) (0.058) (1.123) (0.007) (0.008) 

Iteration trend x T -0.006 -0.013 -0.015 -0.012 0.004 

(0.018) (0.024) (0.024) (0.011) (0.010) 

Patient control variables 

Casemix adjustment monthly average HoNOS score 0.047 0.042 0.042 -0.031 0.101*** 

(0.030) (0.027) (0.027) (0.025) (0.039) 

Supercluster group 2 (Perc. x 100) -0.020*** -0.031*** -0.031*** -0.016** -0.037*** 

(0.002) (0.009) (0.009) (0.004) (0.011) 

Number of patients per month 0.036* 0.006 0.001 -0.016 0.051 

(0.019) (0.038) (0.042) (0.019) (0.045) 

Staff control variables 

Staff average age (in years) -0.177*** 0.145 0.161 0.184 0.031 

(0.024) (0.177) (0.176) (0.117) (0.223) 

Female staff (Perc. x 100) 0.014* 0 0.001 0.001 0.023 

(0.008) (0.027) (0.027) (0.025) (0.050) 

Staff ethnicity white (Perc. x 100) -0.025 -0.005 -0.006 -0.042* 0.035 

(0.029) (0.038) (0.039) (0.021) (0.073) 

Registered Nurses (Perc. x 100) -0.025 -0.003 -0.002 -0.028* 0.007 

(0.018) (0.034) (0.038) (0.014) (0.057) 

Number of staff 0.01 0.038* 0.040* 0.029 0.036 

(0.016) (0.023) (0.024) (0.022) (0.041) 

Time variables 

Monthly dummies Yes Yes Yes Yes Yes 

Yearly dummies Yes Yes 

Weekly dummies     Yes     

Observations 463 463 463 463 463 

Note: *<0.1, **<0.05, ***<0.01. Standard errors (in parentheses) are clustered at ward level. Column (1) shows the estimation results for the pooled OLS; Column(2) shows 

the estimates for fixed effect with yearly dummies and (3) with the addition of weekly dummies  Column (4)shows results for sickness absence up to two days and (5) up to 

14 days  
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Reviewer #1:  
 
Thanks for inviting me to review this interesting and very timely paper on 12-h shifts and sickness absence in MH nurses.  
 
Comment Response Action 
1. Authors used a very robust analytic 

approach, which increases our ability to 
estimate causality although using 
observational data. My main concern is 
the level of aggregation - by focussing on 
sick hours per week as opposed to 
looking at the individual level, I feel the 
authors are losing on granularity. 

We agree. Ideally, we would have liked to 
carry out an individual level analysis; 
however, the nature of the data didn’t allow it. 
Our data on sickness absences was at the 
individual level (i.e. we observed that a 
person was sick for X hours between two 
specific dates), however we didn’t have 
individual identifiers to be able to track 
nurses over time. In addition, we didn’t have 
information about the staff sociodemographic 
characteristics at the individual level. We 
were however given information about 
sociodemographic composition of the wards 
at aggregate level (e.g. % female nurses per 
ward per month). The approach we used was 
the most granular analysis we could 
undertake given the available data. We now 
discuss this limitation in more detail. 

Line 378:  
 
Further, while our sickness absence data 
was available at the individual level, we did 
not have individual identifiers to track staff, 
and examine their characteristics, over time 
and therefore had to aggregate our analyses 
to ward level.  
 
Further research should look at the effect of 
12-hour shifts over a longer period of time, at 
the individual level, and evaluate the long run 
effects of working longer shifts. 

2. I have some specific comments I would 
like authors to address: 
 
The introduction, while quite informative 
could perhaps be shortened to make sure 
the focus is on 12-h shifts in mental 
health and sickness absence. As it 
stands now, the first 2 paragraphs of the 
paper are about MH and this detracts 
attention from the focus of the paper. 

We acknowledge this background section 
could have been too detailed. We have 
shortened these two paragraphs significantly 
and combined them into one.  

Line 44: 
 
The mental health workforce face all sorts of 
stressors; many of those are common to all 
health care staff, such as limited resources or 
overcrowded wards, whilst others are specific 
to the mental health care setting. Examples 
of the latter are: dealing with patients’ 
physical and/or verbal violent behaviour 
(Holloway et al., 2000; Renwick et al., 2016), 
the use of coercive measures such as 
restraint and detention of patients (Bonner et 

*Response to Reviewers
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al., 2002) and continuous monitoring of 
patients at risk of self-harm (Hagen et al., 
2017), in the most extreme cases with 
patients’ suicide (Fothergill et al., 2004) and 
with the public inquiries associated with 
these deaths, that often allocate blame to 
staff members (Holloway, Szmukler et al. 
2000). According to O'Connor et al. (2018), 
the mental health workforce reports higher 
emotional exhaustion than emergency 
nurses and equal burnout to cancer 
professionals. The described stressors can 
explain, at least partially, the difficulties in 
recruiting and retaining mental health 
workforce. According to the World Health 
Organization (2007), there is a growing 
concern worldwide around mental health 
workforce capacity, characterized by staff 
shortages and high attrition rates. With 
excessive stress stemming from intense 
patient interactions over extended periods of 
time exposure to this working environment 
over a longer shift may have a greater impact 
on employee wellbeing (Edwards & Burnard, 
2003). 

3. The Griffiths et al 2014 paper did not find 
that handovers and overlaps are 
regarded as unproductive and associated 
with a larger number of errors due to 
discontinuity of care, can you please find 
a more appropriate reference? 

We have corrected this with an alternative 
reference. 

Line 73: 
 
….handovers and overlaps are regarded as 
unproductive and associated with a larger 
number of errors due to discontinuity of care 
(NHS Evidence, 2010). 

4. Also, the Griffiths et al paper considered 
all EU countries, not only England as you 
wrote at line 94. 

We have modified the sentence accordingly. Line 83: 
 
An analysis of the European RN4CAST 
survey, a multi-country cross-sectional nurse 
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workforce study, shows that working 12-hour 
shifts is associated with higher odds of poor 
quality of care, greater risk of necessary 
nurse care left undone and higher odds of 
reporting being dissatisfied with their jobs 
(Griffiths et al., 2014). 
 
We also added on line 86: 
 
Nurses form the RN4CAST survey also 
reported that longer shifts reduced the 
opportunities to discuss patient care and to 
participate in continuing education activities  
(Dall’Ora 2020) 

5. Please remove "quantitative" from the 
sentence at line 98. Similarly, please 
remove "quantitative" from the sentence 
at line 105. 

This is now done. Line 102: 
 
This paper contributes to the literature by 
reporting an evaluation of the impact of a 
change from 8 to 12-hour shift patterns on 
sickness absences in a large National Health 
Service (NHS) mental health care provider in 
England by means of two causal inference 
methods: Interrupted Time Series and 
Difference-in-Difference. 
 
Line 105: 
 
This is the second study, after Dall'Ora et al. 
(2019), that explores the association 
between longer shifts and sickness 
absences. 

6. Lines 115 to 130 belong to the methods. This content has now been placed in the 
method section and repetition removed. 

Line 116: 
 
The subjects of this study are nurses and 
health care assistants from six 
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geographically dispersed inpatient mental 
health wards from a large mental health NHS 
provider in England. 
 
Line 120: 
 
The data are a combination of roster records 
and routine hospital administrative data 
available before and after the introduction of 
the 12-hour shifts. 

7. Can you please incorporate Lines 131-
148 to the discussion session - that's 
where the contributions of the paper 
should be stated.  

This has been now placed in the discussion 
section.  

Lines 333-356: 
 
This study makes three key contributions: (i) 
This is the first study to analyse the impact of 
12-hour shifts on sickness absences for 
mental health wards in the UK. The work 
from Dall'Ora et al. (2019) is the only 
previous study on sickness absence, 
however their data came from inpatient 
general adult wards. As previously stated, 
nursing mental health patients can be 
physically and emotionally more demanding 
than nursing patients with physical health 
problems. The former often can be impulsive, 
unpredictable, aggressive and can also often 
suffer physical health co-morbidities. 
Therefore, the extension to 12-hour shifts in 
mental health wards might lead to worse staff 
outcomes than those observed for general 
inpatient wards. (ii) The study uses 
longitudinal administrative data of all staff 
members from the sample wards, moving 
away from self-reported cross-sectional 
survey data often used to evaluate the 
impact of shift work on employee wellbeing. 
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….. 
(iii) Finally, the application of ITS and Diff-in-
Diff approaches is a methodological 
innovation in this context since it allows the 
separation of the effect of the 12-hour shifts 
on sickness absences from other 
confounders by using two different types of 
control groups. To our knowledge, this is the 
first study to use causal inference in the 
estimation of the impact of 12-hour shifts on 
sickness absences for mental health staff. 

8. The background should be about what 
the problem is, why it is important, what 
has been studied before and what do we 
still need to know. Please restructure 
your background to include these 
elements. 

We have significantly shortened (see 
response to point 2 above) and restructured 
the Introduction. We moved up the section on 
previous literature and the importance of 
sickness absence as an outcome. We then 
state the aim of the paper and the key 
contribution of our paper compared to what 
has gone before.   

Lines 89-99: 
 
There is a positive association between the 
amount of working hours and impairments to 
employees physical and mental health 
(Raediker, 2006). Previous studies, using 
cross-sectional and subjective nurse-
reported data, have explored the effect of 
longer shifts on nurse health outcomes. Past 
findings show that nurses working longer 
shifts reported increased fatigue (Chen et al., 
2014, Geiger-Brown et al., 2012, Lea and 
Bloodworth, 2002), greater stress burnout 
(Hoffman and Scott, 2003, Stimpfel et al., 
2012) and higher risk of suffering work-
related musculoskeletal disorders (Lipscomb 
et al., 2002, Trinkoff et al., 2006) all of which 
are likely to lead to increased sickness 
absence. 

 
Sickness absence is a widely used outcome 
in health occupational research as it relates 
to workers’ social, economic and 
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psychological processes (Merkus et al., 
2012). Moreover, sickness absences are 
associated with several negative outcomes 
such as salary loss to the employee, salary 
costs of replacement staff, productivity losses 
and reduced quality of services. 
 
Line 105: 
 
The aim is to identify whether there is a 
statistically significant association between 
longer shifts and sickness absence by 
comparing staff short-term sickness absence 
rates before and after the policy 
implementation.   
 
Line 111: 
 
As nursing mental health patients can be 
physically and emotionally more demanding 
than nursing patients with physical health 
problems, the extension to 12-hour shifts in 
mental health wards might lead to worse staff 
outcomes than those observed for general 
inpatient wards. 

9. At line 177 you start mentioning control 
variables but you have not specified the 
main model you are deploying to 
measure the association between 12-h 
shifts and sickness absence yet. Please 
do report this before moving on to control 
variables.  

We no longer mention control variables in the 
Introduction. We do however state what our 
main estimations methods are now in the 
Introduction.   
We also specify the three main model 
specifications in the section about 
econometric strategy. 

Line 102: 
 
This paper contributes to the literature by 
reporting an evaluation of the impact of a 
change from 8 to 12-hour shift patterns on 
sickness absences in a large National Health 
Service (NHS) mental health care provider in 
England by means of two causal inference 
methods: Interrupted Time Series and 
Difference-in-Difference. 
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Line 174: 
For both the ITS and DID three model 
specifications are estimated: (1) that only 
includes the policy effect parameter and time 
dummies; (2) which includes all the variables 
in (1) plus patient casemix. and (3) which 
includes all the variables in (2) plus staff 
demographic variables. 

 
10. Also, all these information come under 

the section "data" but this is not correct 
as it is already describing variables, 
outcome and analysis aspects. 

We have divided the Methods section into 
three Sub-sections, including 2.3 Control 
variables.  

Line 131 

2.2 Dependent variable: sickness absences  

 
Line 143: 

2.3 Control variables 

 
Line 169: 

2.4 Econometric strategy 

11. I suggest placing the whole section on 
robustness check as an appendix - it is 
very specialist and would probably be of 
interest to a minority of readers 

The results of robustness checks have been 
placed in the Appendix now.  

Line 314: 
 
The series of checks performed suggest that 
our estimates are robust. A discussion of the 
results can be found in the Appendix. 

12. I applaud the authors for the robustness 
of their analysis approach, however, by 
looking at "sick hours per week", they 
lose granularity - they do not know what 
shifts were worked by individuals before 
they went off sick, and they cannot 
control for personal factors. I think 
authors should expand discussion of this 
limitation in the discussion. 

Please see response to point 1 above.  Line 366:  
 
Further, while our sickness absence data 
was available at the individual level, we did 
not have individual identifiers to track staff, 
and examine their characteristics, over time 
and therefore had to aggregate our analyses 
to ward level.  
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Further research should look at the effect of 
12-hour shifts over a longer period of time, at 
the individual level, and evaluate the long run 
effects of working longer shifts. 
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Reviewer #2: 

I think it is an interesting paper but my main reservations are the following: 

 

Comment Response Action 

1. The introduction should include a theory 
for why long work hours may be related 
to increased risk for ill-heath, i.e. describe 
potential mechanisms. 

We have significantly amended the 
Introduction (see response to Reviewer #1 
points 2,8,9). Whilst we have shortened 
sections about the pressures that mental 
heallth staff are under, we have kept some 
text on why these stressors could affect their 
health and wellbeing and we have added text 
on why specifically mental health nurses may 
experience more sickness absence.      

Line 56: 
 
With excessive stress stemming from intense 
patient interactions over extended periods of 
time exposure to this working environment 
over a longer shift may have a greater impact 
on employee wellbeing (Edwards & Burnard, 
2003). 
Line 89:  
There is a positive association between the 
amount of working hours and impairments to 
employees physical and mental health 
(Raediker, 2006). 
Line 109: 
 
As nursing mental health patients can be 
physically and emotionally more demanding 
than nursing patients with physical health 
problems, the extension to 12-hour shifts in 
mental health wards might lead to worse staff 
outcomes than those observed for general 
inpatient wards. 

2. In the methods: make it more clear how 
many persons actually are included in the 
analysis.  It's the sentence "this focus 
results in dropping long term sickness 
absences which constitutes 
approximately 30% of the sample" that 
makes me a bit confused. Are those to be 
removed from the N reported in the 

N= 463 as data is aggregated and reported 
by week and ward. The 30% was a reference 
to the individual observations (those that 
captured long term absences) before being 
aggregated into ward/week level data. We 
acknowledge this may lead to confusion and 
we have now clarified that we are dropping 
individual observations. 

Line 138: 
 
This focus results in dropping 30% of 
individual observations for sickness 
absences before aggregating the sample to 
the ward / week level. 
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paragraph above?  
3. If possible, I would like to have a 

description of what kind of shift patterns 
they have (e.g. rotating, nights etc) 

We recognise the importance of different 
types of shift patterns on understanding the 
effect on sickness absences. Whilst we know 
that these healthcare workers work day and 
night shifts, we don´t have information about 
individual healthcare workers’ patterns and 
hence cannot include these as control 
variables.  

Line 378:  
The data in this study does not include 
information of health care worker shift types 
or patterns and hence it is no possible to 
identify their effect on sickness absences. 
Further information on the distribution of 
shifts is needed to shed light on this issue. 

4. they are followed for a limited time, are 
these fluctuations an effect of 12 shifts or 
some other factors that happens at that 
time? 

We control for a set of observable 
characteristics and apply two different 
econometric techniques with the aim of 
capturing the causal effect of 12-hour shifts 
on sickness absences. We exploit all the 
available data we have following the 
introduction of the policy changes and have a 
great level of confidence that the reported 
estimates show the effect of 12-hour shifts on 
sickness absences. Our methods control for 
seasonality effects, ward and hospital effects 
in addition to all the observable 
characteristics. We also run several 
robustness checks. Nonetheless, as is 
common in this type of observational study, 
there is small chance that there might be 
some unobserved factors which could affect 
sickness absence that we have not been 
able to account for.  

Line 362: 
 
With the data available, we are not able to 
disentangle if some of the observed sickness 
absences might be the result of a protest 
against 12-hour shifts rather than linked to 
health problems associated with the longer 
shifts. There is a small chance that there 
might be some unobserved factors affecting 
sickness absence that have not been 
accounted for. The latter is a common 
limitation of observational studies. 

5. I would like to know how big N is needed 
for sufficient power. 

Our data captures the universe of nurses and 
healthcare assistants of the six studied 
wards, so we are using all the available data 
for the six wards where the longer shifts were 
introduced. The study is therefore fully 
powered. 

No changes made. 
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