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Abstract— Facial expressions are important in people’s daily 

communications. Recognising facial expressions also has 

many important applications in the areas such as healthcare 

and e-learning. Existing facial expression recognition systems 

have problems such as background interference. 

Furthermore, systems using traditional approaches like SVM 

(Support Vector Machine) have weakness in dealing with 

unseen images. Systems using deep neural network have 

problems such as requirement for GPU, longer training time 

and requirement for large memory. To overcome the 

shortcomings of pure deep neural network and traditional 

facial recognition approaches, this paper presents a new 

facial expression recognition approach which has image pre-

processing techniques to remove unnecessary background 

information and combines deep neural network ResNet50 

and a traditional classifier-- the multiclass model for Support 

Vector Machine to recognise facial expressions. The 

proposed approach has better recognition accuracy than 

traditional approaches like Support Vector Machine and 

doesn’t need GPU. We have compared 3 proposed 

frameworks with a traditional SVM approach against the 

Karolinska Directed Emotional Faces (KDEF) Database, the 

Japanese Female Facial Expression (JAFFE) Database and 

the extended Cohn-Kanade dataset (CK+), respectively. The 

experiment results show that the features extracted from the 

layer 49Relu have the best performance for these three 

datasets. 

Keywords- Facial Expression Recognition; Deep 

Convolution Network; Support Vector Machine 

I. INTRODUCTION  

Facial expressions play an important role in people’s 
daily communication and interaction [1], [2]. Machine 
vision and machine learning as hot topics [3], [4], [5], [6]  
are widely used to develop facial expression recognition 
systems for many important applications such as healthcare 
and e-learning system, etc. 

In a typical facial expression recognition system, there 
are mainly three parts: face detection, facial feature 
extraction and facial feature classification. The first step is 
face localization which helps removing non-facial 
information and may improve the recognition accuracy as 
well[7]. Next, the facial feature extraction part is used to 
extract the features related to the facial expressions which 
is a quite important part as it will determine the 
performance of facial expression recognition. Finally, there 
is a facial feature classification part to recognise the facial 
expression. In the proposed work, we have the image pre-
processing part to localise the position of the face and 
remove unnecessary information. Also, we use the 
ResNet50 a deep residual neural network to extract facial 
features and use Support Vector Machine (SVM) for facial 
expressions classification. Meanwhile, the facial 
expression recognition system can be divided into two 
groups: using static images and using dynamic image 
sequences.  

In general, facial expression recognition system can 
also be divided into two types: using traditional machine 
learning approaches and using deep learning approaches 
like deep neural networks AlexNet and ResNet. To begin 
with, the machine learning approaches are such as SVM, 
Linear Discriminant Analysis (LDA). Many researchers 
have used machine learning based approaches for facial 
expression recognition. For instance, Makhmudkhujaev et 
al. proposed a novel descriptor called Histograms of 
Prominent Edge Directions (HPED) to recognize facial 
expressions [8]. This descriptor can avoid sampling error 
and needs fewer samples by using less code-bins to 
describe the spatial regions. In a relevant work, Anh et al. 
proposed a facial expression recognition system using 
salient facial regions, which improved facial expression 
recognition accuracy [9]. They used Pyramid of Local 
Phase Quantization descriptor (PLPQ) to extract facial 
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features and the SVM was used in facial features 
classification. However, the disadvantages of traditional 
machine learning based approaches have been noted by 
researchers. For example, these approaches don’t have 
good performance for unseen images.  

On the other hand, deep learning based approaches such 
as AlexNet are quite popular in facial expression 
recognition [10]–[12]. For instance, Ziyang et al. proposed 
a facial expression recognition system which used facial 
alignment technology to adjust inclined faces and used a 
sequential Convolution Neural Network (CNN) to extract 
facial features [12]. As huge amount of memory may be 
used to process the whole images, facial landmark detection 
was used to extract facial features and CNN was used as 
classifier [10]. However, these deep learning based systems 
have problems such as requirement for GPU, longer 
training time and requirement for large memory. On the 
other hand, the proposed method uses deep neural network 
to extract deep features and uses SVM to recognise facial 
expressions, which only require a single pass through the 
data. As a result, the GPU is not essential [13]. In spite of 
the higher computing requirement, the deep neural network 
based approaches have many good applications in machine 
vision [14], [15].  There are some good survey papers on  
facial expression recognition [16]–[20]. For example, 
Byoung et al. reviewed many aspects in facial expression 
recognition systems such as some famous facial expression 
datasets and performance evaluation for the facial 
expression recognition [21], etc.  

This paper proposes a new facial expression recognition 
approach which combines deep neural network ResNet50 
and a traditional classifier -- the multiclass model for 
Support Vector Machine. The proposed system has better 
recognition accuracy than traditional approaches like 
Support Vector Machine and doesn’t need GPU. The 
approach has been tested on the three benchmarking facial 
expression datasets , i.e., the Karolinska Directed 

Emotional Faces (KDEF) Database [22], the Japanese 

Female Facial Expression (JAFFE) Database [23] and the 
extended Cohn-Kanade dataset (CK+) [24], [25]. This 
paper is organized as follows. Section 1 provides a general 
overview of the paper. Next, the proposed deep learning-
based approach is detailed in Section 2. Section 3 presents 
the experiment results. The discussion is given in Section 
4. Section 5 provides the conclusion. 

 

Figure 1Flowchart of the Proposed Approach 

II. PROPOSED APPROACH 

A. Overview of the Approach 

The flowchart of the proposed approach is shown in 
Fig. 1. It includes several parts such as: image input, image 
pre-processing, facial expression analysis and system 
output. To begin with, the images of facial expressions are 
taken as the input. Next, the image pre-processing 
techniques are applied to the input images. In this work, the 
Viola-Jones algorithm is used[26], [27] to locate the 
position of the face and crop the face part from the images. 
By applying this image pre-processing technique, the 
irrelevant background image part is removed and the 
interference from the background is reduced. As the input 
of the ResNet50 need to be 224*224*3, the cropped image 
of the face will be resized. Then, the proposed facial 
expression approach which combines deep neural network 
ResNet50 and a traditional classifier-the multiclass model 
for Support Vector Machine is used to recognise the facial 
expression of images. Also, the features are extracted from 
the following layers of the ResNet50: avg-pool (avgpool), 
activation_49_relu (49Relu) and add_16 (add16). Finally, 
the images with the predicted facial expression labels are 
the output of the system. 

B. Resnet50 

A residual neural network (ResNet) is an artificial 
neural network [28]. The ResNet uses the skip connection 
to jump over some layers. The advantage of skipping over 
layers is to avoid the problem from vanishing gradients and 
to simplify the network in the training stages. In the 
experiment, we use the ResNet50 which contains 50 layers 
and the system runs on Matlab. The ResNet is originally 
trained by more than one million images from the ImageNet 
database and it can classify images into 1000 categories 
[29]. Also, the input size of the images is 224 by 224. 

C. Deep feature extraction and classification 

In the experiment, we use the ResNet50 as the deep 
feature extractor to extract the deep features from the 
images of facial expression. We will then use these deep 
features to train a traditional classifier, namely the Support 
Vector Machine. The advantages of this combination are 
such as improvement in speed and low requirement to 
experimental equipment. For instance, as feature extraction 
only requires a single pass through the data, we don’t need 
a GPU to do this experiment [30]. Furthermore, in order to 
use the ResNet50 to do this work, a layer needs to be 
selected to extract the deep features. To achieve the best 
performance, we have done experiments to explore the best 
layer to extract the deep features. In the experiment, we 
compare the experiment performance for the following 
layer to extract the features: avg-pool (avgpool), 
activation_49_relu (49Relu) and add_16 (add16). Finally, 
we use a traditional classifier to train this deep features. As 
the SVM has good performance in object classification and 
face detection applications, we use the SVM to train these 
deep features in the experiment [31]. 

III. EXPERIMENT RESULT 

A. JAFFE Dataset 

In the experiment, the first facial expression dataset we 
used was the JAFFE dataset [23]. We selected 202 images 



from this dataset and all the images were applied with 
image pre-processing techniques. This dataset contained 7 
kinds of facial expressions: angry, happy, neutral, surprise, 
sad, afraid, disgust. In the experiment, 80% of the images 
were selected as the training images randomly and the rest 
of the images worked as the testing images. Table 1 
compares the recognition accuracy for the facial 
expressions using the JAFFE Dataset with different 
methods. The experiments were repeated 5 times. The first 
column in the table shows the method used for facial 
expressions recognition. The second column shows the 
minimum recognition accuracy after 5 iterations, whilst the 
third column gives the average recognition accuracy over 5 
iterations. Finally, the fourth column shows the maximum 
recognition accuracy after 5 iterations.  

TABLE 1. COMPARISON OF RECOGNITION ACCURACY OF DIFFERENT 

METHODS FOR 5 ITERATIONS ON THE JAFFE DATASET 

Method MIN Average MAX 

SVM 69.2% 74.4% 79.5% 

RES + Avgpool + SVM 71.8% 79.0% 84.6% 

RES + 49Relu + SVM 76.9% 83.1% 87.2% 

RES + Add16 + SVM 74.4% 80.0% 84.6% 

The result for different methods for the JAFFE Dataset 
are also shown in Fig. 2. As the figure shows, the features 
extracted from the layer 49Relu reaches the highest average 
recognition accuracy 83.1%. As the number of the images 
in the JAFFE Database is quite small, the difference 
between the minimum and maximum recognition accuracy 
for each method are quite large. 

 

Figure 2. Comparison of Recognition Accuracy of Different Methods 

for 5 iterations on the JAFFE Dataset 

B. KDEF Dataset and CK+ Dataset 

In the experiment, the second facial expression dataset 
we used was the KDEF dataset [22]. We selected 980 front-
view images from this dataset and all the images was 
applied with image pre-processing techniques. This dataset 
contained 7 kinds of facial expressions: angry, happy, 
neutral, surprise, sad, afraid, disgust. In the experiment, 
80% of the images were selected as the training images 
randomly and the rest of the images worked as the testing 
images. Table 2 compares the recognition accuracy for 
facial expressions from the KDEF Dataset using each 
different methods. The first column in the table shows the 
method used for facial expressions recognition. The second 
column shows the recognition accuracy.  

TABLE 2. COMPARISON OF RECOGNITION ACCURACY OF DIFFERENT 

METHODS ON THE KDEF DATASET  

Method KDEF 

SVM 69.2% 

RES + Avgpool + SVM 76.8% 

RES + 49Relu + SVM 83.9% 

RES + Add16 + SVM 82.3% 

 
As the table 2 shows, the features extracted from the 

layer 49Relu reaches the highest average recognition 
accuracy 83.9%. It was noticed that the traditional 
classifiers SVM did not have such a good performance, for 
such a large dataset. In the experiment, the third facial 
expression dataset we used was the CK+ dataset [24], [25]. 
We selected 693 images from this dataset and all the images 
was applied with image pre-processing techniques. This 
dataset contained 7 kinds of facial expressions: angry, 
happy, neutral, surprise, sad, afraid, disgust. In the 
experiment, 80% of the images were selected as the training 
images randomly and the rest of the images worked as the 
testing images. Table 3 compares the recognition accuracy 
for facial expressions from the CK+ Dataset using each 
different methods. The first column in the table shows the 
method used for facial expressions recognition. The second 
column shows the recognition accuracy.  

TABLE 3. COMPARISON OF RECOGNITION ACCURACY OF DIFFERENT 

METHODS ON THE CK+ DATASET 

Method CK+ 

SVM 87.7% 

RES + Avgpool + SVM 92.8% 

RES + 49Relu + SVM 93.5% 

RES + Add16 + SVM 93.5% 

 
As the table 3 shows, the features extracted from the 

layer 49Relu and the layer Add16 reaches the highest 
recognition accuracy 93.5%. It was noticed that the 
traditional classifiers SVM had a lower recognition 
accuracy.  

IV. DISCUSSION 

Facial expression is an important way to show emotion 
and attitude in people’s daily communication. There are 
many important applications for facial expression 
recognition. However, existing algorithms may have some 
problems such as interference from the background. The 
proposed system have the image pre-processing part to crop 
the head part from the image and remove the irrelevant 
background image in order that the interference from the 
background is reduced. 

TABLE 4. COMPARISON OF RECOGNITION ACCURACY OF DIFFERENT 

METHODS ON THE JAFFE, KDEFAND CK+ DATASET 

Method JAF KDEF CK+ 

SVM 74.4% 69.2% 87.7% 

RES + Avgpool + SVM 79.0% 76.8% 92.8% 

RES + 49Relu + SVM 83.1% 83.9% 93.5% 

RES + Add16 + SVM 80.0% 82.3% 93.5% 

In the research, we did experiments of facial expression 
recognition using traditional classifier SVM and three kinds 
of combinations of the ResNet and SVM on JAFFE, KDEF 
and CK+ facial expression datasets. We compared 
performance for the features extracted from 3 different 
layers from the ResNet: layer Avgpool, layer 49Relu and 
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layer Add16. The general performance can be shown in 
Table 3 which shows average recognition accuracy for each 
method for the 3 datasets. The first column in the table 
shows the 4 different methods used for facial expressions 
recognition. The columns from the second to the fourth 
show the recognition accuracy for each method for JAFFE, 

KDEF and CK+ dataset respectively. The comparison 

result for each method on these datasets are also shown in 
Fig. 3, which shows that the method using the features 
extracted from the layer 49Relu have the best performance 
on these datasets. 

 

Figure 3. Comparison of Recognition Accuracy of Different Methods on 

the JAFFE, KDEF and CK+ Dataset 

Furthermore, we have found out the recognition 
performance for each emotion. Table 5 shows the average 
recognition accuracy for each emotion for the three 
datasets. The first column in the table shows the 7 different 
facial expressions. The columns from the second to the 
fourth show the average recognition accuracy for each 
emotion using 4 methods on the three datasets respectively. 
It is noted that all the methods don’t have a good facial 
expressions recognition performance for the emotion of sad 
in both three datasets. On the other hand, the emotion with 
the highest recognition accuracy is different for the three 
datasets. 

TABLE 5. AVERAGE  RECOGNITION ACCURACY FOR EACH EMOTION FOR 

THE JAFFE, KDEF AND CK+ DATASET 

Expression JAF (%) KDEF (%) CK+(%) 

Angry 87.5 76.8 90.0 

Disgust 75.0 79.5 95.7 

Fear 66.7 61.6 90.6 

Happy 83.3 94.6 91.4 

Neutral 95.8 87.5 95.5 

Sad 80.0 79.5 62.5 

Surprise 80.0 79.5 95.0 

 

 

Figure 4. Confusion Matrix for SVM on the JAFFE and KDEF 

Fig. 4 and Fig.5 show the confusion matrixes for the 
SVM and the proposed approach that uses the features 
extracted from the layer 49Relu for the JAFFE and KDEF 
Datasets.  It shows that the SVM only has a good 
performance in the neutral and happy emotion on the KDEF 
dataset. Also, it is noted that the proposed approach has 
good performance for all the expressions for the JAFFE 
dataset. However, the proposed approach does not have a 
good performance for the expression of fear for the KDEF 
dataset. It is noticed that this algorithm may recognize the 
fear emotion as sad wrongly. 

V. CONCLUSION 

This paper proposed a facial expression recognition 
approach which combines a deep neural network ResNet50 
and a traditional classifier - the multiclass model for 
Support Vector Machine. The approach has been tested on 
three benchmarking facial expression datasets including the 
Karolinska Directed Emotional Faces (KDEF) Database, 
the Japanese Female Facial Expression (JAFFE) Database 
and the extended Cohn-Kanade dataset (CK+). 

The experiments have discovered that the proposed 
approach which extracted the features from the layer 
49Relu have the best performance on KDEF, JAFFE and 
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CK+ datasets. In addition, the proposed approach may 
solve problems such as interference from background, 
requirement for GPU, longer training time and requirement 
for large memory. 

 

 

Figure 5. Confusion Matrix for Res + 49Relu + SVM on the JAFFE and 

KDEF Dataset 

For future work, we will have a further research to 
modify the network such as the convolution layers and 
pooling layers in order that the recognition performance for 
the expression of fear can be improved. In addition, because 
of some equipment limitation, we didn’t test the algorithm 
using a database with large amounts of images and we 
didn’t do the experiment using ResNet. We will do these in 
the future work.  
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