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Abstract. In this work we analyse the solution to the recurrence equation

MΨ(z + 1) =
−z

Ψ(−z)
MΨ(z)

defined on a subset of the imaginary line and where Ψ runs through the set of all negative definite
functions. Using the analytic Wiener-Hopf method we furnish the solution to this equation as a
product of functions that extend the classical gamma function. These latter functions, being in
bijection with the class of Bernstein functions, we call the Bernstein-gamma functions. Using
their Weierstrass product representation we establish universal Stirling type asymptotic which is
explicit in terms of the constituting Bernstein function. This allows the thorough understanding
of the decay of |MΨ(z)| along imaginary lines and an access to quantities important for many
theoretical and applied studies in probability and analysis.

This functional equation appears as a central object in several recent studies ranging from
analysis and spectral theory to probability theory. In this paper, as an application of the
results above, we investigate from a global perspective the exponential functionals of Lévy pro-
cesses whose Mellin transform satisfies the equation above. Although these variables have been
intensively studied our new approach based on a combination of probabilistic and analytical
techniques enables us to derive comprehensive properties and strengthen several results on the
law of these random variables for some classes of Lévy processes that could be found in the lit-
erature. These encompass smoothness for its density, regularity and analytical properties, large
and small asymptotic behaviour, including asymptotic expansions, bounds, and Mellin-Barnes
representations of its successive derivatives. In some cases we also study the weak convergence of
exponential functionals on a finite time horizon when the latter expands to infinity. As a result
of new Wiener-Hopf and infinite product factorizations of the law of the exponential functional
we deliver important intertwining relation between members of the class of positive self-similar
semigroups. Some of the results presented in this paper have been announced in the note [59].
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1. Introduction

The main aim of this work is to develop an in-depth analysis of the solutions to the functional
equation defined for any negative definite function Ψ by

(1.1) MΨ(z + 1) =
−z

Ψ(−z)
MΨ(z)

and valid (at least) on the domain iR \ Z0 (Ψ), where we set Z0 (Ψ) = {z ∈ iR : Ψ(−z) = 0}
and the negative definite functions are defined in (2.1).

The foremost motivation underlying this study is the methodology underpinning an approach
developed by the authors for understanding the spectral decomposition of at least some non-
self-adjoint Markov semigroups. This program has been carried out for a class of generalized
Laguerre semigroups and thereby via a deterministic mapping for an equivalent class of positive
self-similar semigroups, see [61], and this study has revealed that the solutions to the recurrence
equations of type (1.1) play a central role in obtaining and quantitatively characterizing the
spectral representation of the entire class of positive self-similar semigroups. A natural approach
to derive and understand the solution to an equation defined on a subset of iR, in this instance
(1.1), stems from the classical Wiener-Hopf method. It is well-known that for any Ψ ∈ N ,
where N stands for the space of negative definite functions, we have the analytic Wiener-Hopf
factorization

Ψ(z) = −φ+(−z)φ-(z), z ∈ iR,(1.2)

where φ+, φ- ∈ B, that is φ+- are Bernstein functions, see (2.2). Exploiting (1.2) the derivation
and characterization of the solution of (1.1) can be reduced to considering an equation of the
type

(1.3) Wφ(z + 1) = φ(z)Wφ(z), φ ∈ B,
for z ∈ C(0,∞) = {z ∈ C : Re(z) > 0}. In turn the solution to (1.3) can be represented on C(0,∞)

as an infinite Weierstrass product involving φ ∈ B, see [61, Chapter 6]. Here, in Theorem
3.2 we manage to characterize the main properties of Wφ, as a meromorphic function on an
identifiable complex strip via a couple of global parameters pertaining to all φ ∈ B. Also, new
and informative asymptotic representations of Wφ are offered and contained in Theorem 3.3.
From them the asymptotic of Wφ along a + iR can be related to the geometry of the image
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of C(0,∞) via φ ∈ B and in many instances this asymptotic can be precisely computed or well-
estimated as illustrated in Proposition 3.16. All results are reminiscent of the Stirling asymptotic
for the gamma function which solves (1.3) with φ(z) = z. For this purpose we call the functions
Wφ Bernstein-gamma functions. Due to their ubiquitous, albeit often unrecognised, presence in
many theoretical studies they are an important class of special functions. If R+ = (0,∞) the
restriction of (1.3) on R+ has been considered in a larger generality by [73] and for the class of
Bernstein functions by [36]. More information on the literature can be found in Section 3.

These novel results on the general solution of (1.3), that is Wφ, allow for an asymptotic represen-
tation and a complete characterization of the solution of (1.1), that is MΨ, as a meromorphic
function on an identifiable strip, in terms of four global parameters describing the analytical
properties of φ+, φ- and thereby of Ψ as stated by Theorem 2.1. In Theorem 2.5 we also conduct
asymptotic analysis of |MΨ(z)|. We wish to emphasize that (1.2) does not fully reduce the
study of (1.1) to the decoupled investigation of (1.3) for φ+ and φ-. In fact the usage of the
interplay between φ+ and φ- induced by (1.2) is the key to getting sharp and exhaustive results
on the properties ofMΨ as illustrated by (2.16) of Theorem 2.5. The latter gives complete and
quantifiable information as to the rate of polynomial decay of |MΨ(z)| along complex lines of
the type a+ iR, where a is fixed.

As a major application of our results on the solutions of functional equations of the type (1.1) we
develop and present a general and unified study of the exponential functionals of Lévy processes.
To facilitate the discussion of our main motivation, aims and achievements in light of the existing
body of literature we recall that a possibly killed Lévy process ξ = (ξt)t≥0 is a.s. right-continuous,
real-valued stochastic process which possesses stationary and independent increments that is
killed at an independent of itself exponential random variable (time) of parameter q ≥ 0, that
is eq and ξt =∞ for any t ≥ eq. Note that e0 =∞. The law of a possibly killed Lévy process

ξ is characterized via its characteristic exponent, i.e. E
[
ezξt
]

= eΨ(z)t, Ψ ∈ N , and there is a

bijection between the class of possibly killed Lévy processes and N . Denote the exponential
functional of the Lévy process ξ by

IΨ(t) =

∫ t

0
e−ξsds, t ≥ 0,

and its associated perpetuity by

(1.4) IΨ =

∫ ∞
0

e−ξsds =

∫ eq

0
e−ξsds.

Its study has been initiated by Urbanik in [72] and proceeded by M. Yor with various co-authors
[18, 36, 74]. There is also a number of subsequent and intermediate contributions to the study of
these random variables, a small sample of which comprises of [4, 40, 52, 56, 58, 59, 61]. This is due
to the fact that the exponential functionals appear and play a crucial role in various theoretical
and applied contexts such as the spectral theory of some non-reversible Markov semigroups
([60, 61]), the study of random planar maps ([12]), limit theorems of Markov chains ([13]),
positive self-similar Markov processes ([11, 16, 20, 55]), financial and insurance mathematics
([57, 35]), branching processes with immigration ([54]), fragmentation processes ([18]), random
affine equations, perpetuities to name but a few. Starting from [46] it has become gradually
evident that studying the Mellin transform of the exponential functional is the right tool in
many contexts. For particular subclasses, that include and allow the study of the supremum
of the stable process, this transform has been evaluated and sometimes via inversion the law of
exponential functional has been obtained, see [8, 34, 39, 40, 41]. In this paper, as a consequence
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of the detailed study of MΨ and Wφ above, and the fact that whenever IΨ < ∞ the Mellin
transform of IΨ, that is MIΨ , satisfies MIΨ(z) = φ-(0)MΨ(z) at least on Re(z) ∈ (0, 1),
we obtain, refine and complement various results on the law of IΨ. Deriving complete and
quantifiable information on the decay of |MΨ(z)| along complex lines allows us to show that the
law of IΨ is infinitely differentiable unless ξ is a compound Poisson process with strictly positive
drift in which case (2.16) of Theorem 2.5 evaluates the minimum number of smooth derivatives
the law of IΨ possesses. Under no restriction we provide a Mellin-Barnes representation for
the law of IΨ and thereby bounds for the law of IΨ and its derivatives. In Theorem 2.7(4)
and Corollary 2.12 we show that polynomial small asymptotic expansion is possible if and only
if the Lévy process is killed, in which case we obtain explicit evaluation of the terms of this
expansion. In Theorem 2.14 general results on the tail of the law are offered. These include the
computation of the Pareto index for any exponential functional and under Cramer’s condition,
depending on the decay of |MIΨ(z)| and under minute additional requirements, the elucidation
of the tail asymptotic and its extension to the level of the density and its derivatives. The latter
for example immediately recovers the asymptotic behaviour of the density of the supremum of
a stable Lévy process as investigated in [8, 25, 38, 56]. In Theorem 2.19 general results have
also been derived for the law at zero. Finally, when lim

t→∞
IΨ(t) =

∫∞
0 e−ξsds =∞ and under the

celebrated Spitzer’s condition imposed on ξ we establish the weak convergence of P (IΨ(t) ∈ dx)
after proper rescaling in time and space. This result is particularly relevant in the world of
random processes in random environments, where such information strengthens significantly
the results of [44, 51]. We proceed by showing that the Wiener-Hopf type factorization of the
law of IΨ which was proved in [52, 58] under various conditions, holds in fact in complete
generality, see Theorem 2.27 which also contains additional interesting factorizations. By means
of a classical relation between the entrance law of positive self-similar Markov processes and the
law of the exponential functional of Lévy processes, we compute explicitly the Mellin transform
of the former, see Theorem 2.29(1). Moreover, exploiting this relation and the Wiener-Hopf
decomposition of the law of IΨ mentioned earlier, we derive some original intertwining relations
between positive self-similar semigroups, see Theorem 2.29(2).

The outcome of this paper seems to reaffirm the power of complex analytical tools in probability
theory. Even departing from a completely general perspective the Mellin transform is the key
tool for understanding the exponential functional of a Lévy process. The reason for the latter
is the possibility to represent the Mellin transform as a product combination of identifiable
Bernstein-gamma functions and thus access quantifiable information about it as a meromorphic
function and its asymptotic behaviour in a complex strip. However, as it can be most notably
seen in the proofs of Theorem 2.5, Theorem 2.14 and Theorem 2.19, the most precise results
depend on mixing analytical tools with probabilistic techniques and the properties of Lévy
processes.

The paper is structured as follows: Section 2 is dedicated to the main results and their state-
ments; Section 3 introduces and studies in detail the Bernstein-gamma functions; Section 4
considers the proofs of the results related to the functional equation (1.1); Section 5 furnishes
the proofs for the results regarding the exponential functionals of Lévy processes; Section 6 deals
with the factorizations of the law of the exponential functional and the intertwinings between
positive self-similar semigroups; the Appendix provides some additional information on Lévy
processes and results on them that cannot be easily detected in the literature, e.g. the version
of équation amicale inversée for killed Lévy processes.
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2. Main Results

2.1. Wiener-Hopf factorization, Bernstein-Weierstrass representation and asymp-
totic analysis of the solution of (1.1). We start by introducing some notation. We use N for
the set of non-negative integers and the standard notation Ck(K) for the k times differentiable
functions on some complex or real domain K. The space Ck0 (R+) stands for the k times dif-
ferentiable functions which together with their k derivatives vanish at infinity, whereas Ckb (R+)
requires only boundedness. For any z ∈ C set z = |z|ei arg z with the branch of the argument
function defined via the convention arg : C 7→ (−π, π]. For any −∞ ≤ a < b ≤ ∞, we denote
by C(a,b) = {z ∈ C : a < Re(z) < b} and for any a ∈ (−∞,∞) we set Ca = {z ∈ C : Re(z) = a}.
We use A(a,b) for the set of holomorphic functions on C(a,b), whereas if −∞ < a then A[a,b) stands
for the holomorphic functions on C(a,b) that can be extended continuously to Ca. Similarly, we
have the spaces A[a,b] and A(a,b]. Finally, we use M(a,b) for the set of meromorphic functions on

C(a,b). It is well-known that Ψ ∈ N , that is Ψ is a negative definite function, if and only if
Ψ : iR→ C and it admits the following Lévy-Khintchine representation

Ψ(z) =
σ2

2
z2 + cz +

∫ ∞
−∞

(
ezr − 1− zrI{|r|<1}

)
Π(dr)− q,(2.1)

where q ≥ 0, σ2 ≥ 0, c ∈ R, and, the sigma-finite measure Π satisfies the integrability condition∫∞
−∞(1 ∧ r2) Π(dr) <∞. The class of Bernstein functions B consists of all functions φ 6≡ 0 that

can be represented as follows

(2.2) φ(z) = φ(0) + dz +

∫ ∞
0

(
1− e−zy

)
µ(dy) = φ(0) + dz + z

∫ ∞
0

e−zyµ̄ (y) dy, z ∈ C[0,∞),

where C[0,∞) = {z ∈ C : Re(z) ≥ 0}, φ(0) ≥ 0, d ≥ 0, µ is a sigma-finite measure satisfying∫∞
0 (1 ∧ y)µ(dy) < ∞ and µ̄ (y) =

∫∞
y µ(dr), y ≥ 0. With any function φ ∈ B since φ ∈ A[0,∞),

see (2.2), we associate the quantities

uφ = sup {u ≤ 0 : φ(u) = 0} ∈ [−∞, 0](2.3)

aφ = inf {u < 0 : φ ∈ A(u,∞)} ∈ [−∞, 0](2.4)

aφ = max {aφ, uφ} = sup {u ≤ 0 : φ(u) = −∞ or φ(u) = 0} ∈ [−∞, 0] ,(2.5)

which are well defined thanks to the form of φ, see (2.2), and the convention sup ∅ = −∞ and
inf ∅ = 0. Note that φ is a non-zero constant if and only if (iff) aφ = −∞. Indeed, otherwise, if
aφ = −∞ then necessarily from (2.2), lim

a→∞
φ(−a) = −∞. Hence, uφ > −∞ and aφ ∈ (−∞, 0].

For these quantities associated to φ+, φ- in (1.2) for the sake of clarity we drop the subscript φ
and use u+, u-, a+, a-, a+, a-. For φ ∈ B, we write the generalized Weierstrass product

Wφ(z) =
e−γφz

φ(z)

∞∏
k=1

φ(k)

φ(k + z)
e
φ′(k)
φ(k)

z
, z ∈ C(0,∞),

where

γφ = lim
n→∞

(
n∑
k=1

φ′(k)

φ(k)
− log φ(n)

)
∈
[
− lnφ(1),

φ′(1)

φ(1)
− lnφ(1)

]
.

Both Wφ, γφ are known to exist and observe that if φ(z) = z, then Wφ corresponds to the Weier-
strass product representation of the celebrated gamma function Γ, valid on C/{0,−1,−2, . . .},
and γφ is the Euler-Mascheroni constant, see e.g. [43], justifying both the terminology and no-
tation. Note also that when z = n ∈ N then Wφ(n) =

∏n
k=1 φ(k). We are ready to state the
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first of our central results which, for any Ψ ∈ N , provides an explicit representation of MΨ in
terms of generalized Bernstein-gamma functions.

Theorem 2.1. Let Ψ ∈ N and recall that Ψ(z) = −φ+(−z)φ-(z), z ∈ iR. Then, the mapping
MΨ defined by

(2.6) MΨ(z) =
Γ(z)

Wφ+(z)
Wφ-(1− z)

satisfies the recurrence relation (1.1) on iR \ Z0(Ψ) where Z0(Ψ) = {z ∈ iR : Ψ(−z) 6= 0}. Set-
ting aΨ = a+I{a+=0} ≤ 0, we have that

(2.7) MΨ ∈ A(aΨ, 1−a-).

If aΨ = 0, then MΨ extends continuously to iR \ {0} if φ′+(0
+) = ∞ or a+ < 0, and otherwise

MΨ ∈ A[0,1−a-). In any case

(2.8) MΨ ∈ M(a+, 1−a-).

Let a+ ≤ a+ < 0. If u+ = −∞ or −u+ /∈ N then on C(a+,1−a-), MΨ has simple poles at all points
−n such that −n > a+, n ∈ N. Otherwise, on C(a+,1−a-), MΨ has simple poles at all points −n
such that n ∈ N \ {|u+|, |u+| + 1, . . .}. In both cases the residues are of values φ+(0)

∏n
k=1 Ψ(k)
n! at

each of those −n where we apply the convention
∏0
k=1 = 1.

This theorem is proved in Section 4.1.

Remark 2.2. If φ+ ≡ φ-, then, for any z ∈ C(a-∨aΨ,(1−a-)∧(1−aΨ))

(2.9) MΨ(z)MΨ(1− z) =
π

sinπz
,

and hence MΨ

(
1
2

)
=
√
π. Thus, (2.9) is a generalized version of the reflection formula for the

classical gamma function and offers further benefits for the understanding of the behaviour of
MΨ, see e.g. Theorem 2.5(2).

Remark 2.3. In view of the comprehensive asymptotic representation of |Wφ(z)| for any φ ∈ B,
see Theorem 3.3(3.19), (2.6) also provides asymptotic expansion for |MΨ(z)|.

Remark 2.4. We note, from (1.2) and (2.3)-(2.5), that the quantities a+, a-, u+, u-, a+, a- can be
computed from the analytical properties of Ψ. For example, if Ψ /∈ A(u,0) for any u < 0 then

a- = 0. Similarly, if lim
t→∞

ξt = − lim
t→∞

ξt = ∞ a.s. then clearly a- = a+ = 0 as φ+(0) = φ-(0) = 0.

The latter indicates that the ladder height processes of ξ are unkilled, see e.g. [9, Chapetr VI].

In view of the fact that, for any φ ∈ B, Wφ has a Stirling type asymptotic representation,
see Theorem 3.3 below, and (2.6) holds, we proceed with a definition of two classes that will
encapsulate different modes of decay of |MΨ(z)| along complex lines. Put IΨ = (0, 1− a-) and
for any β ∈ [0,∞], we write

N β =

{
Ψ ∈ N : lim

|b|→∞
|b|β−ε |MΨ (a+ ib)| = 0, ∀a ∈ IΨ,∀ε ∈ (0, β)

}
⋂{

Ψ ∈ N : lim
|b|→∞

|b|β+ε |MΨ (a+ ib)| =∞, ∀a ∈ IΨ, ∀ε ∈ (0, β)

}
,

(2.10)
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where if β =∞ we understand

(2.11) N∞ =

{
Ψ ∈ N : lim

|b|→∞
|b|β |MΨ (a+ ib)| = 0, ∀a ∈ IΨ,∀β ≥ 0

}
.

Moreover, for any Θ > 0 we set

(2.12) N (Θ) =

{
Ψ ∈ N : lim

|b|→∞

ln |MΨ (a+ ib)|
|b|

≤ −Θ, ∀a ∈ IΨ

}
.

Finally, we shall also need the set of regularly varying functions at 0. For this purpose we

introduce some more notation. We use in the standard manner f
a∼ g (resp. f

a
= O (g)) for

any a ∈ [−∞,∞], to denote that lim
x→a

f(x)
g(x) = 1 (resp. lim

x→a

∣∣∣f(x)
g(x)

∣∣∣ = C < ∞). The notation o (.)

specifies that in the previous relations the constants are zero. We shall drop the superscripts
if it is explicitly stated or clear that x → a. We say that, for some α ∈ [0, 1), f ∈ RVα ⇐⇒
f(y)

0∼ yα`(y), where ` ∈ SV = RV0 is a slowly varying function, that is, `(cy)
0∼ `(y) for any

c > 0. Furthermore, ` ∈ SV is said to be quasi-monotone, if ` is of bounded variation in a
neighbourhood of zero and for any γ > 0

(2.13)

∫ x

0
yγ |d`(y)| 0

= O (xγ`(x)) .

With this notion we set

Rα =

{
f ∈ RVα : y 7→ `(y) =

f(y)

yα
is quasi-monotone

}
and define, after recalling that µ̄(y) =

∫∞
y µ(dr), see (2.2),

(2.14) BRα = {φ ∈ B : d = 0 and µ̄ ∈ Rα} .
Next, we define the class of Bernstein functions with a positive drift that is

(2.15) BP = {φ ∈ B : d > 0} .
Finally, we denote by µ+, µ- the measures associated to φ+, φ- ∈ B stemming from (1.2) and
Π+(dy) = Π(dy)I{y>0},Π-(dy) = Π(−dy)I{y>0} for the measure in (2.1). Finally, f(x±) will
stand throughout for the right, respectively left, limit at x. We provide an exhaustive claim
concerning the decay of |MΨ| along complex lines.

Theorem 2.5. Let Ψ ∈ N .

(1) Ψ ∈ N NΨ with

NΨ =

{
υ-(0+)

φ-(0)+µ̄-(0) + φ+(0)+µ̄+(0)
d+

<∞ if d+ > 0, d- = 0 and Π(0) =
∫∞
−∞Π(dy) <∞,

∞ otherwise,
(2.16)

where we have used implicitly the fact that if d+ > 0 holds then µ-(dy) = υ-(y)dyI{y>0}
with υ- ∈ C ([0,∞)).

(2) Moreover, if φ- ∈ BP , that is d- > 0, or arg φ+ ≡ arg φ- then Ψ ∈ N
(
π
2

)
. If φ- ∈ BRα or

φ+ ∈ BR1−α, with α ∈ (0, 1), see (2.14) for the definition of regularly varying functions,

then Ψ ∈ N
(
π
2α
)
. Finally, if Θ+- = π

2 + Θφ- −Θφ+ > 0, where Θφ = lim
b→∞

∫ |b|
0 arg φ(1+iu)du

|b|

and Θφ = lim
b→∞

∫ |b|
0 arg φ(1+iu)du

|b| , then Ψ ∈ N
(
Θ+-

)
.
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This theorem is proved in Section 4.2.

Remark 2.6. It is known from [24, Chapter V, (5.3.11)] when Ψ(0) = 0 and Proposition B.1 in
generality that in (2.16) υ- (0+) =

∫∞
0 u+(y)Π-(dy), where u+ is the potential density discussed

prior to Proposition 4.3. This formula also shows that in this case υ- (0+) ∈ [0,∞) and thus
NΨ ∈ (0,∞).

2.2. Exponential functional of Lévy processes. We introduce the subclasses of N

(2.17) N =
{

Ψ ∈ N : Ψ(z) = −φ+(−z)φ-(z), z ∈ iR, with φ-(0) > 0
}

and

(2.18) N† =
{

Ψ ∈ N : Ψ(0) = −φ+(0)φ-(0) = −q < 0
}
⊆ N .

We note that

(2.19) IΨ =

∫ eq

0
e−ξsds <∞ a.s. ⇐⇒ Ψ ∈ N ⇐⇒ φ-(0) > 0,

which is evident when q = −Ψ(0) > 0 and is due to the strong law of large numbers when q = 0.
The latter includes the case E

[
ξ1I{ξ1>0}

]
= E

[
−ξ1I{ξ1<0}

]
= ∞ but yet a.s. lim

t→∞
ξt = ∞. For

an analytical criterion for the validity of the latter there is the celebrated Erickson’s test, see
[24, Section 6.7]. Let us write for any x ≥ 0,

FΨ(x) = P(IΨ ≤ x).

From [14], we know that the law of IΨ is absolute continuous with a density denoted by fΨ,

i.e. F
(1)
Ψ (x) = fΨ(x) a.e.. Introduce the Mellin transform of the positive random variable IΨ

denoted formally, for some z ∈ C, as follows

MIΨ(z) = E
[
Iz−1

Ψ

]
=

∫ ∞
0

xz−1fΨ(x)dx.(2.20)

We also use the ceiling function d.e : [0,∞) 7→ N, that is dxe = min {n ∈ N : n > x}.

2.2.1. Regularity, analyticity and representations of the density and its successive derivatives.
We start our results on the exponential functional of Lévy processes by providing a result that
can be regarded as a corollary to Theorem 2.5.

Theorem 2.7. Let Ψ ∈ N .

(1) We have

(2.21) MIΨ(z) = φ-(0)MΨ(z) = φ-(0)
Γ(z)

Wφ+(z)
Wφ-(1− z) ∈ A(a+I{a+=0}, 1−a-) ∩ M(a+, 1−a-)

and MIΨ satisfies the recurrence relation (1.1) at least on iR \ Z0 (Ψ).

(2) If φ- ≡ 1 then Supp IΨ =
[
0, 1

d+

]
, unless φ+(z) = d+z, d+ ∈ (0,∞), in which case

Supp IΨ =
{

1
d+

}
and if φ- 6≡ 1 and φ+(z) = z then Supp IΨ =

[
1

φ-(∞) ,∞
]
, where we

use the convention that 1
∞ = 0. In all other cases Supp IΨ = [0,∞].
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(3) FΨ ∈ C
dNΨe−1
0 (R+) and if NΨ > 1 (resp. NΨ > 1

2) for any n = 0, . . . , dNΨe − 2 and

a ∈
(
a+I{a+=0}, 1− a-

)
,

(2.22) f
(n)
Ψ (x) = (−1)n

φ-(0)

2πi

∫ a+i∞

a−i∞
x−z−n

Γ (z + 1)

Γ (z + 1− n)
MΨ(z)dz,

where the integral is absolutely convergent for any x > 0 (resp. is defined in the L2-sense,
as in the book of Titchmarsh [70]).

(4) Let Ψ ∈ N†, i.e. Ψ(0) = −q < 0 and let N+ = |u+| I{|u+|∈N} + (d|a+|+ 1e) I{|u+|/∈N}. Then,
we have, for any 0 ≤ n < NΨ, any N 3 M < N+, a ∈ ((−M − 1) ∨ (a+ − 1) ,−M) and
x > 0,

(2.23)

F
(n)
Ψ (x) = q

M∑
k=1∨n

WΨ(k − 1)

(k − n)!
xk−n + (−1)n+1 φ-(0)

2πi

∫ a+i∞

a−i∞
x−z

Γ (z)

Γ (z + 1− n)
MΨ(z + 1)dz,

where, by analogy to the notation above, we have set WΨ(k − 1) =
∏k−1
j=1 Ψ (j), and by

convention
∏0

1 = 1 and the sum vanishes if 1 ∨ n > M .

(5) If Ψ ∈ N (Θ) ∩ N , Θ ∈ (0, π], then fΨ is in fact even holomorphic in the sector
C (Θ) = {z ∈ C : |arg z| < Θ}.

This theorem is proved in Section 5.

Remark 2.8. Item (3) confirms the conjecture that fΨ ∈ C∞0 (R+) if there is an infinite activity
in the underlying Lévy process, that is, when either σ2 > 0 and/or

∫∞
−∞Π(dy) = ∞ in (2.1).

Indeed, from Theorem 2.5(1), under each of these conditions in any case, Ψ ∈ N∞ ∩ N =
N∞. The surprising fact is that Ψ ∈ N∞ and hence fΨ ∈ C∞0 (R+) even when the possibly
killed underlying Lévy process is a pure compound Poisson process or it is a compound Poisson
process with a negative drift, that is φ- ∈ BP , whereas if φ+ ∈ BP then we only know that
Ψ ∈ NNΨ , NΨ < ∞. Finally, if φ- ≡ 1, φ+(z) = q + z, q > 0, then ξt = t is killed at rate q
and FΨ(x) = 1 − (1− x)q , x ∈ (0, 1), which since NΨ = q, see (2.16), confirms that the claim

FΨ ∈ C
dNΨe−1
0 (R+) is sharp unless q ∈ N.

Remark 2.9. Let φ+(z) = z ∈ BP and φ-(0) > 0 so that Ψ(z) = zφ-(z) ∈ N . Then IΨ =∫∞
0 e−ξtdt is a self-decomposable random variable, see [61, Chapter 5]. The rate of decay of the

Fourier transform of IΨ has been computed as λ in the notation of [67]. One can check that
λ = NΨ. For all exponential functionals this work establishes and evaluates in terms of NΨ the
properties pertaining to the specific case of self-decomposable random variables IΨ related to
Ψ(z) = zφ-(z) ∈ N modulo to the discussion of whether and how precisely the smoothness of
FΨ breaks down at the dNΨe-derivative.

Remark 2.10. Note that if a+ = 0, (2.21) combined with MIΨ(z) = E
[
Iz−1

Ψ

]
, see (2.20), and

Theorem3.2(4) evaluates all negative moments IΨ up to order −1+a+. This recovers and extends
the computation of [17, Proposition 2], which deals with the entire negative moments of IΨ when
E [ξ1] = Ψ′ (0+) ∈ (0,∞).

Remark 2.11. If a- < 0 then it can be verified from (2.21) that MIΨ is the unique solution on
the domain C(0,−a-) of the functional equation (1.1), derived for the case Ψ ∈ N \ N†, that is

q = 0, in [46] and when Ψ ∈ N in [4]. If q = 0 and Ψ′ (0+) ∈ (0,∞) then according to Theorem
2.1, MIΨ ∈ A[0,1] and again (2.21) is a solution to (1.1) which in this case holds only on iR.
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Many theoretical papers on exponential functionals of Lévy processes depend on (1.1) for MIΨ
to hold on a strip and on the availability of an explicit form of Ψ, e.g. [35, 41], to derive an
expression for MIΨ . Here, (2.21) provides an immediate representation of MIΨ in terms of
Bernstein-gamma functions.

Item (4) of Theorem 2.7 can be refined as follows.

Corollary 2.12. Let Ψ ∈ N†, |a+| =∞ and −u+ /∈ N. Then

F (x) ≈ q
∞∑
k=1

WΨ(k − 1)

k!
xk

is the asymptotic expansion of FΨ at zero, that is, for any N ∈ N, F (x)− q
∑N

k=1
WΨ(k−1)

k! xk
0
=

o
(
xN
)
. The asymptotic expansion cannot be a convergent series for any x > 0 unless φ+ ≡ 1

or φ+(z) = φ+(0) + d+ and φ-(∞) < ∞ and then in the first case it converges for x < 1
d-

and

diverges for x > 1
d-

, and in the second it converges for x < 1
d+φ-(∞) and diverges for x > 1

d+φ-(∞) .

Remark 2.13. When φ+ ≡ 1 it is well-known from [58, Corollary 1.3] and implicitly from [53]
that the asymptotic expansion is convergent if and only if x < 1

d+
.

2.2.2. Large asymptotic behaviour of the distribution and its successive derivatives. We proceed
by discussing the large asymptotic of the law and the density of IΨ in the general setting. For
this purpose we introduce the well-known in the literature non-lattice subclass of B and N . Let,
for some a ∈ R,

(2.24) Za (Ψ) = {z ∈ Ca : Ψ(z) = 0} = {z ∈ Ca : Ψ(z) = 0} ,

where the latter identity follows easily from Ψ(z) = Ψ(z), see (2.1), and clearly for a = 0
Z0 (Ψ) = {z ∈ iR : Ψ(z) = 0} = {z ∈ iR : Ψ(−z) = 0}. Then for any Ψ ∈ N , φ ∈ B set Ψ](z) =
Ψ(z)−Ψ(0) ∈ N \ N† and φ](z) = φ(z)− φ(0) ∈ B \ B†, where B† = {φ ∈ B : φ(0) > 0}. Then
the non-lattice subclass is defined as follows

Ψ ∈ NZ ⇐⇒ Z0

(
Ψ]
)

= {0}

with identical definition and meaning for BZ . We note that we use the terminology non-lattice
class since the underlying Lévy processes does not live on a sublattice of R, e.g. if Ψ ∈ NZ then
the support of the distribution of the underlying Lévy process ξ is either R or R+. It is easily
seen that Ψ ∈ NZ ⇐⇒ φ- ∈ BZ and φ+ ∈ BZ , see (1.2). Next, if u- ∈ (−∞, 0), see (2.3), we
introduce the weak non-lattice class as follows

Ψ ∈ NW ⇐⇒ u- ∈ (−∞, 0) and ∃ k ∈ N such that lim
|b|→∞

|b|k |Ψ (u- + ib)| > 0

⇐⇒ u- ∈ (−∞, 0) and ∃ k ∈ N such that lim
|b|→∞

|b|k |φ- (u- + ib)| > 0.
(2.25)

We note that the weak non-lattice class seems not to have been introduced in the literature yet.
Clearly, N \ NZ ⊆ N \ NW since Ψ] ∈ N \ NZ vanishes on

{
k ∈ N : 2πi

h

}
, where h > 0 is the

span of the lattice that supports the distribution of the unkilled Lévy process ξ]. We phrase our
first main result which virtually encompasses all exponential functionals. We write throughout
FΨ(x) = 1− FΨ(x) for the tail of IΨ.

Theorem 2.14. Let Ψ ∈ N .
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(1) If |a-| < ∞ (resp. |a-| = ∞, that is −Ψ(−z) = φ+(z) ∈ B), then for any d < |a-| < d
(resp. d <∞), we have that

lim
x→∞

xd FΨ(x) = 0,(2.26)

lim
x→∞

xd FΨ(x) =∞.(2.27)

Therefore, in all cases,

lim
x→∞

logFΨ(x)

log x
= a-.(2.28)

(2) If in addition Ψ ∈ NZ , a- = u- < 0 and
∣∣Ψ′ (u+

-

)∣∣ <∞ then

(2.29) FΨ(x)
∞∼
φ-(0)Γ (−u-)Wφ- (1 + u-)

φ′-
(
u+
-

)
Wφ+ (1− u-)

xu- .

Moreover, if Ψ ∈ N∞ ∩ NW (resp. Ψ ∈ NNΨ , NΨ < ∞) then for every n ∈ N (resp. n ≤
dNΨe − 2)

(2.30) f
(n)
Ψ (x)

∞∼ (−1)n
φ-(0)Γ (n+ 1− u-)Wφ- (1 + u-)

φ′-
(
u+
-

)
Wφ+ (1− u-)

x−n−1+u- .

This theorem is proved in Section 5.5.

Remark 2.15. When Ψ ∈ NZ , a- = u- < 0 and
∣∣Ψ′ (u+

-

)∣∣ < ∞, whose collective validity is
referred to as the Cramer condition for the underlying Lévy process, it is well-known that
lim
x→∞

x−u-FΨ(x) = C > 0, see [65, Lemma 4], that is (2.29) holds. Here, we evaluate explicitly

C too. We emphasize that the ability to refine the tail result to densities at the expense of
the minute requirement Ψ ∈ NW comes from the representation (2.21), which measurably and
almost invariably ensures fast decay of |MIΨ | along imaginary lines, see Theorem 2.5(2.16).
This decay given by (2.16) can be extended to the line C1−u- only when Ψ ∈ NW . We stress
that the latter requirement is not needed for FΨ(x) since it is non-increasing and one can apply
the general and powerful Wiener-Ikehara theorem. Note that a good decay is never available

for the quantity E
[
e−zξ∞

]
= φ-(0)/φ-(−z), z ∈ C0, where ξ∞ = infs≥0 ξs, and therefore for the

tail P
(
ξ∞ > x

)
, since then |φ-(z)|

∞∼ d-|z|+ o (|z|), see Proposition 3.14(3).

Remark 2.16. The claim of item (1) is general. It is again a result of the decay |MIΨ | along
complex lines and a monotone probabilistic approximation with Lévy processes that fall within
the setting of item (2). Relation (2.28) is a strengthening of [4, Lemma 2] in that it quantifies
precisely and estimates from below by −∞ the rate of the power decay of FΨ(x) as x → ∞.
Since IΨ is also a perpetuity with thin tails, see [31], we provide very precise estimates for the
tail behaviour of this class of perpetuities.

Remark 2.17. Note that in item (1) the case −Ψ(−z) = φ+(z) ∈ B, see (1.2), corresponds to
the Lévy process ξ behind Ψ being a possibly killed subordinator. This assumption is lacking
in item (2) because the existence of −u- ∈ (0,∞) precludes the case −Ψ(−z) = φ+(z).

Remark 2.18. Since the supremum of a stable Lévy process can be related to a specific expo-
nential functional for which (2.30) is valid then our result recovers the mains statements about
the asymptotic of the density of the supremum of a Lévy process and its derivatives that appear
in [25, 38].
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Under specific conditions, see [56, 58] for the class of (possibly killed) spectrally negative Lévy
processes and [38, 40] for some special instances, the density fΨ can be expanded into a converg-
ing series. This is achieved by a subtle pushing to infinity of the contour of the Mellin inversion
when the analytic extensionMIΨ ∈ M(0,∞) is available. Our Theorem 2.5, which ensures a priori
knowledge for the decay of |MIΨ(z)|, allows for various asymptotic expansions or evaluation of
the speed of convergence of fΨ at infinity as long as Ψ ∈ NW and MIΨ extends analytically to
the right of C1−u- . However, for sake of generality, we leave aside the study of some additional
examples.

2.2.3. Small asymptotic behaviour of the distribution and its successive derivatives. We proceed
with the small asymptotic behaviour.

Theorem 2.19. Let Ψ ∈ N then

(2.31) lim
x→0

FΨ(x)

x
= −Ψ(0)

with fΨ(0+) = Ψ(0). Hence, if fΨ is continuous at zero or Ψ ∈ NNΨ with NΨ > 1, we have that

(2.32) lim
x→0

fΨ(x) = fΨ(0) = −Ψ(0).

This theorem is proved in Section 5.6.

Remark 2.20. We stress that (2.31) when Ψ(0) < 0 has appeared in [4, Theorem 7(i)] but
its proof is essentially based on the non-trivial [53, Theorem 2.5]. Our proof is analytic and
confirms our intuition that the function Wφ on which all quantities are based is good enough to
be thoroughly investigated from analytical perspective and yield results for the random variables
whose Mellin transforms it represents. We note that (2.32) is a new result for general exponential
functionals IΨ. For exponential functionals based on an increasing Lévy process it has already
appeared in [53, Theorem 2.5] without any assumptions. This can be deducted from (2.31) if
we additionally know that fΨ is continuous at zero. When NΨ ≤ 1 we know from Theorem
2.5(2.16) that µ̄+ (0) ≤ d+ < ∞ and then it is a trivial exercise to prove from the functional
equation for fΨ in [53, Theorem 2.4], that fΨ is continuous at zero and henceforth (2.31) yields
fΨ(0) = −Ψ(0).

Remark 2.21. Denote by N− = {Ψ ∈ N : φ+(z) = φ+(0) + d+z} the class of the so-called spec-
trally negative Lévy processes, that is Lévy processes that do not jump upwards and assume
that φ+(0) = 0. Then Ψ (z) = zφ-(z) and if φ- (∞) = ∞ the small-time asymptotic of fΨ and
its derivatives, according to [61] reads off with ϕ- such that φ-(ϕ-(u)) = u as follows

(2.33) f
(n)
Ψ (x)

0∼
Cφ-φ-(0)√

2π

ϕn-
(

1
x

)
xn

√
ϕ′-

(
1

x

)
e
−
∫ 1
x
φ-(0)

ϕ-(r)
dr
r .

If φ- (∞) <∞ then according to Theorem 2.7(2) we have that Supp fΨ ∈
[

1
φ-(∞) ,∞

)
. Compar-

ing the small asymptotic behaviour of fΨ in (2.33) with the one in (2.32) reveals that a simple
killing of the underlying Lévy process leads to a dramatic change.

2.2.4. Finiteness of negative moments and asymptotic behaviour for the exponential functionals
on a finite time horizon. For any Ψ ∈ N and t ≥ 0 let

IΨ(t) =

∫ t

0
e−ξsds.
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We have the following claim which furnishes necessary and sufficient conditions for finiteness of
negative moments of IΨ(t).

Theorem 2.22. Let Ψ ∈ N \ N†. Then, for any t > 0,

E
[
I−aΨ (t)

]
<∞ ⇐= a ∈ (0, 1− a+)(2.34)

E
[
I−1+a+

Ψ (t)
]
<∞ ⇐⇒ |Ψ (−a+)| <∞ ⇐⇒ |φ+(a+)| <∞(2.35)

E
[
I−1

Ψ (t)
]
<∞ ⇐⇒

∣∣Ψ′(0+)
∣∣ <∞(2.36)

E
[
I−aΨ (t)

]
=∞ ⇐= a > 1− a+.(2.37)

Finally, we have that for any a ∈ (0, 1− a+)

(2.38) lim
t→0

taE
[
I−aΨ (t)

]
= 1.

This theorem is proved in Section 5.7

Remark 2.23. Some results as to the finiteness of E
[
I−aΨ (t)

]
appear in the recent preprint [51]

but the authors limit their attention on the range a ∈ (0,−a+) which is substantially easier to
prove via the relation (5.32).

Next, we consider the case

(2.39) N c =
{

Ψ ∈ N : φ-(0) = 0
}

= N \N ,
that is all conservative Lévy processes such that lim

t→∞
ξt = −∞ a.s. and thus N c ∩ N† = ∅. In

the setting of the next claim for any Ψ ∈ N c we use superscript r for Ψr(z) = Ψ(z) − r =
−φr+(−z)φr-(z) and all related quantities. Recall that RVα stands for the class of regularly
varying functions of index α ∈ R at zero. Then the following result elucidates the behaviour of
the measures P (IΨ(t) ∈ dx) as t→∞ in quite a general framework.

Theorem 2.24. Let Ψ ∈ N c.

(1) Then for any a ∈ (a+ − 1, 0) such that −a /∈ N we get for any x > 0, any N 3 n < 1− a+
and any a ∈ (n,max {n+ 1, 1− a+})

e− 1

e
lim
t→∞

P (IΨ(t) ≤ x)

κ-(
1
t )

≤ φ+(0)

n∧N+∑
k=1

|WΨ(k − 1)|
k!

xk +
xa

2π

∫ ∞
−∞

|MΨ(−a+ 1 + ib)|√
a2 + b2

db,(2.40)

where κ-(
1
t ) = φ

1
t
- (0), N+ = |u+| I{|u+|∈N} + (d|a+|+ 1e) I{|u+|/∈N}, WΨ(k − 1) =

∏k−1
j=1 Ψ (j)

and we use the convention
∑0

1 = 0.

(2) Let now − lim
t→∞

ξt = lim
t→∞

ξt =∞ a.s. or alternatively φ+(0) = φ-(0) = 0 and assume also

that lim
t→∞

P (ξt < 0) = ρ ∈ [0, 1), that is the celebrated Spitzer’s condition holds. Then

κ-(r) = φr-(0) ∈ RVρ and for any a ∈ (0, 1− a+) and any f ∈ Cb(R+)

(2.41) lim
t→∞

E
[
I−aΨ (t)f (IΨ(t))

]
κ-(

1
t )

=

∫ ∞
0

f(x)ϑa(dx),

where ϑa is a finite positive measure on (0,∞) such that for any c ∈ (a− 1 + a+, 0) and
x > 0

(2.42) ϑa(0, x) = − x−c

2πΓ (1− ρ)

∫ ∞
−∞

x−ib
MΨ (c+ 1− a+ ib)

c+ ib
db
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and

(2.43) ϑa
(
R+
)

=
1

Γ (1− ρ)

Γ(1− a)

Wφ+(1− a)
Wφ- (a) .

This theorem is proved in Section 5.8.

Remark 2.25. Note that if E [ξ1] = 0, E
[
ξ2

1

]
< ∞ then we have that κ-(r)

0∼ Cr
1
2 and C can

be elucidated to a degree from the Fristed’s formula, [9, Chapter VI], which evaluates κ-(r).
Therefore, if f(x) = x−af1(x) with a ∈ (0, 1− a+) and f1 ∈ Cb (R+) then lim

t→∞
C
√
tE [f(It)] =∫∞

0 f1(x)ϑa(dx). This result has been at the core of two recent preprints which deal with the
large temporal asymptotic behaviour of extinction and explosion probabilities of continuous
state branching processes in Lévy random environment, see [44, 51]. However, there the authors
need to impose some stringent restrictions such as f being ultimately non-increasing and of a
specific form, and the Lévy process ξ to have some two-sided exponential moments. Thus, our
Theorem 2.24 can significantly extend the aforementioned results of [44, 51] and furnish new
ones when E

[
ξ2

1

]
=∞ and lim

t→∞
P (ξt < 0) = ρ ∈ [0, 1).

Remark 2.26. The main reason and necessity behind the imposition of additional conditions in
[44, 51] seem to be due to the fact that the results are obtained through discretization of ξ and
then either by reduction to more general results on specific random sums, see [51], or through
reduction to a similar problem for random walks, see [44]. We refer to [1, 37] for the results in
the random walk scenario.

2.3. Intertwining relations of self-similar semigroups and factorization of laws. By
Mellin identification, we obtain as a straightforward consequence of the representation (2.21),
the following probabilistic factorizations of the distribution of the exponential functional.

Theorem 2.27. For any Ψ ∈ N , the following multiplicative Wiener-Hopf factorizations of the
exponential functional hold

IΨ
d
= Iφ+ ×Xφ-

d
=

∞⊗
k=0

(CkBkXΨ ×B−kYΨ) ,(2.44)

where × stands for the product of independent random variables. The law of the positive variables
XΨ, YΨ are given by

P (XΨ ∈ dx) =
1

φ+(1)
(µ̄+(− lnx)dx+ φ+(0)dx+ d+δ1(dx)) , x ∈ (0, 1)

P (YΨ ∈ dx) = φ-(0)Υ-(dx), x > 1
(2.45)

where Υ-(dv) = U- (d ln(v)) , v > 1 is the image of the potential measure U- by the mapping
y 7→ ln y,

C0 = e
γφ++γφ-−γ+1−φ

′
+(1)

φ+(1) , Ck = e
1
k+1
−φ
′
+(k+1)

φ+(k+1)
−φ
′
-(k)

φ-(k) , k = 1, 2, . . . ,

where γ is the Euler-Mascheroni constant, and for integer k,BkX is the variable defined by

E [f(BkX)] =
E
[
Xkf(X)

]
E[Xk]

.

Remark 2.28. Note that the first factorization in (2.44) is proved in [52, 58] under the assump-
tions Π(dx)I{x>0} = π+(x)dx and π+ is non-decreasing on R+ with the stronger relation Xφ- = Iψ
with ψ(z) = zφ-(z) ∈ N−. It has been announced in generality in [59] and building on it in [4]
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the authors derive a new three term factorization of IΨ. The second factorization of (2.44) is
new in such generality. When Ψ(z) = −φ+(−z) ∈ B that is ξ is a subordinator then (2.44) is
contained in [2, Theorem 3]. For the class of meromorphic Lévy processes, IΨ has been factorized
in an infinite product of independent Beta random variables, see e.g. [35].

Next, we discuss some immediate results for the positive self-similar Markov process whose
semigroups we call for brevity the positive self-similar semigroups and denote by KΨ =

(
KΨ
t

)
t≥0

.

The dependence on Ψ ∈ N is due to the celebrated Lamperti transformation which identifies a
bijection between the positive self-similar semigroups and N , see [42]. We recall that for some
α > 0, any f ∈ C0 ([0,∞)) and any x, c > 0, KΨ

t f(cx) = KΨ
c−αtdcf(x), where dcf(x) = f(cx) is

the dilatation operator. Without loss of generality we consider α = 1 and we introduce the set
Nm = {Ψ ∈ N : q = 0, φ′+(0

+) <∞, Z0(Ψ) = {0}}. From (1.2), (2.17) and Theorem 3.2(2) it is
clear that from probabilistic perspective the class Nm stands for the conservative Lévy processes
that do not live on a lattice which either drift to infinity and possess finite positive mean or
oscillate but the ascending ladder height process has a finite mean, that is φ′+ (0+) < ∞. It
is well-known from [15] that Ψ ∈ Nm if and only if KΨ possesses an entrance law from zero.
More specifically, there exists a family of probability measures νΨ =

(
νΨ
t

)
t>0

such that for any

f ∈ C0 ([0,∞)) and any t, s > 0, νΨ
t+sf =

∫∞
0 f(x)νΨ

t+s(dx) =
∫∞

0 KΨ
s f(x)νΨ

t (dx) = νΨ
t K

Ψ
s f . We

denote by VΨ the random variable whose law is νΨ
1 .

Theorem 2.29. Let Ψ ∈ Nm.

(1) Then the Mellin transform MVΨ
of VΨ is the unique solution to the following functional

equation with initial condition MVΨ
(1) = 1

(2.46) MVΨ
(z + 1) =

Ψ(z)

z
MVΨ

(z), z ∈ C(a-,1),

and admits the representation

(2.47) MVΨ
(z) =

1

φ′+(0+)

Γ(1− z)
Wφ+(1− z)

Wφ-(z), z ∈ C(a-,1).

(2) Let in addition Π(dx)I{x>0} = π+(x)dx, with π+ non-increasing on R+, see (2.1). Then
Λφ+f(x) = E [f (xVφ+)] is a continuous linear operator from C0 ([0,∞)), endowed with the
uniform topology, into itself and we have the following intertwining identity on C0 ([0,∞))

(2.48) Kψ
t Λφ+f = Λφ+K

Ψ
t f, t ≥ 0,

where ψ(z) = zφ-(z) ∈ N .

This theorem is proved in Section 6.2.

Remark 2.30. The literature on intertwining of Markov semigroups is very rich and reveals that
it is useful in a variety of contexts, see e.g. Diaconis and Fill [23] in relation with strong uniform
times, by Carmona, Petit and Yor [21] in relation to the so-called selfsimilar saw tooth-processes,
by Borodin and Corwin [19] in the context of Macdonald processes, by Pal and Shkolnikov [50] for
linking diffusion operators, and, by Patie and Simon [63] to relate classical fractional operators.
In this direction, it seems that the family of intertwining relations (2.48) are the first instances
involving a Markov processes with two-sided jumps.
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Remark 2.31. More recently, this type of commutation relations have proved to be a natural
concept in some new developments of spectral theory. We refer to the work of Miclo [47] where it
is shown that the notions of isospectrality and intertwining of some self-adjoint Markov operators
are equivalent leading to an alternative view of the work of Bérard [5] on isospectral compact
Riemanian manifolds, see also Arendt et al. [3] for similar developments that enable them to
provide counterexamples to the famous Kac’s problem. Intertwining is also the central idea in
the recent works from the authors [60, 61] on the spectral analysis of classes of non-self-adjoint
and non-local Markov semigroups. We also emphasize that the intertwining relation (2.48) and
more generally the analytical properties of the solution of the recurrence equation (1.1) presented
in this paper are critical in the spectral theory of the entire class of positive self-similar Markov
semigroups developed in [62].

3. The class of Bernstein-Gamma functions

Perhaps the most celebrated special function is the gamma function Γ introduced by Euler in
[28]. Amongst its various properties is the fact that it satisfies the recurrence equation

(3.1) Γ (z + 1) = zΓ(z), Γ(1) = 1,

valid on C\N−. For example, the relation (3.1) allows for the derivation of both the Weierstrass
product representation of Γ(z) and the precise Stirling asymptotic expression for the behaviour
of the gamma function as |z| → ∞ which are given respectively by

Γ(z) =
e−γz

z

∞∏
k=1

k

k + z
e

1
k
z,

Γ(z) =
√

2πez log z−z− 1
2

log z

(
1 + O

(
1

z

))
,(3.2)

where γ = lim
n→∞

(∑n
k=1

1
k − lnn

)
is the Euler-Mascheroni constant, see e.g. [43]. Recall from

(2.2) that φ ∈ B if and only if φ 6≡ 0 and, for z ∈ C[0,∞),

(3.3) φ(z) = φ(0) + dz +

∫ ∞
0

(
1− e−zy

)
µ(dy) = φ(0) + dz + z

∫ ∞
0

e−zyµ̄(y)dy,

φ(0) ≥ 0, d ≥ 0 and µ is a sigma-finite measure satisfying
∫∞

0 (1 ∧ y)µ(dy) <∞. Also here and

hereafter we denote the tail of a measure λ by λ̄(x) =
∫∞
|y|≥x λ(dy), provided it exists. Due to

its importance the class B has been studied extensively in several monographs and papers, see
e.g. [61, 68]. Here, we use it to introduce the class of Bernstein-gamma functions denoted by
WB, which appear in any main result above.

Definition 3.1. We say that Wφ ∈ WB if and only if for some φ ∈ B
(3.4) Wφ (z + 1) = φ(z)Wφ (z) , Re(z) > 0; Wφ (1) = 1;

and there exists a positive random variable Yφ such that Wφ (z + 1) = E
[
Y z
φ

]
, Re(z) ≥ 0.

Note that when, in (3.3), φ(z) = z ∈ B then Wφ boils down to the gamma function with Yφ a
standard exponential random variable. This yields to the well known integral representation of
the gamma function Γ(z) =

∫∞
0 xz−1e−xdx valid on Re(z) > 0. The functions Wφ ∈ WB have

already appeared explicitly, see [2, 36, 59, 61] or implicitly, [18, 46] in the literature. However,
with the exception of [61, Chapter 6] we are not aware of other studies that focus on the
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understanding of Wφ as a holomorphic function on the complex half-plane C(0,∞). The latter
is of significant importance at least for the following reasons. First, the class WB arises in the
spectral study of Markov semigroups and the quantification of its analytic properties in terms
of φ ∈ B virtually opens the door to obtaining explicit information about most of the spectral
objects and quantities of interest, see [61]. Then, the class WB appears in the full explicit
description of MΨ and hence of MIΨ , see (2.6), and thus the understanding of its analytic
properties yields detailed information about the law of those exponential functionals. Also, the
class WB contains some well-known special functions, e.g. the Barnes-gamma function and the
q-gamma function related to the q-calculus, see [10, 22], [61, Remark 6.4], and the derivation
of the analytic properties of WB in general will render many special computations and efforts
to direct application of the results concerning the functions comprising WB. Equations of the
type (3.4) have been considered on R+ in greater generality. For example when φ is merely a
log-concave function on R+, Webster [73] has provided comprehensive results on the solution
to (3.4), which we use readily throughout this work when possible since φ ∈ B is a log-concave
function on R+ itself.

In this Section, we start by stating the main results of our work concerning the class WB and
postpone their proofs to the subsections 3.1-3.7. In particular, we derive and state represen-
tations, asymptotic and analytical properties of Wφ. To do so we introduce some notation.
Similarly to (2.24) for Ψ, we write and have, for any a ≥ aφ,

(3.5) Za(φ) = {z ∈ Ca : φ(z) = 0} = {z ∈ Ca : φ(z) = 0}
and as in (2.3), (2.4) and (2.5),

uφ = sup {u ≤ 0 : φ(u) = 0} ∈ [−∞, 0](3.6)

aφ = inf {u < 0 : φ ∈ A(u,∞)} ∈ [−∞, 0](3.7)

aφ = max {aφ, uφ} = sup {u ≤ 0 : φ(u) = −∞ or φ(u) = 0} ∈ [−∞, 0] .(3.8)

The next theorem contains some easy but very useful results which stem from the existing
literature. Before we state them we recall from [61, Chapter 6] that the class B is in bijection
with WB via the absolutely convergent product on (at least) C(0,∞)

(3.9) Wφ (z) =
e−γφz

φ(z)

∞∏
k=1

φ(k)

φ (k + z)
e
φ′(k)
φ(k)

z
,

where

(3.10) γφ = lim
n→∞

(
n∑
k=1

φ′(k)

φ(k)
− lnφ(n)

)
∈
[
− lnφ(1),

φ′(1)

φ(1)
− lnφ(1)

]
.

Theorem 3.2. Let φ ∈ B.

(1) Wφ ∈ A(aφ,∞) ∩ M(aφ,∞) and Wφ is zero-free on C(aφ,∞). If φ(0) > 0 then Wφ ∈ A[0,∞)

and Wφ is zero-free on C[0,∞). If φ(0) = 0 (resp. φ(0) = 0 and φ′(0+) < ∞) then Wφ

(resp. z 7→Wφ (z)− 1
φ′(0+)z

) extends continuously to iR\Z0(φ) (resp. (iR \ Z0(φ))∪{0})
and if z ∈ Z0(φ) then lim

Re(z)≥0
z→z

φ(z)Wφ (z) = Wφ (z + 1) .

(2) There exists z ∈ Z0(φ) with z 6= 0 if and only if φ(0) = d = 0 and µ =
∑∞

n=0 cnδh̄kn with∑∞
n=1 cn < ∞, h̄ > 0, kn ∈ N and cn ≥ 0 for all n ∈ N. In this case, the mappings

z 7→ e−z lnφ(∞)Wφ(z) and z 7→ |Wφ(z)| are periodic with period 2πi
h̄

on C(0,∞).
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(3) Assume that uφ ∈ (−∞, 0), Zuφ(φ) = {uφ} and
∣∣∣φ′(u+

φ )
∣∣∣ < ∞, the latter being always

true if uφ > aφ. Then z 7→ Wφ(z) − Wφ(1+uφ)

φ′(u+
φ )(z−uφ)

∈ A[uφ,∞). In this setting φ′(u+
φ ) =

d +
∫∞

0 ye−uφyµ(dy) ∈ (0,∞].

(4) Assume that aφ < uφ ≤ 0 and put Naφ = max {n ∈ N : uφ − n > aφ} ∈ N ∪ {∞}. Then
there exists an open set O ⊂ C such that [uφ−Naφ , 1] ⊂ O, if Naφ <∞, and (−∞, 1] ⊂ O,
if Naφ =∞, and Wφ is meromorphic on O with simple poles at {uφ − k}0≤k<Naφ

+1 and

residues

{
Rk =

Wφ(1+uφ)
φ′(uφ)

∏k
j=1 φ(uφ−j)

}
0≤k<Naφ

+1

with
∏0

1 = 1.

Theorem 3.2 and especially the representation (3.9) allow for the understanding of the as-
ymptotic behaviour of |Wφ (z)|, as |z| → ∞. We employ the floor and ceiling functions
buc = max {n ∈ N : n ≤ u} and due = min {n ∈ N : u > n}. To be able to state the main
asymptotic results we use the following notation. For any φ ∈ B we introduce several important
functions that describe the asymptotic behaviour of |Wφ(z)| in detail. Define formally, for any
z = a+ ib ∈ C(0,∞),

Aφ (z) =

∫ |b|
0

arg φ (a+ iu) du.(3.11)

The function Aφ describes the asymptotics of |Wφ(z)| along imaginary lines of the type Ca, a > 0.
The next functions defined for a > 0

(3.12) Gφ (a) =

∫ 1+a

1
lnφ(u)du, Hφ(a) =

∫ 1+a

1

uφ′(u)

φ(u)
du and H∗φ(a) = a

(
φ(a+ 1)− φ(a)

φ(a)

)
appear in the asymptotic behaviour of Wφ(x) for large x > 0 which in turn can be seen as an
extension of the Stirling formula for the classical gamma function. Finally, we introduce the
functions that control the error coming from the approximations. For z = a + ib ∈ C(0,∞),
writing P(u) = (u− buc) (1− (u− buc)), we set

(3.13) Eφ (z) =
1

2

∫ ∞
0

P(u)

(
ln
|φ(u+ z)|
φ(u+ a)

)′′
du,

(3.14) Rφ(a) =
1

2

∫ ∞
1

P(u)

(
ln
|φ(u+ a)|
φ(u)

)′′
du,

and

Tφ =
1

2

∫ ∞
1

P(u)

((
φ′(u)

φ(u)

)2

− φ′′(u)

φ(u)

)
du.(3.15)

Finally, we introduce subclasses of B equivalent to N β and N (Θ), see (2.10) and (2.12). For
any β ∈ [0,∞]

Bβ =

{
φ ∈ B : lim

|b|→∞
|b|β−ε |Wφ (a+ ib)| = 0, ∀a > aφ,∀ε ∈ (0, β)

}
⋂{

φ ∈ B : lim
|b|→∞

|b|β+ε |Wφ (a+ ib)| =∞, ∀a > aφ, ∀ε ∈ (0, β)

}(3.16)
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and any θ ∈
(
0, π2

]
(3.17) B (θ) =

{
φ ∈ B : lim

|b|→∞

ln |Wφ (a+ ib)|
|b|

≤ −θ, ∀a > aφ

}
.

We now state our second main result which can be thought of as the Stirling asymptotic for the
Bernstein-gamma functions as recalled in (3.2).

Theorem 3.3. (1) For any a > 0, we have that

(3.18) sup
φ∈B

sup
z∈C(a,∞)

|Eφ (z)| <∞ and sup
φ∈B

sup
c>a
|Rφ (c)| <∞.

Moreover, for any φ ∈ B and any z = a+ ib ∈ C(0,∞), we have that

|Wφ (z)| =
√
φ(1)√

φ(a)φ(1 + a)|φ(z)|
eGφ(a)−Aφ(z)e−Eφ(z)−Rφ(a)(3.19)

with

Θφ (a+ ib) =
1

|b|
Aφ (a+ ib) =

1

|b|

∫ ∞
a

ln

(
|φ (u+ i|b|)|

φ(u)

)
du ∈

[
0,
π

2

]
.(3.20)

As a result, for any b ∈ R, a 7→ Aφ (a+ ib) is non-increasing on R+ and if φr(z) = r +
dz +

∫∞
0 (1− e−zy)µ(dy), r ≥ 0, then r 7→ Aφr(z) is non-increasing for any z ∈ C(0,∞).

(2) For any fixed b ∈ R and large a, we have

|Wφ (a+ i|b|)| = e−Tφ√
|φ(z)|φ(1)

ea lnφ(a)−Hφ(a)+H∗φ(a)−Aφ(z)

(
1 + O

(
1

a

))
,(3.21)

where lim
a→∞

Aφ(a+ ib) = 0, Tφ = lim a→∞ (Eφ (a+ ib) +Rφ(a)) is defined in (3.15) and

0 ≤ lim
a→∞

Hφ(a)

a
≤ lim

a→∞

Hφ(a)

a
≤ 1 and 0 ≤ lim

a→∞
H∗φ(a) ≤ lim

a→∞
H∗φ(a) ≤ 1.(3.22)

(3) (a) If φ ∈ BP , then, for any a > 0 fixed and b ∈ R,

Aφ (a+ i|b|) =
π

2
|b| −

(
a+

φ(0)

d

)
ln |b| −H(|b|),(3.23)

where H(|b|) ∞= o (|b|) and

lim
b→∞

dH(b)

ln(b)µ̄
(

1
b

) ≥ 1.

Thus BP ⊆ B
(
π
2

)
.

(b) Next, let φ ∈ BRα, see (2.14), with α ∈ (0, 1). Then, for any fixed a > 0,

Aφ (a+ i|b|) ∞= π

2
α|b| (1 + o (1))(3.24)

and thus BRα ⊆ B
(
π
2α
)
.

(c) Let φ ∈ BcP , that is d = 0, such that µ(dy) = υ(y)dy. If υ(0+) < ∞ exists and

||υ||∞ = supx≥0 υ(x) < ∞, then φ ∈ BNφ with Nφ =
υ(0+)
φ(∞) . If υ(0+) = ∞, υ(y) =

υ1(y) + υ2(y), υ1, υ2 ∈ L1 (R+), υ1 ≥ 0 is non-increasing in R+,
∫∞

0 υ2(y)dy ≥ 0

and |υ2(y)| ≤
(∫∞

y υ1(r)dr
)
∨ C for some C > 0, then φ ∈ B∞.
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Remark 3.4. Note the beautiful dependence of (3.19) on the geometry of φ
(
C(0,∞)

)
⊆ C(0,∞),

see (3.33) for this inclusion. The more φ shrinks C(0,∞) the smaller the contribution of Aφ. In

fact 1
bAφ (a+ ib), as b → ∞, measures the fluctuations of the average angle along the contour

φ (Ca), which are necessarily of lesser order than those of arg φ(a+ ib), b→∞, along Ca.

Remark 3.5. When z = a, modulo to the specifications of the constants, the central result (3.19)
has appeared for log-concave functions in [73, Theorem 6.3] and for Bernstein functions in [61,
Theorem 5.1]. Here, we provide an explicit representation of the terms of the asymptotics of
|Wφ(a+ ib)|, as a→∞, which depend on the real part of a solely.

Remark 3.6. Since Wφ ∈ A(aφ,∞) ∩ M(aφ,∞) one can extend, via (3.4), the estimate (3.19),

away from the poles residing in C(aφ, aφ], to z ∈ C(aφ,∞). Indeed, setting, for any c ∈ R,

c→ = (b−cc+ 1) I{c≤0}, then, for a > aφ and z = a+ ib not a pole, one has

(3.25) Wφ (a+ ib) = Wφ (a+ a→ + ib)

a→−1∏
j=0

1

φ (a+ j + ib)

with the convention that
∏−1

0 = 1.

Remark 3.7. With the help of additional notation and arguments the remainder term H(b) in
(3.23) can be much better understood, see Proposition 3.16. When the convolutions of µ̄ can be
evaluated full asymptotic expansion of Aφ can be achieved, see Remark 3.17 below.

Remark 3.8. The requirements for the case (3c) might seem stringent but in fact what they
impose is that in a small positive neighbourhood of 0, the density can be decomposed as a
non-increasing, integrable away from zero function and an oscillating error function υ2 that
is of smaller order than

∫∞
y υ1(r)dr. This is obviously the case when the density υ itself is

non-increasing.

The next theorem contains alternative representations of Wφ, which modulo to an easy extension
to C(0,∞) is due to [36] as well as a number of mappings that can be useful in a variety of
contexts.

Theorem 3.9. Let φ, φ ∈ B.

(1) z 7→ logWφ(z + 1) ∈ N with

(3.26) logWφ(z + 1) = (lnφ(1)) z +

∫ ∞
0

(
e−zy − 1− z(e−y − 1)

) κ(dy)

y(ey − 1)

κ(dy) =
∫ y

0 U (dy − r) (rµ(dr) + δd(dr)), where U is the potential measure associated to
φ, see Proposition 3.14(5).

(2) z 7→ log
(
Wφ(z + 1)Wφ(1− z)

)
∈ N

(3) If u 7→ φ
φ(u) is a non-zero completely monotone function then there exists a positive

variable I which is moment determinate and such that, for all n ≥ 0, E [In] =
Wφ(n+1)

Wφ(n+1) .

Next, assume that φ ∈ BNφ and φ ∈ BNφ. If N = Nφ − Nφ > 1
2 , then the law of I is

absolutely continuous with density fI ∈ L2 (R+) and if N > 1 then fI ∈ C
dNΨe−2
0 (R+).
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(4) u 7→
(
φ′

φ −
φ′

φ

)
(u) is completely monotone if and only if z 7→ log

Wφ

Wφ
(z+ 1) ∈ N , that is,

with the notation of the previous item, log I is infinitely divisible on R. An equivalent
condition is that the measure Uφ ?µ∗ is absolutely continuous with respect to the measure
Uφ ? µ∗ with a density h ≤ 1.

Remark 3.10. Note that in the trivial case φ(z) = z then κ(dy) = dy and the representation
(3.26) yields to the classical Malmstén formula for the gamma function, see [27]. With the
recurrence equation (3.4), the Weierstrass product (3.9) and the Mellin transform of a positive
random variable, see Definition 3.1, this integral provides a fourth representation that the set of
functions Wφ share with the classical gamma function, justifying our choice to name them the
Bernstein-gamma functions.

Remark 3.11. We mention that when φ(0) = 0 the representation (3.26) for z ∈ R+ appears
in [36, Theorem 3.1] and for any φ ∈ B in [6, Theorem 2.2]. We also emphasize that with the
aim of getting detailed information regarding bounds and asymptotic behaviours of |Wφ(z)|, see
Theorem 3.3, we found the Weierstrass product representation more informative to work with.
However, as it is aptly illustrated by the authors of [36], the integral representation is useful for
other purposes such as, for instance, for proving the multiplicative infinite divisibility property
of some random variables.

Remark 3.12. The existence of Bernstein functions whose ratios are completely monotone, that
is, the condition in item (3), has been observed by the authors in [61].

The final claim shows that the mapping φ ∈ B 7→ Wφ ∈ WB is continuous with respect to the
pointwise topology in B. This handy result is widely used throughout.

Lemma 3.13. Let (φn)n≥0, φ ∈ B and lim
n→∞

φn(a) = φ(a) for all a > 0. Then lim
n→∞

Wφn(z) =

Wφ(z), z ∈ C(0,∞).

Before providing the proofs of the previous claims, we collect some classical results concerning
the set of Bernstein functions B that will be useful also in several remaining parts of the paper.
For thorough information on these functions, we refer to the excellent monograph [68]. Then we
have the following claims which can be found in [61, Section 4].

Proposition 3.14. Let φ ∈ B.

(1) For any z ∈ C(0,∞),

(3.27) φ′(z) = d +

∫ ∞
0

ye−zyµ(dy) = d +

∫ ∞
0

e−zyµ̄(y)dy − z
∫ ∞

0
e−zyyµ̄(y)dy.

(2) For any u ∈ R+,

(3.28) 0 ≤ uφ′(u) ≤ φ(u) and |φ′′(u)| ≤ 2
φ(u)

u2
.

(3) φ(u)
∞
= du+o (u) and φ′(u)

∞
= d+o (1). Fix a > aφ, then |φ (a+ ib)| = |a+ ib| (d + o (1))

as |b| → ∞.

(4) If φ (∞) <∞ and µ is absolutely continuous then for any fixed a > aφ, lim
|b|→∞

φ (a+ ib) =

φ (∞).
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(5) The mapping u 7→ 1
φ(u) , u ∈ R+, is completely monotone, i.e. there exists a positive

measure U , whose support is contained in [0,∞), called the potential measure, such that
the Laplace transform of U is given via the identity

1

φ(u)
=

∫ ∞
0

e−uyU(dy).

(6) In any case,

(3.29) lim
u→∞

φ(u± a)

φ(u)
= 1 uniformly for a-compact intervals on R+.

3.1. Proof of Theorem 3.2. We start with item 1. The fact that Wφ ∈ A(aφ,∞) is a conse-

quence of [61, Theorem 6.1] and is essentially due to the recurrence equation (3.4) and the
fact that φ is zero-free on C(aφ,∞). Also, Wφ ∈ M(aφ,∞) comes from the observation that

0 6≡ φ ∈ A(aφ,∞), that is φ can only have zeros of finite order, and (3.4) which allows a recurrent

meromorphic extension to C(aφ,∞). Wφ is zero-free on C(aφ,∞) follows from [61, Theorem 6.1 and

Corollary 7.8] whereas the fact that Wφ extends to zero-free on C(aφ,∞) thanks to φ ∈ A(aφ,∞)
and (3.4). If φ(0) > 0 then Z0(φ) = ∅ and hence the facts that Wφ is zero-free on C[0,∞) and
Wφ ∈ A[0,∞) are immediate from Wφ being zero-free on (0,∞) and (3.4). However, when φ(0) = 0
relation (3.4) ensures that Wφ extends continuously to iR \ Z0 (φ) and clearly if z ∈ Z0 (φ) then

lim
Re(z)≥0,z→z

φ(z)Wφ (z) = Wφ (z + 1). Finally, let us assume that φ′ (0+) = d +
∫∞

0 yµ(dy) < ∞

and {0} ∈ Z0 (φ), that is φ(0) = 0. From the assumption φ′ (0+) < ∞ and the dominated
convergence theorem, we get that φ′ extends to iR, see (3.27). Therefore, from (3.4) and the
assumption φ(0) = 0 we get, for any z ∈ C(0,∞), that

Wφ (z + 1) = φ (z)Wφ (z) = (φ (z)− φ(0))Wφ (z) =
(
φ′(0+)z + o (|z|)

)
Wφ (z) .

Clearly, then the mapping z 7→ Wφ (z) − 1
φ′(0+)z

extends continuously to iR \ (Z0 (φ) \ {0})
provided φ′(0+) = d +

∫∞
0 yµ(dy) > 0, which is apparently true. Let us deal with item (2). We

note that

e−φ(z) = E
[
e−zξ1

]
, z ∈ C[0,∞),

where ξ = (ξt)t≥0 is a non-decreasing Lévy process (subordinator) as −φ(−z) = Ψ(z) ∈ N , see

(2.1). Thus, if φ(z0) = 0 then E
[
e−z0ξ1

]
= 1. If in addition, z0 ∈ C[0,∞) \ {0} then φ(0) = 0

and z0 ∈ iR. Next, φ(z0) = 0 also triggers that ξ lives on a lattice of size, say h̄ > 0, which
immediately gives that d = 0 and µ =

∑∞
n=1 cnδxn with

∑∞
n=1 cn < ∞ and ∀n ∈ N we have

that xn = h̄kn, kn ∈ N, cn ≥ 0. Finally, h̄ can be chosen to be the largest such that ξ lives on(
h̄n
)
n∈N. Thus,

φ (z) =

∞∑
n=1

cn

(
1− e−zh̄kn

)
and we conclude that φ is periodic with period 2πi

h̄
on C(0,∞). Next, note that

(3.30) φ(∞) = lim
u→∞

φ(u) = lim
u→∞

∞∑
n=1

cn

(
1− e−uhkn

)
=
∞∑
n=1

cn <∞.
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Then (3.10) implies that

lim
n→∞

n∑
k=1

φ′(k)

φ(k)
=
∞∑
k=1

φ′(k)

φ(k)
= γφ + lnφ(∞).

Thus, from (3.9) we get that

Wφ(z) =
e−γφz

φ(z)

∞∏
k=1

φ(k)

φ (k + z)
e
φ′(k)
φ(k)

z
=
ez lnφ(∞)

φ(z)

∞∏
k=1

φ(k)

φ (k + z)
.

Hence, the claim for the 2πi
h̄

periodicity of the mappings z 7→ e−z lnφ(∞)Wφ(z) and z 7→ |Wφ(z)|
follows immediately from the periodicity of φ. Thus, item (2) is proved. Item (3) follows in the
same manner as item (1) noting that when uφ < 0 then aφ = uφ, see (3.6) and (3.8). The last
item (4) is an immediate result from (3.4) and the fact that φ′ > 0 on (aφ,∞), see (3.27), that
is uφ is the unique zero of order one of φ on (aφ,∞). This ends the proof of Theorem 3.2.

3.2. Proof of Theorem 3.3(1). First, the proof and claim of [61, Proposition 6.10(2)] show
that, for any a > 0 and any φ ∈ B, supz∈C(a,∞)

|Eφ (z)| ≤ 19
8 a from where we get the first global

bound in (3.18). Next, we know from the proof of [61, Proposition 6.10] and see in particular the
expressions obtained for [61, (6.33) and (6.34)], that, for any z = a+ ib ∈ C(0,∞), b > 0,

|Wφ(z)| = Wφ (a)
φ(a)

|φ(z)|

√∣∣∣∣φ(z)

φ(a)

∣∣∣∣e− ∫∞0 ln
∣∣∣φ(u+a+ib)
φ(a+bu)

∣∣∣du
e−Eφ(z)

= Wφ (a)

√∣∣∣∣φ(a)

φ(z)

∣∣∣∣e−bΘφ(z)e−Eφ(z).

(3.31)

We note that the term −Eφ(z) is the limit in n of the error terms EBφ (n, a) − EBφ (n, a + ib)

in the notation of the proof of [61, Proposition 6.10]. Thus, the last three terms of the second

expression in (3.31) are in fact the quantity φ(a)
|φ(z)|Zφ(z) in the notation of [61, Proposition 6.10,

(6.33)]. Let log0 stand for the branch of the logarithm such that arg z ∈ (−π, π], that is, it
coincides with our definition of the argument function. We note from (3.3) and (3.8) that, for
any z = a+ ib ∈ (aφ,∞),

(3.32) Re (φ(a+ ib)) = φ(0) + da+

∫ ∞
0

(
1− e−ay cos (by)

)
µ(dy) ≥ φ(a) > 0,

and thus

(3.33) φ : C(0,∞) → C(0,∞).

Therefore, log0 φ ∈ A(0,∞). By means of the integral expression in (3.20), an application of the
Cauchy integral theorem to log0 φ on the closed rectangular contour with vertices a+ ib, u+ ib, u
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and a, for any z = a+ ib ∈ C(0,∞), b > 0, u > a, yields that

bΘφ (a+ ib) =

∫ ∞
a

ln

(
|φ (y + ib)|

φ(y)

)
dy = lim

u→∞

∫ u

a
ln

(
|φ (y + ib)|

φ(y)

)
dy

= lim
u→∞

Re

(∫ u

a
log0

φ (y + ib)

φ(y)
dy

)
Cauchy

= lim
u→∞

Re

(∫
u→u+ib

log0 φ(z)dz

)
− Re

(∫
a→a+ib

log0 φ(z)dz

)
=

∫ b

0
arg φ(a+ iy)dy − lim

u→∞

∫ b

0
arg φ(u+ iy)dy.

We investigate the last limit. Note that (3.3) gives that for z = a+ ib ∈ C(0,∞), b > 0,

(3.34) Im (φ(a+ ib)) = db+

∫ ∞
0

e−ay sin (by)µ(dy).

From (3.34) if b ∈ (0, b) then by the dominated convergence theorem

lim
a→∞

|Im (φ(a+ ib))| ≤ lim
a→∞

(
db+ b

∫ ∞
0

e−ayyµ(dy)

)
= db.

Similarly, from (3.32), we have that

lim
a→∞

Re (φ(a+ ib)) =∞I{d>0} + (φ(0) + µ (0,∞)) I{d=0}.

From the last two relations we conclude that

lim
a→∞

|Im (φ(a+ ib))|
Re (φ(a+ ib))

≤ db

lim
a→∞

Re (φ(a+ ib))

6 = lim
a→∞

db

2
(
∞I{d>0} + (φ(0) + µ (0,∞)) I{d=0}

) = 0.

Therefore, since, from (3.32), Re (φ(a+ ib)) > 0, we get that

(3.35) lim
a→∞

arg φ (a+ iy) = 0, uniformly on y-compact sets,

and the second term on the right-hand side of the last relation of the equation above (3.34)

vanishes. Since Aφ (a+ ib) =
∫ b

0 arg φ(a + iy)dy we conclude that bΘφ (a+ ib) = Aφ (a+ ib),
for a + ib ∈ C(0,∞), b > 0, and thus prove (3.20), as from [61, Proposition 6.10(1)] we have

that Θ (a+ ib) ∈
[
0, π2

]
. Henceforth, we conclude the alternative expression to (3.31), for

z = a+ ib ∈ C(0,∞), b > 0,

(3.36) |Wφ(z)| = Wφ (a)

√∣∣∣∣φ(a)

φ(z)

∣∣∣∣e−Aφ(z)e−Eφ(z).

Since
∣∣∣Wφ (z)

∣∣∣ = |Wφ (z̄)| we conclude (3.36), for any z = a + ib ∈ C(0,∞), b 6= 0. Since from

(3.13), Eφ (Re(z)) = 0, we deduct that (3.36) holds for z = a ∈ R+ too. Next, let us investigate
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Wφ(a) in (3.36). Recall that, for a > 0, from (3.9) and (3.10) we get that

Wφ (a) =
e−γφa

φ(a)

∞∏
k=1

φ(k)

φ (k + a)
e
φ′(k)
φ(k)

a

=
1

φ(a)
lim
n→∞

n∏
k=1

φ(k)

φ (k + a)
ea lnφ(n)e

a
(∑n

k=1
φ′(k)
φ(k)
−lnφ(n)−γφ

)

=
1

φ(a)
lim
n→∞

n∏
k=1

φ(k)

φ (k + a)
ea lnφ(n) =

1

φ(a)
lim
n→∞

e−Sn(a)+a lnφ(n),

(3.37)

where Sn(a) =
∑n

k=1 ln φ(a+k)
φ(k) . Then, we get, from [49, Section 8.2, (2.01), (2.03)] applied to

the function ln φ(a+u)
φ(u) , u > 0, with m = 1 in their notation, that

Sn(a) =

∫ n

1
ln
φ (a+ u)

φ(u)
du+

1

2
ln
φ(1 + a)

φ(1)
+

1

2
ln
φ(n+ a)

φ(n)
+R2(n, a)

=
1

2
ln
φ(1 + a)

φ(1)
−
∫ a+1

1
lnφ(u)du+

∫ a

0
lnφ(n+ u)du+

1

2
ln
φ(n+ a)

φ(n)
+R2(n, a),

(3.38)

where, recalling that P(u) = (u− buc) (1− (u− buc)), for any a > 0,

(3.39) R2(n, a) =
1

2

∫ n

1
P(u)

(
ln
φ (a+ u)

φ(u)

)′′
du.

Using Proposition 3.14(3.29) and (3.38), we get that

lim
n→∞

(Sn(a)− a lnφ(n)) =
1

2
ln
φ(1 + a)

φ(1)
−
∫ a+1

1
lnφ(u)du+ lim

n→∞

(∫ a

0
ln
φ(n+ u)

φ(n)
du+R2(n, a)

)
=

1

2
ln
φ(1 + a)

φ(1)
−Gφ(a) + lim

n→∞
R2(n, a).

Let us show that Rφ(a) = lim
n→∞

R2(n, a) exists. It follows from (3.39), supu>0 |P(u)| ≤ 1
4 and

the dominated convergence theorem since

(3.40) sup
n≥1

sup
φ∈B
|R2(n, a)| ≤ 1

4
sup
φ∈B

∫ ∞
1

((
φ′(u)

φ(u)

)2

+

∣∣∣∣φ′′(u)

φ(u)

∣∣∣∣
)
du < 2,

where the finiteness follows from (3.28). Therefore, from (3.37),(3.39) and the existence of Rφ(a),
we get that

Wφ(a) =
1

φ(a)

√
φ(1)

φ(1 + a)
eGφ(a)−Rφ(a).

Substituting this in (3.36) we prove (3.19). From (3.40) we also obtain the second global bound
in (3.18). To conclude item (1) it remains to prove the two monotonicity properties. The
monotonicity, for fixed b ∈ R, of the mapping a 7→ Aφ (a+ ib) on R+ follows from (3.20) right

away since for all u > 0, b ≥ 0, ln
(
|φ(u+i|b|)|

φ(u)

)
≥ 0, see [61, Proposition 6.10, (6.32)]. Otherwise,

set 0 ≤ q ≤ q′ <∞ and for any r ≥ 0, φr(z) = r + φ(0) + φ](z). Then, the mapping

r 7→ ln

(
|φr (u+ i|b|)|

φr(u)

)
= ln

∣∣∣∣1 +
φ](u+ i|b|)− φ](u)

r + φ(0) + φ](u)

∣∣∣∣
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is non-increasing on R+ and (3.20) closes the proof of item (1).

We proceed by investigating in detail the principal functions that control the asymptotic be-
haviour of |Wφ(z)|, z = a+ ib ∈ C(0,∞) in (3.19). We start with the large asymptotic behaviour
for large a and fixed b.

3.3. Proof of Theorem 3.3(2). Note that, for z = a + ib ∈ C(0,∞), some elementary algebra
yields that

Eφ(z) +Rφ(a) =
1

2

∫ 1

0
P(u)

(
ln |φ(u+ z)|
lnφ(u+ a)

)′′
du+

1

2

∫ ∞
1

P(u)

(
ln |φ(u+ z)|

lnφ(u)

)′′
du

: = Eφ(z) +Rφ(z).

Then, noting that (ln |φ(u+ z)|)′′ ≤
∣∣(log0 φ(u+ z))′′

∣∣, we easily obtain the estimate∣∣Eφ(z)
∣∣ ≤ ∫ 1

0

(∣∣∣∣φ′(u+ z)

φ(u+ z)

∣∣∣∣2 +

(
φ′(u+ a)

φ(u+ a)

)2

+

∣∣∣∣φ′′(u+ z)

φ(u+ z)

∣∣∣∣+

∣∣∣∣φ′′(u+ a)

φ(u+ a)

∣∣∣∣
)
du.

Clearly, from the proof of [61, Lemma 4.5(2)] combined with (3.28), we get that

(3.41)

∣∣∣∣φ′(a+ ib)

φ(a+ ib)

∣∣∣∣ ≤ √10
φ′(a)

φ(a)
≤
√

10

a

and

(3.42)

∣∣∣∣φ′′(a+ ib)

φ(a+ ib)

∣∣∣∣ ≤ √10
φ′′(a)

φ(a)
≤ 2
√

10

a2
,

from where we deduce that lim a→∞
∣∣Eφ(z)

∣∣ = 0. Next, we look into Rφ(z). Note that

Rφ(z) =
1

2

∫ ∞
1

P(u) (ln |φ(u+ z)|)′′ du− 1

2

∫ ∞
1

P(u) (lnφ(u))′′ du

= R1(z) +R2(z).

Clearly, R2 is the right-hand side of (3.15) and we proceed to show that lima→∞
∣∣R1(z)

∣∣ = 0.

To do so we simply repeat the work done for Eφ(z) to conclude that∣∣R1(z)
∣∣ ≤ 1

8

∫ ∞
1

∣∣∣∣φ′(u+ z)

φ(u+ z)

∣∣∣∣2 +

∣∣∣∣φ′′(u+ z)

φ(u+ z)

∣∣∣∣ du.
Since each integrand converges to zero as a→∞, see (3.41) and (3.42), we invoke again (3.41)
and (3.42) to ensure that the dominated convergence theorem is applicable. Therefore, for any
fixed b ∈ R,

lim
a→∞

e−Eφ(a+ib)−Rφ(a) = e−Tφ

and the very first term in the product on the right-hand side of (3.21) is established. For any
φ ∈ B, we deduce by performing an integration by parts in the expression of Gφ in (3.12) that,
for any a > 0,

Gφ(a) = (a+ 1) lnφ(a+ 1)− lnφ(1)−Hφ(a).(3.43)

Next, note that, for large a,

a ln
φ(a+ 1)

φ(a)
= a ln

(
1 +

φ(a+ 1)− φ(a)

φ(a)

)
= H∗φ(a) + aO

((
φ(a+ 1)− φ(a)

φ(a)

)2
)
,
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where the last asymptotic relation follows from lim
a→∞

φ(a+1)
φ(a) = 1, see (3.29). However, from (3.28)

we get that aφ
′(a)
φ(a) ≤ 1, a > 0, and, since φ′ is non-increasing, we conclude that

a ln
φ(1 + a)

φ(a)
= H∗φ(a) + O

(
1

a

)
.

Thus, putting pieces together we deduce from (3.43) that

Gφ(a) = a lnφ(a)−Hφ(a) +H∗φ(a) + lnφ(a)− lnφ(1) + O

(
1

a

)
.(3.44)

This combined with (3.19) and (3.15) leads to the remaining terms in the product in (3.21)
which completes the proof of Theorem 3.2(2).

3.4. Proof of Theorem 3.3(3c). The proof is based on the observations of Remark 4.4 which
simply crystallize the main ingredients of the lengthy proof of Proposition 4.3 stated below.

Finally, we discuss the term Aφ(z) in (3.19) which governs the asymptotics along complex lines
Ca, a > aφ, see Remark 3.4. It can be simplified for two general subclasses of B, namely the case
when d > 0, that is φ ∈ BP , and the class BRα , see (2.14). We start with the former case.

3.5. Proof of Theorem 3.3(3a). We start the proof by introducing some notation and quan-
tities. For a measure (or a function) µ on R, Fµ(−ib) =

∫∞
−∞ e

−ibyµ(dy) stands for its Fourier

transform. Also, we use λ ∗ γ to denote the convolution between measures and/or functions.
Next, for any measure λ on R such that ||λ||TV :=

∫∞
−∞ |λ(dy)| < 1 we define

(3.45) Lλ(dy) =
∞∑
n=1

λ∗n(dy)

n
and Lλ(dy) =

∞∑
n=1

(−1)n−1 λ
∗n(dy)

n
.

Clearly, ||Lλ||TV <∞ and ||Lλ||TV <∞. Finally, we use for a measure (resp. function) λa(dy) =
e−ayλ(dy) (resp. λa(y) = e−ayλ(y)) with a ∈ R. Let from now on λ be a measure on R+. If
||λa||TV < 1 for some a > 0, then by virtue of the fact that λ∗na (dy) = e−ayλ∗n(dy), y ∈ (0,∞),
(3.45) holds locally on (0,∞) for λ0 = λ. Let next λ(dy) = λ(y)dy, y ∈ (0,∞), and λ ∈(
L1 (R+) , ∗

)
, i.e. the C∗ algebra of the integrable functions on R+, that is L1 (R+) considered as

a subalgebra of
(
L1 (R) , ∗

)
which is endowed with the convolution operation as a multiplication.

Note that formally

− log0 (1−Fλ) = FLλ =

∞∑
n=1

Fnλ
n

and log0 (1 + Fλ) = FLλ
=
∞∑
n=1

(−1)n−1 Fnλ
n
.

Then, the Wiener-Lévy theorem for normed algebras will be shown below to yield that

∃Lλ(dy) = Lλ(y)dy, y ∈ (0,∞) s.t.Lλ ∈
(
L1
(
R+
)
, ∗
)
⇐⇒ SuppFλ ∩ (−∞,−1] = ∅,(3.46)

∃Lλ(dy) = Lλ(y)dy, y ∈ (0,∞) s.t.Lλ ∈
(
L1
(
R+
)
, ∗
)
⇐⇒ SuppFλ ∩ [1,∞) = ∅,(3.47)

that is Lλ (resp. Lλ) is an element of
(
L1 (R+) , ∗

)
if the support of Fλ is a strict subset of the

domain of analyticity of the function log0 (1 + z) (resp. log0 (1− z)). We then have the following
claim.
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Proposition 3.15. Let λ be a real-valued measure on (0,∞). If ||λ||TV < 1 then both ||Lλ||TV <
∞ and ||Lλ||TV < ∞. Furthermore, let λ ∈

(
L1 (R+) , ∗

)
. If SuppFλ ∩ (−∞,−1] = ∅

(resp. SuppFλ ∩ [1,∞) = ∅) then Lλ ∈
(
L1 (R+) , ∗

)
(resp. Lλ ∈

(
L1 (R+) , ∗

)
) and

log0(1 + Fλ(−ib)) = FLλ
(−ib) if Lλ ∈

(
L1
(
R+
)
, ∗
)

(3.48)

− log0(1−Fλ(−ib)) = FLλ(−ib) if Lλ ∈
(
L1
(
R+
)
, ∗
)
.(3.49)

Proof. Let ||λ||TV < 1. Since, for all n ∈ N, ||λ∗n||TV ≤ ||λ||nTV and sup
b∈R
|Fnλ (ib)| ≤ ||λ||nTV , then

(3.45), (3.46), (3.47) and the Taylor expansion about zero of log0(1± z) yield all results in the
case ||λ||TV < 1. Let the support of Fλ does not intersect with [1,∞) (resp. (−∞,−1]), which
is the region where log0 (1− z) (resp. log0 (1 + z)) is not holomorphic. Then we get from the
Wiener-Lévy theorem, see [48, Section 7.7] that Lλ = c1δ0+λ+ (resp. Lλ = c2δ0+λ−), where the
Dirac mass δ0 completes

(
L1 (R) , ∗

)
to a semistable Banach algebra with unity, c1, c2 ∈ R and

λ± ∈ L1 (R). Since the Taylor expansion of log0 (1± z) is approximated with monomials of order
greater or equal to 1 and Fδ0 ≡ 1 then c1 = c2 = 0. Also, considering a > 0 big enough such that
||λa||TV < 1 then (3.45) confirms that Lλa ,Lλa ∈ L1 (R+). Since Lλa(dy) = e−ayLλ(dy) and

Lλa(dy) = e−ayLλ(dy) we conclude that λ± ∈ L1 (R+) and hence all the remaining claims. �

Let us assume that d > 0. Then, for each z = a+ ib, a > 0, we have from the second expression
in (3.3) that

(3.50) φ(z) = dz

(
1 +

φ(0)

dz
+ Fµ̄a,d(−ib)

)
,

where we have set µ̄a,d(y) = 1
d
e−ayµ̄(y), y ∈ (0,∞). With the preceding notation we can state

the next result which with the help of Lemma 4.1 and the substitution

H(b) :=

∫ ∞
0

1− cos(by)

y
Lµ̄a,d(dy)

concludes the proof of Theorem 3.2(3a).

Proposition 3.16. Assume that φ ∈ BP and z = a+ ib ∈ Ca, with a > 0 fixed. We have

Aφ (z) = |b| arctan

(
|b|
a

)
−

(
a+ φ(0)

d

)
2

ln

(
1 +

b2

a2

)
−
∫ ∞

0

1− cos(by)

y
Lµ̄a,d(dy) + Āφ(a)

∞∼ π

2
|b| −

(
a+

φ(0)

d

)
ln |b| − o (|b|) ,

(3.51)

where Lµ̄a,d is related to µ̄a,d(y) = d−1e−ayµ̄(y) via (3.46) and
∣∣Āφ(a)

∣∣ < ∞ for all a > 0. For

all a > 0 big enough, ||µ̄a,d||TV < 1 and (3.45) relates Lµ̄a,d(dy) to µ̄a,d (y) dy, y ∈ (0,∞). Also,

for those a > 0 such that ||µ̄a,d||TV < 1, we have that∫ ∞
0

1− cos(by)

y
Lµ̄a,d(dy) =

∫ |b|
0

arctan

(
Im
(
Fµ̄a,d (iu)

)
1 + Re

(
Fµ̄a,d (iu)

)) du(3.52)

with, as b→∞,

(3.53) arctan

(
Im
(
Fµ̄a,d (ib)

)
1 + Re

(
Fµ̄a,d (ib)

)) = Im
(
Fµ̄a,d (ib)

) (
1 + O

((
Im
(
Fµ̄a,d (ib)

))2))
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and

lim
b→∞

d

ln(b)µ̄
(

1
b

) ∫ ∞
0

1− cos(by)

y
Lµ̄a,d(dy) ≥ 1.(3.54)

Remark 3.17. We note that (3.52) coupled with (3.53) give a more tractable way to compute
Aφ in (3.23). When ||µ̄a,d||TV < 1 thanks to (3.45) we have that∫ ∞

0

1− cos(by)

y
Lµ̄a,d(dy) =

∫ ∞
0

1− cos(by)

y

∞∑
n=1

(−1)n−1 µ̄
∗n
a,d(dy)

n

and thus via (3.51) we have precise information for the asymptotic expansion of Aφ when the
convolutions of µ̄a,d(y) = d−1e−ayµ̄ (y) or equivalently of µ̄ are accessible. For example, if

µ̄a,d(y)
0∼ d−1y−α, α ∈ (0, 1), then with B(a, b), a, b > 0, standing for the classical Beta function

and Cn = d−n
∏n−1
j=1 B (j − jα, 1− α), µ̄∗na,d(y)

0∼ Cny
n−1−nα and, with the obvious notation for

asymptotic behaviour of densities of measures,

Lµ̄a,d(dy)
0∼

 ∑
1

1−α>n≥1

(−1)n−1Cny
n−1−nα + o (1)

 dy.

A substitution in (3.23) and elementary calculations yield that∫ ∞
0

1− cos(by)

y
Lµ̄a,d(dy)

∞∼
∑

1
1−α>n≥1

(−1)n−1C̃nb
1−n+nα + O (1)

with C̃n = Cn
∫∞

0
1−cos(v)

v2−n(1−α)dv, n ∈
[
1, 1

1−α

)
, and the asymptotic expansion of Aφ follows.

Proof. Let for the course of the proof z = a + ib ∈ Ca, a > 0, and since |Wφ(a+ ib)| =
|Wφ (a− ib)| without loss of generality we assume throughout that b > 0. From (3.50) we have
modulo to (−π, π]

(3.55) arg φ (z) = arg z + arg

(
1 +

φ(0)

dz
+ Fµ̄a,d(−ib)

)
.

However, an application of the Riemann-Lebesgue lemma to the function µ̄a,d ∈
(
L1 (R+) , ∗

)
yields, as b→∞, that

(3.56)
∣∣Fµ̄a,d(−ib)∣∣ = o (1) .

Therefore, for all b big enough,

(3.57) arg

(
1 +

φ(0)

d (a+ ib)
+ Fµ̄a,d(−ib)

)
= arg

(
1 + Fµ̄a,d(−ib)

)
− φ(0)b

d (a2 + b2)
+ O

(
1

b2

)
.

Also

Im
(
Fµ̄a,d (−ib)

)
= −

∫ ∞
0

sin (by) µ̄a,d(y)dy

= −1

b

∫ ∞
0

(1− cos(by))µa,d(dy) < 0,

(3.58)

since for a > 0, y 7→ µ̄a,d(y) = d−1e−ayµ̄(y) is strictly decreasing on R+ and µa,d(dy) =
dµ̄a,d(y), y ∈ (0,∞), is not supported on a lattice. Therefore, from (3.56), (3.58) and the
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fact that b 7→ Fµ̄a,d(−ib) is continuous we deduct that SuppFµ̄a,d ∩ (−∞,−1] = ∅. Therefore,

Proposition 3.15 gives that Lµ̄a,d ∈
(
L1 (R+) , ∗

)
and from (3.48), for all b > 0,

arg
(
1 + Fµ̄a,d(−ib)

)
= Im

(
log0

(
1 + Fµ̄a,d(−ib)

))
= Im

(
FLµ̄a,d

(−ib)
)

= −
∫ ∞

0
sin(by)Lµ̄a,d(dy).

(3.59)

Then, from (3.11) due to (3.55),(3.57) and (3.59) we deduce that, for any a, b > 0,

Aφ(a+ ib) =

∫ b

0
arg (a+ iu) du+

∫ b

0
arg

(
1 +

φ(0)

d (a+ iu)
+ Fµ̄a,d(−iu)

)
du+ Ãφ(a)

=

∫ b

0
arctan

(u
a

)
du− φ(0)

2d
ln

(
1 +

b2

a2

)
−
∫ ∞

0

1− cos(by)

y
Lµ̄a,d(dy) + Āφ(a),

where Ãφ(a) is the error induced when arg φ(z) 6= arg z + arg
(

1 + φ(0)
dz + Fµ̄a,d(−ib)

)
6∈ (−π, π]

in (3.55) which can happen only for small u thanks to (3.56) and (3.57), and Āφ(a) is the sum

of Ãφ(a) and the integral of the error term in (3.57) and clearly
∣∣Āφ(a)

∣∣ < ∞. Then the first
relation in (3.51) follows by a simple integration by parts. The asymptotic relation in (3.51)
comes from Lµ̄a,d ∈

(
L1 (R+) , ∗

)
and the auxiliary claim that for any h ∈

(
L1 (R+) , ∗

)

(3.60)

∣∣∣∣∫ ∞
0

1− cos (by)

y
h(y)dy

∣∣∣∣ = o (|b|) ,

which follows from the Riemann-Lebesgue lemma invoked in the middle term of

∣∣∣∣∫ ∞
0

1− cos (by)

y
h(y)dy

∣∣∣∣ =

∣∣∣∣∫ b

0

∫ ∞
0

sin (uy)h(y)dydu

∣∣∣∣ ≤ o (1)

∣∣∣∣∫ b

0
du

∣∣∣∣ .
Finally, since lim

a→∞

∫∞
0 e−ayµ̄(y)dy = 0 then lim

a→∞
||µ̄a,d||TV = 0 and thus eventually, for some a

large enough, ||µ̄a,d||TV < 1 and supb∈R
∣∣Fµ̄a,d(ib)∣∣ < 1. Choose such a > 0. Then, from (3.56)

with z ∈ Ca, b > 0,
(3.61)

arg
(
1 + Fµ̄a,d (−ib)

)
= arctan

(
Im
(
Fµ̄a,d (−ib)

)
1 + Re

(
Fµ̄a,d (−ib)

)) = − arctan

(
Im
(
Fµ̄a,d (ib)

)
1 + Re

(
Fµ̄a,d (ib)

)) ,
and using the latter in (3.59) then (3.52) follows upon simple integration of (3.59). The as-
ymptotic relation (3.53) follows from (3.56), i.e.

∣∣Fµ̄a,d(−ib)∣∣ = o (1) combined with the Taylor

expansion of arctanx. Next, consider the bound (3.54). Since from (3.58) Im
(
Fµ̄a,d (ib)

)
> 0
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and, as b→∞,
∣∣Im (Fµ̄a,d (ib)

)∣∣ = o (1) we get from (3.52), (3.53), (3.61) and (3.59) that∫ ∞
0

1− cos(by)

y
Lµ̄a,d(dy) =

∫ |b|
0

arctan

(
Im
(
Fµ̄a,d (iu)

)
1 + Re

(
Fµ̄a,d (iu)

)) du
∞∼ (1 + o (1))

∫ b

0
Im
(
Fµ̄a,d (iu)

)
du

3.58
= (1 + o (1))

∫ ∞
0

1− cos(by)

y
µ̄a,d(y)dy

≥ (1 + o (1))

∫ 1

0

1− cos(by)

y
µ̄a,d(y)dy

≥ (1 + o (1)) µ̄a,d

(
1

b

)∫ b

1

1− cos(y)

y
dy
∞∼ µ̄a,d

(
1

b

)
ln(b).

This proves (3.54) since µ̄a,d
(
b−1
)

= e−ab
−1
d−1µ̄

(
b−1
) ∞∼ d−1µ̄

(
b−1
)
. �

3.6. Proof of Theorem 3.3(3b). Let φ ∈ BRα with α ∈ (0, 1) and let z = a+ ib ∈ Ca, a > 0.
Then, there exists α ∈ (0, 1) such that µ̄(y) = y−α`(y) and ` is quasi-monotone, see (2.13) and
(2.14). Recall the second relation of (3.3) which, since in this setting d = 0, takes the form

(3.62) φ(z) = φ(0) + z

∫ ∞
0

e−ibye−ayµ̄(y)dy = φ(0) + z

∫ ∞
0

e−ibyy−αe−ay`(y)dy.

Since the mapping y 7→ `(y)e−ay is clearly quasi-monotone we conclude from [69, Theorem 1.39]
that, for fixed a > 0 and b→∞,∫ ∞

0
e−ibyy−αe−ay`(y)dy

∞∼ Γ (1− α)
(
be

iπ
2

)α−1
`

(
1

b

)
.

Therefore, from (3.62) and the last relation we obtain, as b→∞, that

arg φ(z) = arg z + arg

(∫ ∞
0

e−ibyy−αe−ay`(y)dy +
φ(0)

z

)
∞∼ arg z +

π (α− 1)

2

∞∼ π

2
α,

which proves (3.24) by using the definition of Aφ in (3.11). This together with Lemma 4.1
establishes the claim.

3.7. Proof of Lemma 3.13. Let Yφn , Yφ, n ∈ N, be the random variables associated to

Wφn ,Wφ, n ∈ N, see Definition 3.1. Clearly, since for any φ ∈ B

E
[
etYφ

]
=
∞∑
k=0

tk
E
[
Y k
φ

]
k!

=
∞∑
k=0

tk
Wφ(k + 1)

k!
=
∞∑
k=0

tk
∏k
j=1 φ(j)

k!

and Proposition 3.14(3) holds, we conclude that E
[
etYφ

]
is well defined for t < 1

d
∈ (0,∞].

However, lim
n→∞

φn(a) = φ(a) implies that d∗ = supn≥0 dn < ∞, where dn are the linear terms

in (3.3). Therefore, E
[
ezYφ

]
, E
[
ezYφn

]
, n ∈ N, are analytic in C(−∞,min

{
1
d
, 1
d∗

}) ! C(−∞,0].
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Moreover, for any k ∈ N,

lim
n→∞

E
[
Y k
φn

]
= lim

n→∞
Wφn(k + 1)

= lim
n→∞

k∏
j=1

φn(j) = Wφ(k + 1) = E
[
Y k
φ

]
.

The last two observations trigger that lim
n→∞

Yφn
d
= Yφ, see [29, p.269, Example (b)]. Therefore,

lim
n→∞

Wφn(z) = Wφ(z), z ∈ C(0,∞), which concludes the proof.

3.8. Proof of Theorem 3.9. The first item is proved, for any φ ∈ B, by Berg in [6, Theorem
2.2]. The second item follows readily from the first one after recalling that if Ψ ∈ N then

−Ψ(−z) ∈ N . For the item (3), since φ
φ is completely monotone, and we recall that for any n ∈ N,

Wφ(n+1) =
∏n
k=1 φ(k), we first get from [7, Theorem 1.3] that the sequence

(
fn =

Wφ(n+1)

Wφ(n+1)

)
n≥0

is the moment sequence of a positive variable I. Next, from the recurrence equation (3.4)

combined with the estimates stated in (3), we deduce that fn+1

fn
=

φ(n)

φ(n)

∞
= O(n). Thus, there

exists A > 0 such that for any a < A,

E
[
eaI
]

=
∞∑
n=0

fn
n!
an <∞,

implying that I is moment determinate. Next, with the notation of the statement, if N =

Nφ − Nφ >
1
2 then, as

∣∣MI

(
i|b| − 1

2

)∣∣ =

∣∣∣∣Wφ(i|b|+ 1
2

)

Wφ(i|b|+ 1
2

)

∣∣∣∣ ∞= O(|b|N) and, from Theorem 3.2, for any

φ ∈ B, Wφ ∈ A(0,∞) and is zero-free on C(0,∞), we obtain that b 7→ MI

(
ib− 1

2

)
∈ L2(R) and

hence by the Parseval identity for Mellin transform we conclude that fI ∈ L2(R+). Finally if
N > 1 then the result follows from a similar estimate for the Mellin transform which allows to use
a Mellin inversion technique to prove the claim in this case. For the last item, we first observe,
from (3.27) and Proposition 3.14(5), that for any φ ∈ B and u > 0,

(3.63)
φ′(u)

φ(u)
=

∫ ∞
0

e−uyκ(dy)

where we recall that κ(dy) =
∫ y

0 U (dy − r) (rµ(dr) + δd(dr)). Thus,

(3.64) Ψ(z) = ln
Wφ(z + 1)

Wφ(z + 1)
= ln

φ(1)

φ(1)
z +

∫ ∞
0

(
e−zy − 1− z(e−y − 1)

) κ(dy)− κ(dy)

y(ey − 1)

where, as in (3.63), we have set
φ′(u)

φ(u) =
∫∞

0 e−uyκ(dy). Next, since plainly
φ′(1)

φ(1) −
φ′(1)
φ(1) <

∞, we have that the measure e−yK(dy) = e−y (κ(dy)− κ(dy)) is finite on R+. Thus, by the
Lévy-Khintchine formula, see [9], Ψ ∈ N if and only if K is a positive measure, which by

Bernstein theorem, see e.g. [29], is equivalent to the mapping u 7→
(
φ′

φ −
φ′

φ

)
(u) to be completely

monotone. The last equivalent condition being immediate from the definition of K, the proof
of the theorem is completed.
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4. The functional equation (1.1)

4.1. Proof of Theorem 2.1. Recall that by definition MΨ(z) = Γ(z)
Wφ+ (z)Wφ- (1− z), see (2.6).

From (1.2) and (1.3) it is clear that formally for z ∈ iR

(4.1) MΨ (z + 1) =
Γ (z + 1)

Wφ+ (z + 1)
Wφ-(−z) =

zΓ (z)

φ+(z)Wφ+ (z)

Wφ- (1− z)
φ-(−z)

=
−z

Ψ (−z)
MΨ(z).

However, from Theorem 3.2(1) it is clear that Wφ+ (resp. Wφ-) extend continuously to iR\Z0 (φ+)
(resp. iR \ Z0 (φ-)). Since from (1.2) we have that Z0 (Ψ) = Z0 (φ+) ∪ Z0 (φ-), see (2.24) and
(3.5) for the definition of the sets of zeros, we conclude that MΨ satisfies (4.1) on iR \ Z0 (Ψ).
The fact thatMΨ ∈ A(0, 1−a-)∩ M(a+, 1−a-) then follows from the facts that Wφ ∈ A(aφ,∞)∩ M(aφ,∞)
and Wφ is zero-free on C(aφ,∞) for any φ ∈ B, see Theorem 3.2(1), which lead to

(4.2)
1

Wφ+

∈ A(a+,∞) and Wφ- (1− ·) ∈ A(−∞,1−a-).

Thus, (2.8), that is MΨ ∈ M(a+, 1−a-), in general, and (2.7), that is MΨ ∈ A(aΨ, 1−a-), when
aΨ = a+I{a+=0} = 0 follow. Note that when 0 = a+ > a+, i.e. aΨ = a+ < 0, then necessarily

φ′+(a
+) = d +

∫∞
0 yeayµ+ (dy) ∈ (0,∞) for any a > a+, see (3.27), and a+ = 0, see (3.8), is the

only zero of φ+ on (a+,∞). Therefore, Theorem 3.2(4) applies and yields that at z = 0, Wφ+ has
a simple pole, which through (3.4) and φ+ < 0 on (a+, 0) is propagated to all n ∈ N such that
−n > a+. These simple poles however are simple zeros for 1

Wφ+
∈ A(a+,∞) which cancel the poles

of Γ. Thus, MΨ ∈ A(aΨ, 1−a-) and (2.7) is established. For z ∈ C(0,∞) we have that

(4.3) MΨ(z) =
Γ(z)

Wφ+(z)
Wφ-(1− z) =

φ+(z)

z

Γ (z + 1)

Wφ+ (z + 1)
Wφ-(1− z)

From Theorem 3.2(1) if φ+(0) > 0, that is a+ < 0, then Wφ+ ∈ A[0,∞) and Wφ+ is zero-free on
C[0,∞), and the pole of Γ at zero is uncontested, see (4.3). Therefore,MΨ extends continuously

to iR\{0} in this case. The same follows from (4.3) when φ′+(0
+) =∞. Let next φ+(0) = 0 = a+

and φ′+(0
+) <∞. Then (4.3) shows that the claimMΨ ∈ A[0, 1−a-) clearly follows. The fact that

MΨ ∈ M(a+, 1−a-), that is (2.8) is apparent from (4.2). We proceed with the final assertions. Let
a+ ≤ a+ < 0. If −u+ /∈ N then u+ is the only zero of φ+ on (a+,∞) and if u+ = −∞ since a+ < 0
then φ+ has no zeros on (a+,∞) at all. Henceforth, from (3.4) we see that Wφ+ does not possess
poles at the negative integers. Thus, the poles of the function Γ are uncontested. If −u+ ∈ N
and u+ = a+ there is nothing to prove, whereas if u+ > a+ then Theorem 3.2(3) shows that Wφ+

has a simple pole at u+. Thus 1
Wφ+

has a simple zero at u+. Then, (3.4) propagates the zeros

to all a+ < −n ≤ u+ cancelling the poles of Γ at those locations. The values of the residues are
easily computed via the recurrent equation (1.3) for Wφ+ ,Wφ- , the Wiener-Hopf factorization
(1.2), the form of MΨ, see (2.6), and the residues of the gamma function which are of value
(−1)n

n! at −n.

4.2. Proof of Theorem 2.5. Before we commence the proof we introduce some more notation.
We use f � g to denote the existence of two positive constants 0 < C1 < C2 < ∞ such that

C1 ≤ limx→a

∣∣∣f(x)
g(x)

∣∣∣ ≤ limx→a

∣∣∣f(x)
g(x)

∣∣∣ ≤ C2, where a is usually 0 or ∞. The relation f . g, that

will be employed from now on, requires only that limx→a

∣∣∣f(x)
g(x)

∣∣∣ ≤ C2 <∞.
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We recall from (2.15) that BP = {φ ∈ B : d > 0} and BcP is its complement. Appealing to
various auxiliary results below we consider Theorem 2.5(1) first. Throughout the proof we use
(2.6), that is

(4.4) MΨ(z) =
Γ(z)

Wφ+(z)
Wφ-(1− z) ∈ A(0,1−a-).

We note from Definition 3.1 and (2.44) of Theorem 2.27 that Wφ-(z) and Γ(z)
Wφ+ (z) are Mellin

transforms of positive random variables. Therefore the bounds

|MΨ(z)| ≤ Γ(a)

Wφ+(a)
|Wφ- (1− z)|(4.5)

|MΨ(z)| ≤ |Γ(z)|
|Wφ+(z)|

|Wφ- (1− a)|(4.6)

hold for z ∈ Ca, a ∈ (0, 1− a-). From (4.5) and (4.6) we have that Ψ ∈ N∞, see (2.11), if and

only if either φ- ∈ B∞ and/or
∣∣∣ Γ(z)
Wφ+ (z)

∣∣∣ decays faster than any polynomial along a + iR, ∀a ∈
(0, 1− a-). The former certainly holds if φ- ∈ BP , that is d- > 0, since from Proposition 4.3(1)
we have the even stronger φ- ∈ B

(
π
2

)
⊂ B∞, and the latter if φ+ ∈ BcP , see Proposition 4.2(4.11).

Also, if φ+ ∈ BP then Proposition 4.2(4.11) holds for all u > 0 iff µ̄+ (0) = ∞ and hence from
(4.6) we deduce that Ψ ∈ N∞. Next, from Proposition 4.3(2) if φ+ ∈ BP , µ̄+ (0) <∞ then

φ- ∈ B∞ ⇐⇒ Ψ ∈ N∞ ⇐⇒ Π-(0) =∞.

Therefore to confirm the second line of (2.16) we ought to check only that if Ψ ∈ N , φ+ ∈ BP
and φ- ∈ BcP then

(4.7) Π(0) =∞ ⇐⇒ Π-(0) =∞ or µ̄+(0) =∞.

However, if Π-(0) <∞ and µ̄+ (0) <∞ then since φ+ ∈ BP the Lévy process is a positive linear
drift plus compound Poisson process which proves the backward direction of (4.7). The forward
part is identical. In fact the expression for NΨ in the first line of (2.16) is derived as the sum of

the rate of polynomial decay of
∣∣∣ Γ(z)
Wφ+ (z)

∣∣∣ in Proposition 4.2 and of |Wφ-(z)| in Proposition 4.3(3)

coupled with (4.4). The assertions φ- ∈ BP =⇒ Ψ ∈ N
(
π
2

)
and φ- ∈ BRα , φ+ ∈ BR1−α =⇒

Ψ ∈ N
(
π
2α
)

of item (2) follow from (4.5) and (4.6) with the help of items (3a) and (3b) of

Theorem 3.3. Let arg φ+ = arg φ- hold and choose a = 1
2 . Then from (3.19) and (4.4) we see

that modulo two constants, as b→∞,∣∣∣∣MΨ

(
1

2
+ ib

)∣∣∣∣ �
√∣∣φ+ (1

2 + ib
)∣∣√∣∣φ- (1

2 − ib
)∣∣
∣∣∣∣Γ(1

2
+ ib

)∣∣∣∣ .
From (3.32), that is Re

(
φ-
(

1
2 − ib

))
> φ-

(
1
2

)
> 0, from Proposition 3.14(3) and the standard

asymptotic for the gamma function

(4.8) |Γ (a+ ib)| =
√

2π|b|a−
1
2 e−

π
2
|b| (1 + o (1)) ,

as b → ∞ and a fixed, see [32, 8.328.1], we see that Ψ ∈ N
(
π
2

)
. Finally, the last claim of

Ψ ∈ N
(
Θ+-

)
follows readily from (4.4) and (3.19). This ends the proof. �

The next sequence of results are used in the proof above. Recall the classes B∞ and B(θ), see
(3.16) and (3.17). We start with the following useful lemma.
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Lemma 4.1. Let φ ∈ B and assume that there exists â > aφ such that for all n ∈ N,

lim
|b|→∞

|b|n |Wφ (â+ ib)| = 0 (resp. there exists θ ∈
(
0, π2

]
such that lim

|b|→∞

ln|Wφ(â+ib)|
|b| ≤ −θ)

then φ ∈ B∞ (resp. φ ∈ B (θ)).

Proof. To prove the claims we rely on the Lindelöf’s theorem combined with the functional
equation (3.4) in Definition 3.1. First, assume that ∃ â > aφ such that lim

|b|→∞
|b|n |Wφ (â+ ib)| =

0, ∀n ∈ N and since |Wφ (â+ ib)| = |Wφ (â− ib)| consider b > 0 only. The recurrent equation
(3.4) and |φ (â+ ib)| = db + o (|b|) , as b → ∞ and â > aφ fixed, see Proposition 3.14(3), yield

that lim
|b|→∞

|b|n |Wφ (1 + â+ ib)| = 0, ∀n ∈ N. Then, we apply the Lindelöf’s theorem to the

strip C+
[â, â+1] = C[â, â+1] ∩ {b ≥ 0} and to the functions fn(z) = znWφ (z) , n ∈ N, which are

holomorphic on C+
[â, â+1]. Indeed, from our assumptions and the observation above, we have

that, for every n ∈ N and some finite constants Cn > 0,

sup
z∈∂C+

[â, â+1]

|fn(z)| ≤ Cn

and clearly from Definition 3.1

sup
z∈C+

[â, â+1]

∣∣∣∣fn(z)

zn

∣∣∣∣ = sup
z∈C+

[â, â+1]

|Wφ (z)| = sup
v∈[â, â+1]

Wφ(v) <∞.

Thus, we conclude from the Lindelöf’s strip theorem that

sup
z∈C+

[â, â+1]

|fn(z)| = sup
z∈C+

[â, â+1]

|znWφ(z)| ≤ Cn,

see [30, Theorem 1.0.1], which is a discussion of the celebrated paper by Phragmén and Lindelöf,
that is [64]. Finally, (3.4) and |φ (a+ ib)| = db+ o (b) , as b→∞, allows us to deduce that

lim
|b|→∞

|b|n |Wφ (a+ ib)| = 0, ∀n ∈ N, ∀a ≥ â.

To conclude the claim for a ∈ (aφ, â) we use (3.4) in the opposite direction and (3.32), that is
Re (φ (a+ ib)) ≥ φ(a) > 0, for any a > aφ, to get that

(4.9)
1

φ (a)
|Wφ (1 + a+ ib)| ≥ 1

|φ (a+ ib)|
|Wφ (1 + a+ ib)| = |Wφ (a+ ib)| .

Thus, φ ∈ B∞. Next, assume that ∃ â > aφ, θ ∈
(
0, π2

]
such that lim

|b|→∞

ln|Wφ(â+ib)|
|b| ≤ −θ.

Then, arguing as above, we conclude that this relation holds for â + 1 too. Then, on C+
[â, â+1],

for the function fε(z) = Wφ(z)e−i(θ−ε)z, ε ∈ (0, θ), we have from Definition 3.1 with some
C > 0, D = D(â) > 0, that

sup
z∈∂C+

[â, â+1]

|fε(z)| ≤ C and sup
b≥0

sup
v∈[â, â+1]

|fε(v + ib)| ≤ De(θ−ε)b ≤ De
π
2
b.

This suffices to apply [30, Theorem 1.0.1] with f̃ε(z) = fε

(
ei
π
2 z
)

. Therefore, we conclude that

|fε(z)| ≤ C on C+
[â, â+1] and thus, for all v ∈ [â, â+ 1],

lim
b→∞

ln |Wφ (v + ib)|
b

≤ −θ + ε.



36 P. PATIE AND M. SAVOV

Sending ε→ 0 we conclude that, for all v ∈ [â, â+ 1],

(4.10) lim
b→∞

ln |Wφ (v + ib)|
b

≤ −θ.

Therefore, from the identities |Wφ (a+ ib)| = |Wφ (a− ib)| and (3.4), the relations |φ (a+ ib)| =
db+ o (b) , as b→∞ and a > aφ fixed, see Proposition 3.14(3), and (4.9) we deduct that (4.10)
holds for a > aφ. Thus, we deduce that φ ∈ B (θ) and conclude the entire proof. �

The proof of Theorem 2.5 via (4.5) and (4.6) hinges upon the assertions of Proposition 4.2 and

Proposition 4.3. Let us examine
∣∣∣ Γ(z)
Wφ+ (z)

∣∣∣, that is (4.6), first.

Proposition 4.2. Let φ ∈ BcP then for any u ≥ 0 and a > 0 fixed

(4.11) lim
|b|→∞

|b|u
∣∣∣∣ Γ (a+ ib)

Wφ (a+ ib)

∣∣∣∣ = 0.

If φ ∈ BP then (4.11) holds for any u < 1
d

(φ(0) + µ̄ (0)) ∈ (0,∞]. In fact, if µ̄ (0) < ∞ the

limit in (4.11) is infinity for all u > 1
d

(φ(0) + µ̄ (0)). Finally, regardless of the value of µ̄(0),

we have, as b→∞ and for any a > 0 such that d−1
∫∞

0 e−ayµ̄ (y) dy < 1,

(4.12)

∣∣∣∣ Γ (a+ ib)

Wφ (a+ ib)

∣∣∣∣ . e− µ̄( 1
b )+φ(0)

d
ln b.

Proof. Let φ ∈ B. Fix a > 0 and without loss of generality assume that b > 0. Applying (4.8)
to |Γ (a+ ib)| and (3.19) to |Wφ (a+ ib)| we get, as b→∞, that

(4.13)

∣∣∣∣ Γ (a+ ib)

Wφ (a+ ib)

∣∣∣∣ � ba− 1
2

√
|φ(a+ ib)|eAφ(a+ib)−π

2
b.

It therefore remains to estimate Aφ(a + ib) in the different scenarios stated. Let us start with
d = 0 or equivalently φ ∈ BcP . Then from (3.3) we get that

φ(a+ ib) = φ(0) +

∫ ∞
0

(
1− e−ay cos(by)

)
µ(dy) + i

∫ ∞
0

sin(by)e−ayµ(dy)

= Re (φ(a+ ib)) + iIm (φ(a+ ib)) .

Clearly, Re (φ(a+ ib)) ≥ φ(a) > 0, see (3.32). Next,

(4.14) lim
b→∞

|Im (φ(a+ ib))|
b

= 0,

which follows from Proposition 3.14(3). These facts allow us to deduct that, for any M > 0 and
any u > u (M) > 0,

|arg (φ(a+ iu))| =
∣∣∣∣arctan

(
Im (φ(a+ iu))

Re (φ(a+ iu))

)∣∣∣∣
≤ arctan

(
|Im (φ(a+ iu))|

φ(a)

)
=
π

2
− arctan

(
φ(a)u

u |Im (φ(a+ iu))|

)
≤ π

2
− arctan

(
Mφ(a)

u

)
,
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where the last inequality follows from (4.14). Therefore, from the definition of Aφ, see (3.11),
we get that for any b > u (M),

|Aφ (a+ ib)| ≤
∫ b

0
|arg φ (a+ iu)| du ≤ π

2
b−

∫ b

u(M)
arctan

(
Mφ(a)

u

)
du.

However, since arctanx
0∼ x, we see that ∃u′ big enough such that for any b > u′

|Aφ (a+ ib)| ≤ π

2
b− Mφ(a)

2

(
ln b− lnu′

)
.

Plugging this in (4.13) and using the fact that, for a fixed a > 0, |φ (a+ ib)| ∞= o (|a+ ib|) , when
d = 0, see Proposition 3.14(3), we easily get that, as b→∞,∣∣∣∣ Γ (a+ ib)

Wφ (a+ ib)

∣∣∣∣ . bae−Mφ(a)
2

ln b = ba−
Mφ(a)

2 .

Since M is arbitrary we conclude (4.11) when φ ∈ BcP . Assume next that φ ∈ BP and without
loss of generality that b > 0. Then from (3.51) of Proposition 3.16 we get for the exponent of
(4.13) that, as b→∞ and any fixed a > 0,

Aφ(a+ ib)− π

2
b = −b arctan

(a
b

)
−
(
a+

φ(0)

d

)
ln b

−

(
a+ φ(0)

d

)
2

(
ln

(
1 +

b2

a2

)
− ln b2

)
−
∫ ∞

0

1− cos(by)

y
Lµ̄a,d(dy) + Āφ(a)

= −
(
a+

φ(0)

d

)
ln b−

(
a+ φ(0)

d

)
2

ln

(
1 +

b2

a2

)
+ O (1) ,

where we have used implicitly that arctan a
b + arctan b

a = π
2 . Therefore, as b → ∞, (4.13) is

simplified to ∣∣∣∣ Γ (a+ ib)

Wφ (a+ ib)

∣∣∣∣ � ba− 1
2

√
|φ(a+ ib)|e−

(
a+

φ(0)
d

)
ln b−

∫∞
0

1−cos(by)
y

Lµ̄a,d (dy)
.

We recall that Lµ̄a,d(dy) is the measure associated to the measure µ̄a,d(y)dy = d−1e−ayµ̄(y)dy
as defined in (3.46). When φ ∈ BP we have that |φ(a+ ib)| ∼ db, as b→∞ and a > 0 fixed, see
Proposition 3.14(3), and thus (4.13) is simplified further to

(4.15)

∣∣∣∣ Γ (a+ ib)

Wφ (a+ ib)

∣∣∣∣ � e−φ(0)
d

ln b−
∫∞
0

1−cos(by)
y

Lµ̄a,d (dy)
.

Next, choose a > a0 > 0 so as to have ||µ̄a,d||TV = d−1
∫∞

0 e−ayµ̄(y)dy < 1. Then (3.54) of
Proposition 3.16 applies and proves (4.12) regardless of the value of µ̄(0). Moreover, (4.12) also
settles (4.11) for those a > a0 and any u ≥ 0 whenever µ̄(0) =∞. However, since∣∣∣∣ Γ (1 + a+ ib)

Wφ (1 + a+ ib)

∣∣∣∣ =
|a+ ib|
|φ (a+ ib)|

∣∣∣∣ Γ (a+ ib)

Wφ (a+ ib)

∣∣∣∣
and lim

b→∞
|a+ib|
|φ(a+ib)| = d−1, see Proposition 3.14(3), we trivially conclude (4.11), when µ̄(0) = ∞,

for any a > 0, u ≥ 0. Next, let µ̄(0) <∞ and choose again a > a0 so that ||µ̄a,d||TV < 1. Then
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(3.45) holds and thanks to Proposition 4.10 we have that µ̄∗na,d(y) = e−ay µ̄
∗n(y)
dn

. Therefore, on
(0,∞),

Lµ̄a,d(dy) =

∞∑
n=1

(−1)n−1 µ̄
∗n
a,d(y)

n
dy

= e−ay
∞∑
n=1

(−1)n−1 µ̄
∗n(y)

dnn
dy =

1

d
e−ayµ̄(y)dy + h(y)dy.

Now since µ̄(0) < ∞ and therefore µ̄ ∈ L∞ (R+) we have from Proposition 4.10(4.74) applied
with a = a′ = 0 that

|h(y)| ≤ e−ay
∞∑
n=2

µ̄∗n(y)

dnn
dy ≤ ye−ay

∞∑
n=2

µ̄n(0)yn−2

dnn!
.

Thus ∣∣∣∣∫ ∞
0

1− cos(by)

y
h(y)dy

∣∣∣∣ ≤ 2

∞∑
n=2

µ̄n(0)

n(n− 1)dnan−1
<∞ ⇐⇒ a ≥ µ̄(0)

d
.

Therefore, if we choose a > a0 ∨ µ̄(0)
d

we see that the term above does not contribute to the
asymptotic in (4.15). We are then left with the relation

(4.16)

∣∣∣∣ Γ (a+ ib)

Wφ (a+ ib)

∣∣∣∣ � e−φ(0)
d

ln b− 1
d

∫∞
0

1−cos(by)
y

e−ayµ̄(y)dy
.

First, since y 7→ e−ay µ̄(y)
y is integrable on (1,∞), the Riemann-Lebesgue lemma yields that

(4.17) lim
b→∞

∫ ∞
1

1− cos(by)

y
e−ayµ̄(y)dy =

∫ ∞
1

e−ayµ̄(y)
dy

y
.

Next, recall that µ̄(0) <∞. Henceforth, from the dominated convergence theorem
(4.18)

lim
b→∞

∫ 1
b

0

1− cos(by)

y
e−ayµ̄(y)dy = lim

b→∞

∫ 1

0

1− cos y

y
e−a

y
b µ̄
(y
b

)
dy = µ̄ (0)

∫ 1

0

1− cos y

y
dy.

Recall that y 7→ µ̄a(y) = e−ayµ̄(y) is decreasing on R+, thus defining a measure µ̄a(dv) on
(0,∞). Therefore, the remaining portion of the integral in the exponent of (4.16) is written as∫ 1

1
b

1− cos(by)

y
e−ayµ̄(y)dy =

∫ 1

1
b

1− cos(by)

y

(
µ̄a(y)− µ̄a

(
1

b

)
+ µ̄a

(
1

b

))
dy

= µ̄a

(
1

b

)(
ln b−

∫ b

1

cos y

y
dy

)
−
∫ 1

1
b

1

y

(
µ̄a

(
1

b

)
− µ̄a(y)

)
dy +

∫ 1

1
b

cos(by)

y

∫ y

1
b

µ̄a(dv)dy.

(4.19)

Clearly, then

lim
b→∞

∣∣∣∣∣
∫ 1

1
b

cos(by)

y

∫ y

1
b

µ̄a(dv)dy

∣∣∣∣∣ ≤ lim
b→∞

∫ 1

1
b

∣∣∣∣∫ b

bv

cos y

y
dy

∣∣∣∣ µ̄a(dv) = 0,
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since lim
b→∞

∣∣∣∫ bbv cos y
y dy

∣∣∣ = 0, for all v ∈ (0, 1), and the validity of the dominated convergence

theorem which is due to supx≥1

∣∣∣∫∞x cos y
y dy

∣∣∣ < ∞ and
∫ 1

0 |µ̄a(dv)| = µ̄ (0) − e−1µ̄ (1) < ∞.

Henceforth, from (4.17), (4.18) and (4.19), we obtain, as b→∞, that∣∣∣∣∫ ∞
0

1− cos(by)

y
e−ayµ̄(y)dy − µ̄(0) ln b

∣∣∣∣ ≤ (µ̄(0)− µ̄a
(

1

b

))
ln b+

∫ 1

1
b

(µ̄(0)− µ̄a(y))
dy

y
+C+o (1)

where C > 0. However, it can be seen easily that the first and the second term on the right-hand
side are of order o (ln b) and therefore, as b→∞,∫ ∞

0

1− cos(by)

y
e−ayµ̄(y)dy = µ̄(0) ln b+ o (ln b) .

This fed in (4.16) yields

(4.20)

∣∣∣∣ Γ (a+ ib)

Wφ (a+ ib)

∣∣∣∣ � e−φ(0)
d

ln b− µ̄(0)
d

ln b+o(ln b),

which proves (4.11) for u < 1
d

(φ(0) + µ̄ (0)) and shows that the limit in (4.11) is infinity for

u > 1
d

(φ(0) + µ̄ (0)). This concludes the proof of Proposition 4.2. �

Proposition 4.2 essentially deals exhaustively with the proof of Theorem 2.5 via the term
∣∣∣ Γ(z)
Wφ+ (z)

∣∣∣
in (4.6). Since

∣∣∣ Γ(z)
Wφ+ (z)

∣∣∣ decays faster than any polynomial except when φ+ ∈ BP and µ̄+ (0) <∞,

it remains to discuss this scenario. Before stating and proving Proposition 4.3 we introduce some
more notation needed throughout below. We recall that with any φ ∈ B we have an associated
non-decreasing (possibly killed at independent exponential rate of parameter φ(0) > 0) Lévy
process ξ. Then the potential measure of ξ and therefore of φ is defined as

(4.21) U(dy) =

∫ ∞
0

e−φ(0)tP (ξt ∈ dy) dt, y > 0,

and from Proposition 3.14(5) we get that, for z ∈ C(0,∞),

(4.22)

∫ ∞
0

e−zyU(dy) =
1

φ(z)
.

The renewal or potential function U(y) =
∫ y

0 U(dx), y > 0, is subadditive on (0,∞). Recall

that if Ψ ∈ N then Ψ(z) = −φ+(−z)φ-(z) and we have two potential measures U+- related to φ+-
respectively. If in addition φ ∈ BP then it is well known from [9, Chapter III] that the potential

density u(y) = U(dy)
dy exists. Moreover, it is continuous, strictly positive and bounded on [0,∞),

that is ||u||∞ <∞. Furthermore, [26, Proposition 1] establishes that in this case

(4.23) u(y) =

∞∑
j=0

(−1)j

dj+1

(
1 ∗ (φ(0) + µ̄)∗j

)
(y) =

1

d
+ ũ(y), y ≥ 0,

where 1(y) = I{y>0} stands for the Heavyside function and f∗g(x) =
∫ x

0 f(x−v)g(v)dv represents
the convolution of two functions. We keep the last notation for convolutions of measures too.
Then we have the result.

Proposition 4.3. Let φ+ ∈ BP and µ̄+ (0) <∞. Then we have the following scenarios.

(1) If φ- ∈ BP then φ- ∈ B
(
π
2

)
.
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(2) If φ- ∈ BcP then φ- ∈ B∞ ⇐⇒ Π-(0) =∞.

(3) If φ- ∈ BcP and Π-(0) < ∞ then for any u <
∫∞
0 u+(y)Π-(dy)

φ-(0)+µ̄-(0) and any a > 0 we have

that lim
|b|→∞

|b|u |Wφ- (a+ ib)| = 0. If u >
∫∞
0 u+(y)Π-(dy)

φ-(0)+µ̄-(0) then for any a > 0 the following

lim
|b|→∞

|b|u |Wφ- (a+ ib)| =∞ is valid.

Remark 4.4. We stress that the validity of item (2), that is φ- ∈ B∞, can be established for
general φ ∈ B as long as the following three conditions are satisfied. First, the Lévy measure of φ
is absolutely continuous, that is µ(dy) = υ(y)dy, y > 0, and υ(0) =∞. Secondly, υ(y) = υ1(y)+
υ2(y) such that υ1, υ2 ∈ L1 (R+) and υ1 ≥ 0 is non-increasing on R+. Finally,

∫∞
0 υ2(y)dy ≥ 0

and |υ2(x)| ≤
(∫∞
x υ1(y)dy

)
∨ C for some C > 0 on R+. Imposing φ+ ∈ BP and µ̄+ (0) < ∞

ensures precisely those conditions for φ-. In fact Lemma 4.5, Proposition 4.6 and Lemma 4.7
modulo to (4.58),(4.59) serve only the purpose to check the validity of those conditions. For item
(3) for general φ ∈ B it suffices to assume that µ(dy) = υ(y)dy, y > 0, υ (0+) = lim

y→0
υ (y) < ∞

and υ ∈ L∞ (R+). Also note that υ-(0
+) =

∫∞
0 u+(y)Π-(dy).

Proof. When φ- ∈ BP it follows immediately from (3.51) of Proposition 3.16 that φ- ∈ B
(
π
2

)
and item (1) is proved. Let us proceed with item (2). Since φ+ ∈ BP from [24, Chapter V,
(5.3.11)] or Proposition B.1 we can obtain the differentiated version of (B.1), that is

µ- (dy) = υ- (y) dy =

∫ ∞
0

u+(v)Π-(y + dv)dy.(4.24)

Note that

(4.25) µ̄- (0) =

∫ ∞
0

υ- (y) dy =∞ ⇐⇒
∫ 1

0
Π-(y)dy =∞.

Indeed, from (4.24), for any y < 1,(
inf

0≤v≤1
u+(v)

)(
Π-(y)−Π-(1)

)
≤ υ- (y) ≤ ||u+||∞Π-(y).

Then inf0≤v≤1 u+(v) > 0 since u+(0) = 1
d+
> 0, u+ ∈ C ([0,∞)) and u+ never touches 0 whenever

d+ > 0, see [9, Chapter III], and (4.25) is established. Next φ+ ∈ BP and µ̄+ (0) < ∞ trigger
the simultaneous validity of Lemma 4.5, Lemma 4.7 and Lemma 4.8 provided µ̄- (0) = ∞ or

equivalently
∫ 1

0 Π-(y)dy = ∞, see (4.25) above. Assume the latter and note that µ̄- (0) = ∞ is
only needed for Lemma 4.8 so that φc-(∞) = ∞ is valid when d- = 0, as it is the case in item
(2) here. Then, we can always choose c ∈ R+ such that (4.63) holds for any a ≥ ac > 0, namely,
for all b large enough

arg (φ-(a+ ib)) = arg (φc- (a+ ib)) (1 + o (1)) + arg
(
1−FΞca(−ib)

)
with Ξca as in Lemma 4.8. Thus, from the definition of Aφ, see (3.11), we get that, as b→∞,

Aφ-(a+ ib) = Aφc- (a+ ib) (1 + o (1)) +

∫ b

0
arg
(
1−FΞca(−iu)

)
du.

However, since in (3.19) of Theorem 3.3, Gφ does not depend on b, whereas Eφ and Rφ are
uniformly bounded on Ca and φ- ∈ B and Aφ ≥ 0, we conclude that, for every a > ac fixed and
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any η ∈
(
0, 1

2

)
, as b→∞,

|Wφ-(a+ ib)| . |φ
c
- (a+ ib)|

1
2

+η√
|φ- (a+ ib)|

e−
∫ b
0 arg(1−FΞca

(−iu))du ∣∣Wφc- (a+ ib)
∣∣1+2η

|Wφ-(a+ ib)| & |φ
c
- (a+ ib)|

1
2
−η√

|φ- (a+ ib)|
e−
∫ b
0 arg(1−FΞca

(−iu))du ∣∣Wφc- (a+ ib)
∣∣1−2η

.

(4.26)

However, the Lévy measure of φc- is µc-(dy) = I{y<c}d−1
+ Π

c
-(y)dy, see (4.56), and then since Π

c
-(y)

is non-increasing on (0,∞) we deduce via integration by parts of (4.56) that

Ψc(z) = zφc-(z) = φ-(0)z +
1

d+

∫ 0

−c
(ezr − 1− zr) Πc(−dr) ∈ N .

However, [61, Theorem 5.1 (5.3)] shows that φc- ∈ B∞ ⇐⇒ Π
c
- (0) = ∞ (the latter being

equivalent to Nr =∞ in the notation of [61] and Wφc- =MVψ therein). Moreover, since Π
c
-(y) =(

Π-(y)−Π-(c)
)
I{y≤c}, see Lemma 4.5, we obtain that φc- ∈ B∞ ⇐⇒ Π- (0) = ∞. It remains

henceforth to understand the terms to the right-hand side of (4.26) and show that they cannot

disrupt the subexponential decay brought in by
∣∣Wφc- (a+ ib)

∣∣1+2η
. With the notation and the

claim of Lemma 4.8 we have that lim
a→∞

||Ξca||TV = 0 and thus there exists a0 > ac such that for

all a > a0, ||Ξca||TV < 1. Therefore, from (3.49) of Proposition 3.15 we get that for all u ∈ R,
log0

(
1−FΞca (−iu)

)
= −FLΞca

(−iu). Moreover, ||Ξca||TV < 1 implies that the first expression in

(3.45) holds. Henceforth,

arg
(
1−FΞca (−iu)

)
= Im

(
log0

(
1−FΞca (−iu)

))
= −Im

(
FΞca (−iu)

)
−
∞∑
n=2

Im
(
FnΞca (−iu)

)
n

= −Im
(
FΞca (−iu)

)
−
∞∑
n=2

Im
(
F(Ξca)∗n (−iu)

)
n

.

(4.27)

We work with the remainder term of (4.26), that is
∫ b

0 arg
(
1−FΞca(−iu)

)
du and b > 0. We

start with the infinite sum in (4.27) clarifying that, for each n ≥ 1,

(4.28) Im
(
F(Ξca)∗n (−iu)

)
= −

∫ ∞
0

sin (uy) (χca)
∗n (y)dy,

where from Lemma 4.8 χca(y)dy = e−ayχc(y)dy is the density of Ξca(dy) and for any a ≥ ac,
||χca||∞ < ∞. By definition a0 = max {a0, ac}. We work from now on with 0 < a0 < a. Next,
note that, for each b > 0, from Proposition 4.10(4.74), we have that∫ b

0

∫ ∞
0

∣∣∣∣∣sin(uy)

∞∑
n=2

(χca)
∗n (y)

n

∣∣∣∣∣ dydu ≤ b
∫ ∞

0

∞∑
n=2

||χca0
||n∞

yn−1e−(a−a0)y

n!
dy

= b
∞∑
n=2

||χca0
||n∞

n (a− a0)n
<∞ ⇐⇒ a− a0 > ||χca0

||∞.
(4.29)

So since (4.26) is valid for any a > a0 > ac we, from now on, fix a > 2||χca0
||∞+ a0. Then (4.29)

allows via integration by parts in (4.30) below to conclude using (4.27), (4.28) and Proposition
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4.10(4.74) that, for any b > 0,∣∣∣∣∫ b

0

(
arg
(
1−FΞca (−iu)

)
+ Im

(
FΞca (−iu)

))
du

∣∣∣∣ =

∣∣∣∣∣
∫ b

0

∞∑
n=2

Im
(
F(Ξca)∗n (−iu)

)
n

du

∣∣∣∣∣
=

∣∣∣∣∣
∫ b

0

∞∑
n=2

∫∞
0 sin (uy) (χca)

∗n (y)dy

n
du

∣∣∣∣∣ =

∣∣∣∣∣
∫ ∞

0

1− cos(by)

y

∞∑
n=2

(χca)
∗n (y)

n
dy

∣∣∣∣∣
≤ 2

∫ ∞
0

∞∑
n=2

||χca0
||n∞

yn−2e−(a−a0)y

n!
dy = 2

∞∑
n=2

||χca0
||n∞

n(n− 1) (a− a0)n−1 <∞.

(4.30)

Since the right-hand side is independent of b > 0 we deduct that for a > 2||χca0
||∞ + a0, (4.26)

is simplified to

|Wφ-(a+ ib)| . |φ
c
- (a+ ib)|

1
2

+η√
|φ- (a+ ib)|

e
∫ b
0 Im(FΞca

(−iu))du ∣∣Wφc- (a+ ib)
∣∣1+2η

|Wφ-(a+ ib)| & |φ
c
- (a+ ib)|

1
2
−η√

|φ- (a+ ib)|
e
∫ b
0 Im(FΞca

(−iu))du ∣∣Wφc- (a+ ib)
∣∣1−2η

(4.31)

Next from (4.28)∣∣∣∣∫ b

0
Im
(
FΞca(−iu)

)
du

∣∣∣∣ =

∣∣∣∣∫ ∞
0

1− cos(by)

y
χca(y)dy

∣∣∣∣(4.32)

≤
∣∣∣∣∫ 1

0

1− cos(by)

y
χca(y)dy

∣∣∣∣+

∣∣∣∣∫ ∞
1

1− cos(by)

y
χca(y)dy

∣∣∣∣ .
From the Riemann-Lebesgue lemma applied to the absolutely integrable function χca(y)y−1I{y>1}
we get that

lim
b→∞

∣∣∣∣∫ ∞
1

1− cos(by)

y
χca(y)dy

∣∣∣∣ =

∣∣∣∣∫ ∞
1

χca(y)

y
dy

∣∣∣∣ =: Da.

Therefore, using the fact that ||χca||∞ < ∞, see Lemma 4.8, we conclude, for all b > 1 big
enough, that∣∣∣∣∫ b

0
Im
(
FΞca(−iu)

)
du

∣∣∣∣ ≤ ∫ b

0

1− cos y

y

∣∣∣χca (yb)∣∣∣ dy + 2Da(4.33)

≤ ||χca||∞
(∫ 1

0

1− cos y

y
dy +

∫ b

1

1− cos y

y
dy

)
+ 2Da

≤ ||χca||∞
∫ 1

0

1− cos y

y
dy + ||χca||∞ ln b+ D̃a,

where D̃a = 2Da + supb>1

∣∣∣∫ b1 cos y
y dy

∣∣∣ <∞. This allows us to conclude in (4.31), as b→∞,

|Wφ-(a+ ib)| . b||χca||∞+ 1
2

+η
∣∣Wφc- (a+ ib)

∣∣1+2η

|Wφ-(a+ ib)| & b−||χca||∞−
1
2

∣∣Wφc- (a+ ib)
∣∣1−2η

,
(4.34)

where we have also used the standard relation |φ(a+ ib)| ∞∼ db + o (b), see Proposition 3.14(3),
and for any a > 0 and any φ ∈ B, |φ(a+ ib)| ≥ Re (φ(a+ ib)) ≥ φ(a) > 0, see (3.32). Hence, as

mentioned below (4.26) from [61, Theorem 5.1 (5.3)] we have that φc- ∈ B∞ ⇐⇒ Π
c
- (0) = ∞
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and since Π
c
-(y) =

(
Π-(y)−Π-(c)

)
I{y≤c}, see Lemma 4.5, we conclude that φc- ∈ B∞ ⇐⇒

Π-(0) =∞. This together with (4.34) and Lemma 4.1 shows that∫ 1

0
Π-(y)dy =∞ =⇒ Π-(0) =∞ =⇒ φ- ∈ B∞.

Let next
∫ 1

0 Π-(y)dy <∞ but Π-(0) =∞. Unfortunately, we cannot easily use similar compari-

son as above despite that φc- ∈ B∞ ⇐⇒ Π
c
- (0) =∞. In fact Lemma 4.8 fails to give a good and

quick approximation of arg φ- with arg φc-. We choose a different route. An easy computation
involving (4.24), u+(0) = 1

d+
∈ (0,∞), see (4.23), and u+ ∈ C ([0,∞)), gives that

(4.35) lim
y→0

υ- (y) =∞,

since for any ε > 0, υ- (y) ≥
(
infv∈[0,ε) u+(v)

) (
Π-(y)−Π-(y + ε)

)
. Since we aim to show that

φ- ∈ B∞ from Lemma 4.1 we can work again with a single a which we will choose later. From
|Wφ- (a+ ib)| = |Wφ- (a− ib)| we can focus on b > 0 only as well. From the alternative expression
for Aφ- , see (3.20) in the claim of Theorem 3.2(1), we get that

Aφ- (a+ ib) = bΘφ- (a+ ib) =

∫ ∞
a

ln

(∣∣∣∣φ-(u+ ib)

φ-(u)

∣∣∣∣) du
≥
∫ ∞
a

ln

(∣∣∣∣1 +
Re (φ-(u+ ib)− φ-(u))

φ-(u)

∣∣∣∣) du.(4.36)

Next, we note that since d- = 0,

Re (φ-(u+ ib)− φ-(u))

φ-(u)
=

∫∞
0 (1− cos(by)) e−uyυ- (y) dy

φ-(u)
≥ 0.

Moreover, since µ̄- (0) <∞,

lim
u→∞

sup
b∈R

∫ ∞
0

(1− cos(by)) e−uyυ- (y) dy ≤ lim
u→∞

2

∫ ∞
0

e−uyυ- (y) dy = 0

and lim
u→∞

φ-(u) = φ-(∞) < ∞, see (3.3). We choose â > 0 large enough so that φ-(u) > φ-(∞)
2

and supb∈R
∫∞

0 (1− cos(by)) e−uyυ- (y) dy ≤ φ-(∞)
4 , for all u ≥ â. Therefore from (4.36) and

ln (1 + x) ≥ Cx, ∀x < 1
2 with some C > 0, we deduce that for any ε > 0 and b > 1

ε

Aφ- (â+ ib) ≥ C
∫ ∞
â

∫∞
0 (1− cos(by)) e−uyυ- (y) dy

φ-(u)
du

≥ C

φ- (∞)

∫ ∞
â

∫ ∞
0

(1− cos(by)) e−uyυ- (y) dydu

=
C

φ- (∞)

∫ ∞
0

(1− cos(by)) e−âyυ- (y)
dy

y
≥ C

φ- (∞)

∫ ε

1
b

(1− cos(by)) e−âyυ- (y)
dy

y

≥ C

φ- (∞)
e−âε

∫ bε

1
(1− cos y) υ-

(y
b

) dy
y

≥ C

φ- (∞)
e−âε

(
inf

v∈(0,ε)
υ- (v)

)∫ bε

1
(1− cos y)

dy

y
.

However, since
∫∞

1
cos y
y dy <∞ we conclude that for any ε > 0, as b→∞,

(4.37) lim
b→∞

Aφ- (â+ ib)

ln b
≥ C

φ- (∞)
e−âε inf

v∈(0,ε)
υ- (v) .
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Now, (4.35) and (4.37) prove the claim φ- ∈ B∞ since for fixed â and as b→∞

Wφ-(a+ ib) � 1√
|φ-(â+ ib)|

e−Aφ- (â+ib) .
1√

|φ-(â+ ib)|
e
− C
φ-(∞)

e−âε(infv∈(0,ε) υ-(v)) ln(b)
,

see (3.19), and |φ-(â+ ib)| ≥ φ-(â) > 0, see (3.32). We conclude item (2). We proceed with
the proof of item (3). Assume then that Π-(0) < ∞. In this case we study directly Aφ- . Since
(4.24) holds in any situation when φ+ ∈ BP then µ-(dy) = υ- (y) dy, y ∈ (0,∞), and

||υ-||∞ = sup
y≥0

υ- (y) ≤ ||u+||∞ sup
y>0

Π-(y) = ||u+||∞Π-(0) = A <∞.

Note that φ-(∞) = φ-(0) + µ̄- (0) and put υ?a(y) = e−ay

φ-(∞)υ- (y) , y > 0. Then, clearly from the

first expression in (3.3), for z = a+ ib ∈ C(0,∞), a > 0,

(4.38) φ-(z) = φ-(0) + µ̄-(0)−
∫ ∞

0
e−ibye−ayυ-(y)dy = φ-(∞)

(
1−Fυ?a(−ib)

)
.

From ||υ-||∞ ≤ A then for all a big enough we have that ||υ?a||TV < 1. Fix such a. Then ∀b ∈ R
we deduce from (3.49) of Proposition 3.15 and (3.45) that

arg (φ- (a+ ib)) = Im
(
log0

(
1−Fυ?a(−ib)

))
= −Im

(
Fυ?a(−ib)

)
−
∞∑
n=2

Im
(
Fυ?a(−ib)

)n
n

= −Im
(
Fυ?a(−ib)

)
+ ga(b).(4.39)

Since ||υ?||∞ ≤ A
φ-(∞) <∞ with υ? = υ?0 we can show repeating without modification (4.29) and

(4.30) above and in the process estimating the convolutions (υ?a)
∗n , n ≥ 2, using Proposition

4.10(4.74) with a′ = 0, that supb>0

∣∣∣∫ b0 ga(v)dv
∣∣∣ <∞ and thus it does not contribute more than

a constant to Aφ- at least for this fixed a big enough. Without loss of generality work with
b > 0. Then, from the definition of Aφ- , see (3.11), (4.39) and the preceding discussion, we get
that

Aφ- (a+ ib) =

∫ b

0
arg (φ- (a+ iu)) du =

∫ b

0
ga(u)du−

∫ b

0
Im
(
Fυ?a(−iu)

)
du

=

∫ b

0
ga(u)du+

∫ ∞
0

1− cos(by)

y
υ?a(y)dy,

where supb>0

∣∣∣∫ b0 ga(u)du
∣∣∣ < ∞. Estimating precisely as in (4.32) and (4.33), since y 7→

υ?a(y)y−1I{y>1} ∈ L1 (R+) and ||υ?||∞ ≤ A
φ-(∞) <∞ one gets that for some positive constant C ′a

(4.40)

∣∣∣∣Aφ- (a+ ib)−
∫ b

1

1− cos y

y
υ?a

(y
b

)
dy

∣∣∣∣ ≤ C ′a.
We investigate the contribution of the integral as b→∞. Fix ρ ∈ (0, 1). Then, clearly,

(4.41) sup
b>1

∫ b

bρ

1− cos y

y
υ?a

(y
b

)
dy ≤ 2||υ?a||∞ |ln ρ| .

Next put

υ?a (0) = lim
y→0

∫∞
0 u+(v)Π-(y + dv)

φ-(∞)
=

∫∞
0 u+(v)Π-(dv)

φ-(0) + µ̄- (0)
<∞,
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which follows from (4.24) and the continuity of u+. Thus, υ?a is continuous at zero. Set υa(y) =
υ?a(y)− υ?a (0), for y ∈ (0,∞). Then

(4.42)

∫ bρ

1

1− cos y

y
υ?a

(y
b

)
dy =

∫ bρ

1

1− cos y

y
υa

(y
b

)
dy + υ?a (0)

(
ln b−

∫ b

1

cos y

y
dy

)
.

However, since υ?a is continuous at zero we are able to immediately conclude that

lim
ρ→0

sup
y≤bρ

∣∣∣υa (y
b

)∣∣∣ = lim
ρ→0

υ (ρ) = 0,

where υ (ρ) = supv≤ρ |υa (v)|, and thus

(4.43)

∣∣∣∣∫ bρ

1

1− cos y

y
υa

(y
b

)
dy

∣∣∣∣ ≤ 2

(
sup
y≤ρ
|υa (y)|

)
ln b = 2υ (ρ) ln b.

We then combine (4.41),(4.42) and (4.43) in (4.40) to get for any ρ ∈ (0, 1) and some constant
Ca,ρ > 0 that

(4.44) |Aφ- (a+ ib)− υ?a (0) ln b| ≤ Ca,ρ + 2υ (ρ) ln b.

Thus, for all a big enough and all ρ ∈ (0, 1) we have from (3.19) of Theorem 3.3 that

(4.45) |Wφ- (a+ ib)| � 1√
|φ-(a+ ib)|

e−υ
?
a(0) ln b−2υ(ρ) ln b−Ca,ρ .

Since lim
ρ→0

υ (ρ) = 0 and υ?a (0) = υ? (0) = υ-(0)
φ-(∞) this settles the proof for item (3) at least for

all a big enough. However, since µ- is absolutely continuous, for any a > 0 fixed, we have from
Proposition 3.14(4) that lim

|b|→∞
φ-(a+ib) = φ- (∞). From Wφ-(1+a+ib) = φ- (a+ ib)Wφ-(a+ib),

see (3.4), we then get that (4.45) holds for any a > 0 up to a multiplicative constant. This
concludes the proof of item (3) and therefore of Proposition 4.3. �

The first auxiliary result uses (4.23) and the celebrated équation amicale inversée, see [24,
Chapter V, (5.3.11)], extended easily to killed Lévy processes in Proposition B.1, to decompose
and relate the Lévy measure of φ+ to the Lévy measure associated to the Lévy process underlying
Ψ ∈ N . This decomposition is used to relate φ- and hence Wφ- to φc- ∈ B and Wφc- as in the
proof of Proposition 4.3(2).

Lemma 4.5. Let Ψ ∈ N such that φ+ ∈ BP and µ̄+ (0) < ∞. Then with the decomposition of
the potential density u+(x) = 1

d+
+ ũ+(x), x ≥ 0, see (4.23), ∃ c0 = c0(Ψ) ∈ (0,∞) such that for

any c ∈ (0, c0) the following identity of measures holds on (0, c)

µ- (dy) =
1

d+

(
Π
c
-(y) +

(
Π-(c)−Π-(y + c)

))
dy

+

∫ ∞
c

u+(v)Π-(y + dv)dy +

∫ c

0
ũ+(v)Π-(y + dv)dy

=
1

d+
Π
c
-(y)dy + τ c1(y)dy + τ c2(y)dy,

(4.46)

where Π
c
-(y) =

(
Π-(y)−Π-(c)

)
I{y≤c},

(4.47) τ c1(y) = I{y≤ c
2
}

∫ c
2

0
ũ+(v)Π-(y + dv)
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and

τ c2(y) =

(∫ c
2

0
ũ+(v)Π-(y + dv)I{y∈( c2 ,c)} +

∫ c

c
2

ũ+(v)Π-(y + dv)I{y<c}

)
dy+

+
(
Π-(c)−Π-(y + c)

)
I{y<c}dy +

(∫ ∞
c

u+(v)Π-(y + dv)

)
I{y<c}dy.

(4.48)

Moreover, sup
y∈(0,c)

|τ c2(y)| <∞ and for some C∗ > 0

(4.49) |τ c1(y)| ≤ C∗
(∫ c

2

0
Π
c
- (ρ+ y)−Π

c
-

( c
2

+ y
)
dρ

)
I{y≤ c

2
}.

Finally, both τ c1 and τ c2 are absolutely integrable on (0, c).

Proof. Let c > 0. Recall (4.24) and decompose as follows

µ- (dy) = υ- (y) dy =

∫ ∞
0

u+(v)Π-(y + dv)dy

=

∫ c

0
u+(v)Π-(y + dv)dy +

∫ ∞
c

u+(v)Π-(y + dv)dy.

(4.50)

Recall also that the potential measure U+ and its density u+ have been discussed prior to the
statement of Proposition 4.3. Most notably (4.23) gives that

(4.51) u+(x) =

∞∑
j=0

(−1)j

d
j+1
+

(
1 ∗ (φ+(0) + µ̄+)

∗j
)

(x) =:
1

d+
+ ũ+(x).

For any c > 0, plugging the right-hand side of (4.51) in the first term of the last identity of (4.50)
we get upon trivial rearrangement the first identity in (4.46). The expressions for τ c1 , τ

c
2 , see

(4.47) and (4.48), are up to a mere choice. Trivially, for the second term in (4.48), we get that(
Π-(c)−Π-(y + c)

)
I{y<c} ≤ Π-(c)I{y≤c} and it is integrable on (0, c). Also since ||u+||∞ < ∞,

which is thanks to φ+ ∈ BP , we deduce that(∫ ∞
c

u+(v)Π-(y + dv)

)
I{y<c} ≤ ||u+||∞Π-(y + c)I{y<c} ≤ ||u+||∞Π-(c)I{y<c}.

Clearly, the upper bound is finite and integrable on (0, c). Thus, the last term in (4.48) has been
dealt with. Finally, using in an evident manner (4.51), we study the first term∣∣∣∣∫ c

0
ũ+(v)Π-(y + dv)

∣∣∣∣ I{y∈( c2 ,c)} +

∣∣∣∣∣
∫ c

c
2

ũ+(v)Π-(y + dv)

∣∣∣∣∣ I{y<c}
≤
(

1

d+
+ ||u+||∞

)(
Π- (y) I{c>y> c

2
} + Π-

( c
2

)
I{y<c}

)
.

(4.52)

However, the upper bound in (4.52) is clearly both bounded and integrable on (0, c). Thus, we
have proved that supy∈(0,c) |τ c2(y)| < ∞ and τ c2 is absolutely integrable on (0, c). It remains to

investigate τ c1 . Note that the term defining (4.51) has, for any x ≥ 0, the form

1 ∗ (φ+(0) + µ̄+) (x) =

∫ x

0
(φ+(0) + µ̄+ (y)) dy = φ+(0)x+

∫ x

0
µ̄+ (y) dy.

Since µ̄+ (0) <∞ we conclude that

1 ∗ (φ+(0) + µ̄+) (x)
0∼ (φ+(0) + µ̄+ (0))x.
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Then, since 1 ∗ (φ+(0) + µ̄+) is non-decreasing on R+, [26, (4.2)] gives, for any j ∈ N, that(
1 ∗ (φ+(0) + µ̄+)

∗j
)

(x) ≤ (1 ∗ (φ+(0) + µ̄+ (x)))j

and we conclude that for some h > 0 and all x ∈ (0, h),(
1 ∗ (φ+(0) + µ̄+)

∗j
)

(x) ≤ 2j (φ+(0) + µ̄+ (0))j xj .

Therefore from (4.51), for x < 1
4(φ+(0)+µ̄+(0)) ∧ h,

(4.53) |ũ+(x)| ≤ C∗x,

where C∗ > 0 is some positive constant. Hence, from now on, we choose an arbitrary c < c0 =
1

4(φ+(0)+µ̄+(0)) ∧ h. Using (4.53) in (4.47) we get that

|τ c1(y)| ≤ C∗
(∫ c

2

0
vΠ-(y + dv)

)
I{y≤ c

2
}

and (4.49) follows by integration by parts. However, from (4.49) we get for y ∈
(
0, c2
)

that

τ c1(y)

C∗
≤
∫ c

2

0

(
Π
c
- (ρ+ y)−Π

c
-

( c
2

+ y
))

dρ

≤ Π
c

-(y) :=

∫ c

y
Π
c
-(v)dv

(4.54)

and since ∫ c

0
Π
c

-(y)dy =

∫ c

0

∫ c

y
Π
c
-(v)dvdy ≤

∫ c

0

∫ c

y
Π-(v)dvdy =

∫ c

0
vΠ-(v)dv <∞,

we conclude that |τ c1 | is integrable on
(
0, c2
)
. �

We keep the notation of Lemma 4.5 and introduce the function

(4.55) τ c(y) = τ c1(y) + τ c2(y) + υ- (y) I{y≥c}.

The next result is technical.

Proposition 4.6. Let Ψ ∈ N such that φ+ ∈ BP and µ̄+ (0) < ∞. Then for any d ∈ [0, µ̄- (0))
there exists c1 = c1(d,Ψ) ∈ (0, c0) such that

∫∞
0 τ c(y)dy ∈ (d, µ̄- (0)) for all c ∈ (0, c1).

Proof. Note that from (4.55) and Lemma 4.5 for all c ∈ (0, c0)∫ ∞
c

τ c(y)dy =

∫ ∞
c

υ- (y) dy = µ̄- (c) .

By simple inspection of (4.47) and (4.48) we note that the only potential negative contribution
to τ c comes from the terms whose integrands are ũ+. Since (4.53), that is |ũ+(x)| ≤ C∗x, holds
for all x ∈ (0, c0) clearly an upper bound of those terms is the expression

τ(y) = C∗
∫ c

0
vΠ-(y + dv)I{y<c}.
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Therefore, integrating by parts, we get that∫ c

0
τ(y)dy = C∗

∫ c

0

∫ c

0

(
Π-(y + w)−Π-(y + c)

)
dwdy

≤ C∗
∫ c

0

∫ c

0
Π-(y + w)dwdy ≤ C∗

∫ c

0
Π-(y)dy.

As the upper bound tends to 0 as c → 0 we conclude the claim as the negative contribution of
τ c1 , τ

c
2 cannot exceed in absolute value this quantity, whereas the positive contribution exceeds∫∞

c τ c(y)dy = µ̄- (c) which converges to µ̄- (0). �

Lemma 4.5 allows us to prove the following result which transforms the decomposition of µ- on
(0, c) to a decomposition of φ-. We stress that although one of the terms in the aforementioned
decomposition is a Bernstein function with better understood properties, the second term need
not belong to B.

Lemma 4.7. Let Ψ ∈ N such that φ+ ∈ BP and µ̄+ (0) <∞. Let c ∈ (0, c0) so that Lemma 4.5
is valid. Then, the function

(4.56) φc- (z) = φ-(0) + d-z +

∫ c

0

(
1− e−zy

) Π
c
- (y)

d+
dy ∈ B

and with the definition of τ c, see (4.55),

(4.57) φ-(z) = φc-(z) +

∫ ∞
0

(
1− e−zy

)
τ c(y)dy = φc-(z) + φ̃c-(z).

For any such choice and a > 0 fixed

(4.58) lim
|b|→∞

Im
(
φ̃c-(a+ ib)

)
= 0 and lim

|b|→∞
Re
(
φ̃c-(a+ ib)

)
= φ̃c- (∞) =

∫ ∞
0

τ c(y)dy,

whereas

(4.59) lim
|b|→∞

Re (φc-(a+ ib)) = φc- (∞) and Im (φc-(a+ ib)) ≥ 0.

Finally, there exist d ∈ [0, µ̄- (0)), c2 = c2 (d,Ψ) ∈ (0, c0) such that for any c ∈ (0, c2) we have

that φ̃c-(∞) =
∫∞

0 τ c(y)dy > 0.

Proof. Note that (4.56) can be defined for any c > 0 but we fix c ∈ (0, c0) ensuring the validity
of Lemma 4.5. The validity of (4.57) is a simple rearrangement. Next, (4.58) follows from
the application of the Riemann-Lebesgue lemma to the function τ c ∈ L1 (R+). The latter is a
consequence from the absolute integrability of its constituting components τ c1 , τ

c
2 , see Lemma

4.5, and the fact that µ̄- (c) =
∫∞
c υ- (y) dy <∞, see (3.3). Next, recall that (4.25) states

(4.60) µ̄- (0) =

∫ ∞
0

υ- (y) dy =∞ ⇐⇒
∫ 1

0
Π-(y)dy =∞.

Thus, if µ̄- (0) = ∞ (4.60) shows that the Lévy measure of φc-, that is the quantity Π
c
-(y)dy =(

Π-(y)−Π-(c)
)
I{y<c}dy, assigns infinite mass on (0, c) and is absolutely continuous therein.

However, the latter facts trigger the validity of [66, Theorem 27.7] and thus the distribution of
the non-increasing Lévy process underlying φc- is absolutely continuous. This, in turn, thanks
to the Riemann-Lebesgue lemma yields to

(4.61) lim
|b|→∞

e−φ
c
- (a+ib) = lim

|b|→∞
E
[
e−(a+ib)ξc1

]
= lim
|b|→∞

∫ ∞
0

e−ax−ibxhc(x)dx = 0,
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where ξc1 is the non-decreasing Lévy process associated to φc- taken at time 1 and on (0,∞)

hc(x)dx = P (ξc1 ∈ dx) .

Thus, the first assertion of (4.59) is valid. It is clearly valid if d- > 0 as well. In both cases
φc-(∞) = ∞. It remains to settle the first statement of (4.59) when µ̄- (0) < ∞ and d- = 0. It
follows from the Riemann-Lebesgue lemma and (4.56) wherein by assumption d- = 0 and

lim
|b|→∞

∫ c

0
e−ay−i|b|y

Π
c
- (y)

d+
dy = 0

which in turn comes from (4.60) which implies that
∫ c

0 Π
c
-(y)dy <∞. Regardless of µ̄- (0) being

finite or not the second claim of (4.59) follows by integration by parts of Π
c
-(y) =

∫ c
y Π-(dr), y ∈

(0, c) , in (4.56) or the proof of [61, Lemma 4.6] since Π
c
- is non-increasing on R+. The final

claim of the Lemma follows easily from the assertion of Proposition 4.6. �

The next result is the first step to the understanding of the quantity Aφ- via studying the

integrand arg φ-. We always fix c such that φ̃c-(∞) > 0 in Lemma 4.7 and all claims of Lemma
4.5 hold, which from the final assertion of Lemma 4.7 is always possible as long as µ̄- (0) > 0.
We then decompose arg φ- as a sum of arg φc- and an error term and we simplify the latter.
For this purpose we introduce some further notation. Let in the sequel (4.57) hold. Then we
denote by U c(dy), y > 0, the potential measure of the subordinator associated to φc- and by
U ca(dy) = e−ayU c(dy). Recall that τ ca(y) = e−ayτ c(y), y > 0, where τ c is defined in (4.55).
Then, the following claim holds.

Lemma 4.8. Let Ψ ∈ N such that φ+ ∈ BP and µ̄+ (0) < ∞. Assume furthermore that

µ̄- (0) =∞ or equivalently
∫ 1

0 Π-(y)dy =∞, see (4.60). Fix a > 0 and c ∈ (0, c0) so that Lemma
4.5 is valid. Then, modulo to (−π, π] for all b > 0 and directly for all b large enough

arg (φ-(a+ ib)) = arg (φc-(a+ ib)) + arg

(
1 +

φ̃c-(a+ ib)

φc-(a+ ib)

)
= arg (φc-(a+ ib)) + arg

(
1 + φ̃c-(∞)FUca(−ib)−FUca∗τca(−ib)

)
,

(4.62)

where φc-, φ̃
c
- are as in the decomposition (4.57). For any c ∈ (0, c0) there exists ac > 0 such that

for any a ≥ ac and as b→∞
arg (φ-(a+ ib)) = arg(φc-(a+ ib)) (1 + o (1)) + arg

(
1−FΞca(−ib)

)
,(4.63)

where Ξca is an absolutely continuous finite measure on R+. Moreover, its density χca is such
that χca ∈ L1 (R+) ∩ L∞ (R+) and lim

a→∞
||Ξca||TV = 0.

Proof. Since the assumptions of Lemma 4.5 and Lemma 4.7 are satisfied we conclude that
φ-(z) = φc-(z) + φ̃c-(z), see (4.57). Then, modulo to (−π, π], the first identity of (4.62) is
immediate whereas the second one follows from the fact that

φ̃c-(a+ ib)

φc-(a+ ib)
=

1

φc-(a+ ib)

(∫ ∞
0

τ c(y)dy −Fτca(−ib)
)

=
φ̃c- (∞)

φc-(a+ ib)
−
Fτca(−ib)
φc-(a+ ib)

,

see (4.57), and (4.22). Note that (4.59) implies that arg (φc- (a+ ib)) ∈
[
0, π2

]
at least for b large

enough. Moreover, since µ̄- (0) =∞ we note that

(4.64) lim
|b|→∞

Re (φc-(a+ ib)) = φc- (∞) =∞,
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see (4.59). Also, (4.64) together with (4.58) yields that arg
(

1 + φ̃c- (a+ib)
φc- (a+ib)

)
∈
(
−π

2 ,
π
2

)
at least for

b large enough. Henceforth, (4.62) holds directly for such b. From (4.22), (4.64) and φ̃c- (∞) > 0
we get that for all b large enough

(4.65) 0 < Re
(
φ̃c- (∞)FUca(−ib)

)
= φ̃c- (∞) Re

(
1

φc- (a+ ib)

)
= φ̃c- (∞)

Re (φc- (a− ib))
|φc- (a+ ib)|2

.

Therefore, from (4.65) we conclude that for all b large enough

arg
(

1 + φ̃c-(∞)FUca(−ib)−FUca∗τca(−ib)
)

= arg
(

1 + φ̃c-(∞)FUca(−ib)
)

+ arg

(
1−

FUca∗τca(−ib)
1 + φ̃c-(∞)FUca(−ib)

)
.

(4.66)

From (4.22), as b→∞, we get with the help of the second fact in (4.59), that is Im (φc-(a+ ib)) ≥
0, and (4.64) that

H(b) =
∣∣Im (FUca(−ib)

)∣∣ =

∣∣∣Im(φc-(a+ ib)
)∣∣∣

|φc- (a+ ib)|2

=
Im (φc-(a+ ib))

(Re (φc-(a+ ib)))2 + (Im (φc-(a+ ib)))2 = o (1) .

(4.67)

From (4.59) and (4.64) we have again that arg (φc- (a+ ib)) = arctan
(
Im(φc- (a+ib))
Re(φc- (a+ib))

)
and we aim

to show, as b→∞, that

(4.68) H(b) =
∣∣Im (FUca(−ib)

)∣∣ = o (arg (φc- (a+ ib))) .

Fix n ∈ N and note from (4.67) that lim
b→∞

nH(b) = 0. Therefore, from the second fact in (4.59)

and (4.64), for all b large enough,

tan(nH(b)) ≤ 2nH(b) ≤ 2n

Re (φc- (a+ ib))

Im (φc-(a+ ib))

Re (φc- (a+ ib))
= o (1)

Im (φc-(a+ ib))

Re (φc- (a+ ib))
.

Therefore, since from (4.59), Im (φc-(a+ ib)) ≥ 0, as b→∞,

n lim
b→∞

H(b)

arg (φc- (a+ ib))
≤ lim

b→∞

arctan
(

o (1) Im(φc- (a+ib))
Re(φc- (a+ib))

)
arg (φc- (a+ ib))

≤ lim
b→∞

arctan
(
Im(φc- (a+ib))
Re(φc- (a+ib))

)
arg (φc- (a+ ib))

= 1.

Hence, since n ∈ N is arbitrary we conclude (4.68). However, from (4.65), that is the inequality

Re
(
φ̃c- (∞)FUca(−ib)

)
> 0, elementary geometry in the complex plane and (4.67) as b→∞∣∣∣arg

(
1 + φ̃c-(∞)FUca(−ib)

)∣∣∣ =
∣∣∣arg

(
1 + φ̃c-(∞)Re

(
FUca(−ib)

)
+ iφ̃c-(∞)Im

(
FUca(−ib)

))∣∣∣
≤
∣∣∣arg

(
1 + iφ̃c-(∞)Im

(
FUca(−ib)

))∣∣∣ =
∣∣∣tan

(
φ̃c-(∞)Im

(
FUca(−ib)

))∣∣∣
. φ̃c-(∞)

∣∣Im (FUca(−ib)
)∣∣ 4.68

= o (arg (φc- (a+ ib)))
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and therefore we deduce easily for the right-hand side of (4.66) that as b→∞

arg
(

1 + φ̃c-(∞)FUca(−ib)−FUca∗τca(−ib)
)

= arg

(
1−

FUca∗τca(−ib)
1 + φ̃c-(∞)FUca(−ib)

)
+ o (arg (φc- (a+ ib))) .

(4.69)

To confirm (4.63) we need to study the first in the second line of (4.69). From Lemma 4.9 below
we know that for any a > 0, Gca(dy) = U ca ∗ τ ca(dy) = gca(y)dy with gca ∈ L1 (R+) ∩ L∞ (R+).
Also, for fixed c ∈ (0, c0) from (4.22) we get that

U ca
(
R+
)

=

∫ ∞
0

e−ayU c(dy) =
1

φc- (a)
.

However, since
∫ 1

0 Π-(y)dy = ∞ then we obtain from Π
c
-(y) =

(
Π-(y)−Π-(c)

)
I{y<c} that∫ 1

0 Π
c
-(y)dy =∞ and thus from (4.56) we conclude that lim

a→∞
φc-(a) =∞ and hence lim

a→∞
U ca (R+) =

0. Thus, we choose ac > 0 such that U ca (R+) < 1
4φ̃c- (∞)

for all a ≥ ac and work with arbitrary

such a. Therefore supb∈R

∣∣∣φ̃c-(∞)FUca(−ib)
∣∣∣ < 1

4 and then we can deduct that

FGca(−ib)
1 + φ̃c-(∞)FUca(−ib)

= FGca(−ib)
∞∑
n=0

(−1)n
(
φ̃c-(∞)

)n
FnUca(−ib).

Since Gca(dy) = gca(y)dy, formally, the right-hand side is the Fourier transform of a measure Ξca
supported on R+ with density

(4.70) χca(y) = gca(y) +
∞∑
n=1

(−1)n
(
φ̃c-(∞)

)n ∫ y

0
gca(y − v) (U ca)∗n (dv).

However, it is immediate with the assumptions and observations above that

||χca||∞ ≤ ||gca||∞ + ||gca||∞
∞∑
n=1

(
φ̃c-(∞)U ca

(
R+
))n

< ||gca||∞
∞∑
n=0

1

4n
<∞

and
(4.71)

||Ξca||TV =

∫ ∞
0
|χca(y)| dy ≤

∫ ∞
0
|gca(y)|dy

(
1 +

∞∑
n=1

(
φ̃c-(∞)U ca

(
R+
))n)

≤ 2||Gca||TV <∞.

Therefore, Ξca is a well-defined finite measure with density χca ∈ L1 (R+) ∩ L∞ (R+) and from
(4.69) we get for all a ≥ ac and any b ∈ R that

arg

(
1−

FUca∗τca(−ib)
1 + φ̃c-(∞)FUca(−ib)

)
= arg

(
1−FΞca(−ib)

)
.

Combining this, (4.69) and (4.62) we conclude (4.63) for any a ≥ ac and as b → ∞. The final
claims are also immediate from the discussion above. We just note from (4.71) that ||Ξca||TV ≤
2||Gca||TV and Lemma 4.9 shows that lim

a→∞
||Ξca||TV = 0. �

In the next result we discuss the properties of the measure U ca ∗τ ca used in the proof above.
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Lemma 4.9. Fix a > 0. The measure Gca(dy) = U ca ∗ τ ca(dx) has a bounded on (0,∞) density

gca(x) = e−ax
∫ x

0
τ c(x− v)U c(dv) = e−axgcx)

and gca ∈ L1 (R+) with lim
a→∞

||Gca||TV = 0.

Proof. The existence and the form of χa is immediate from the definition of convolution and the
fact that τ ca(y)dy = e−ayτ c(y)dy, y > 0. Recall from (4.55) that

τ c(y)dy =
(
τ c1(y) + τ c2(y) + I{y>c}υ- (y)

)
dy.

Then, A1 = ||τ c2 ||∞+ ||υ-I{y>c}||∞ <∞ follows from Lemma 4.5 and (4.50). Therefore, we have
with some constant A3 > 0

sup
x>0

e−ax
∫ x

0

∣∣τ c2(x− y) + υ- (x− y) I{x−y>c}
∣∣U c(dy) ≤ sup

x>0
A1e

−axU c(x)

≤ A2 sup
x>0

xe−ax ≤ A3,
(4.72)

where we have used the fact that U c : R+ 7→ R+ is subadditive, see [9, p.74]. It remains to study
the portion coming from τ c1(y), which according to Lemma 4.5(4.47) is supported on

(
0, c2
)

and

is bounded by the expression in (4.49). Thus, recalling that Π
c
-(y) =

(
Π-(y)−Π-(c)

)
I{y<c}, we

get that

sup
x>0

e−ax
∫ x

0
|τ c1(x− y)|U c(dy) = sup

x>0
e−ax

∫ x

max{0, x− c2}
|τ c1(x− y)|U c(dy)

≤ C∗ sup
x>0

e−ax
∫ x

max{0,x− c2}

(∫ c
2

0
Π
c
- (ρ+ x− y)−Π

c
-

( c
2

+ x− y
)
dρ

)
U c(dy)

≤ C∗ sup
x>0

e−ax
∫ x

max{0,x− c2}

(∫ c
2

0
Π
c
- (ρ+ x− y) dρ

)
U c(dy)

≤ C∗ sup
x>0

e−ax
∫ x

0
Π
c

- (x− y)U c(dy)

≤ C∗ sup
x>0

e−ax = C∗,

(4.73)

where for the first inequality we have used the bound (4.49) and for the very last one that, see
[9, Chapter III, Proposition 2],∫ x

0
Π
c

- (x− y)U c(dy) = P
(
eφc- (0) > T ](x,∞)

)
≤ 1,

where eφc- (0) is an exponential random variable with parameter φc-(0) = φ-(0) ≥ 0, see (4.56),

T ](x,∞) is the first passage time above x > 0 of the unkilled subordinator related to (φc-)
] (z) =

φc-(z) − φc-(0) ∈ B and, from (4.56), Π
c

- (y) =
∫∞
y Π

c
-(v)dv is the tail of the Lévy measure

associated to (φc-)
]. Summing (4.72) and (4.73) yields that ||gca||∞ ≤ A3 + C∗ < ∞. Finally,

gca ∈ L1 (R+) follows immediately from the estimate before the last estimate in (4.72) and (4.73).
Clearly, from them we also get lim

a→∞
||Gca||TV = 0 which ends the proof. �

Recall that for any a ≥ 0 and any function f : R+ 7→ R, fa(y) = e−ayf(y), y > 0. The next
proposition is trivial.
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Proposition 4.10. For any function f , f∗na (y) = e−ayf∗n(y), y ∈ (0,∞). If fa′ ∈ L∞ (R+) for
some a′ ≥ 0 then for any a ≥ a′, all n ≥ 1 and y > 0

(4.74) |f∗na (y)| ≤ ||fa′ ||n∞
yn−1e−(a−a′)y

(n− 1)!
.

Proof. First f∗na (y) = e−ayf∗n(y), y ∈ (0,∞) , is a triviality. Then, (4.74) is proved by elemen-
tary inductive hypothesis based on the immediate observation∣∣f∗2a (y)

∣∣ = e−ay
∣∣∣∣∫ y

0
f(y − v)f(v)dv

∣∣∣∣ ≤ ||fa′ ||2∞ye−(a−a′)y, y > 0.

�

5. Proofs for Exponential functionals of Lévy processes

5.1. Regularity, analyticity and representations of the density: Proof of Theorem
2.7(1). Recall that for any Ψ ∈ N and we have that MΨ satisfies (1.1) that is

(5.1) MΨ(z + 1) =
−z

Ψ(−z)
MΨ(z)

at least for z ∈ C(0,−a-), see Theorem 2.1, and recall the quantity a-, see (2.5). Therefore, for

any Ψ ∈ N ⊂ N such that a- < 0 from Remark 2.11, MIΨ solves (5.1) at least for z ∈ C(0,−a-).
Since by definition if Ψ ∈ N ⇐⇒ φ-(0) > 0, see (2.17), we proceed to show that MIΨ(z) =
φ-(0)MΨ(z) or that the identities in (2.21) hold. First, thanks to [61, Proposition 6.8] we have
that

E
[
Iz−1
φ+

]
=

Γ(z)

Wφ+(z)
, z ∈ C(0,∞).

Furthermore, it is immediate to verify that φ-(0)Wφ- (1− z) , z ∈ C(−∞,1−a-), is the Mellin
transform of the random variable Xφ- defined via the identity

(5.2) E [g (Xφ-)] = φ-(0)E
[

1

Yφ-
g

(
1

Yφ-

)]
,

where from Definition 3.1 Yφ- is the random variable associated to Wφ- ∈ WB and g ∈ Cb (R+).
Therefore

M◦IΨ(z) = E
[
Iz−1
φ+

]
E
[
Xz−1
φ-

]
= φ-(0)MΨ(z)

= φ-(0)Wφ- (1− z) Γ(z)

Wφ+(z)
, z ∈ C(0,1−a-),

(5.3)

is the Mellin transform of Iφ+ ×Xφ- and solves (5.1) with M◦IΨ(1) = 1 on C(0,−a-). Therefore,

both M◦IΨ ,MIΨ solve (5.1) on C(0,−a-) with M◦IΨ(1) = MIΨ(1) = 1 and are holomorphic on

C(0,1−a-). However, note thatM◦IΨ is zero-free on (0, 1− a-) since Γ is zero-free and according to

Theorem 3.2 Wφ- is zero-free on (a-,∞). Thus, we conclude that f(z)M◦IΨ(z) = MIΨ(z) with

f some entire holomorphic periodic function of period one, that is f(z + 1) = f(z), z ∈ C(0,1],
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and f(1) = 1. Next, considering z = a+ ib ∈ C(0,1−a-), a fixed and |b| → ∞, we get that

|f(z)| =

∣∣∣∣∣MIΨ(z)

M◦IΨ(z)

∣∣∣∣∣ ≤ E
[
Ia−1

Ψ

]∣∣∣M◦IΨ(z)
∣∣∣

=
E
[
Ia−1

Ψ

]
φ-(0)

|Wφ+(z)|
|Γ(z)Wφ-(1− z)|

= O (1)
|Wφ+(z)|

|Γ(z)Wφ-(1− z)|
.

Since a > 0 is fixed, we apply (3.19) to |Wφ+ (z)| and (3.25) and (3.19) to |Wφ- (1− z)| to obtain
the inequality

(5.4) |f(z)| ≤ O (1)
e−Aφ+ (a+ib)+Aφ- (a+(1−a)→−ib)√

|φ+(z)| |Γ(z)|
×

(1−a)→−1∏
j=0

|φ- (z + j)| ,

where we recall that c→ = (b−cc+ 1) I{c≤0}. Also, we have regarded any term in (3.19) and
(3.25) depending on a solely as a constant included in O (1). From Proposition 3.14(3) we

have, for a > 0 fixed, that |φ(a+ i|b|)| ∞∼ |b| (d + o (1)). We recall, from (3.32), that, for any
a > 0,

|φ (a+ ib)| ≥ Re(φ(a+ ib)) ≥ φ(0) + da+

∫ ∞
0

(
1− e−ay

)
µ(dy) = φ(a) > 0.

Applying these observations to φ+, φ-, in (5.4) and invoking (3.20), that isAφ ≥ 0 andAφ (a+ ib) ≤
π
2 |b|, we get, as |b| → ∞,

(5.5) |f(z)| ≤ |b|(1−a)→ e|b|
π
2

|Γ(z)|
O (1) .

However, from the well-known Stirling asymptotic for the gamma functions, see (4.8), (5.5) is
further simplified, as |b| → ∞, to

|f(z)| ≤ |b|(1−a)→−a+ 1
2 e|b|πO (1) = o

(
e2π|b|

)
.

However, the fact that f is entire periodic with period 1 and |f(z)| = o
(
e2π|b|) , |b| → ∞,

for z ∈ C(0,1−a-) implies by a celebrated criterion for the maximal growth of periodic entire
functions, see [45, p.96, (36)], that f(z) = f(1) = 1. Hence, MIΨ(z) =M◦IΨ(z) = φ-(0)MΨ(z),

which concludes the proof of Theorem 2.1 verifying (2.21) whenever a- < 0. Recall that Ψ ∈ N
is

Ψ(z) =
σ2

2
z2 + cz +

∫ ∞
−∞

(
ezr − 1− zrI{|r|<1}

)
Π(dr)− q,(5.6)

see (2.1). Next, assume that a- = 0, see (2.5), and that either −Ψ(0) = q > 0 or Ψ′ (0+) =
E [ξ1] ∈ (0,∞] with q = 0 hold in the definition of Ψ ∈ N , i.e. (2.17). For any η > 0 modify the
Lévy measure Π in (5.6) as follows

(5.7) Πη(dr) = I{r>0}Π(dr) + I{r<0}e
ηrΠ(dr).

Denote then by Ψη the Lévy -Khintchine exponent based on c, σ2 taken from Ψ and Lévy
measure Πη. Then set Ψη(z) = −φη+ (−z)φη- (z), see (1.2). However, (5.7) and (5.6) imply that Ψη

(resp. φη- ) extends holomorphically at least to C(−η,0) (resp. C(−η,∞)), which immediately triggers

that aφη- < 0 if Ψ(0) = −Ψη(0) = q > 0 in (5.6). However, when Ψ′ (0+) = E [ξ1] ∈ (0,∞] and

q = 0 are valid then we get that Ψ′η(0
+) = E [ξη1 ] ≥ Ψ′(0+) = E [ξ1] > 0 since relation (5.7) shows

that ξη is derived from ξ via a removal of negative jumps only. Henceforth, a.s. lim
t→∞

ξηt = ∞
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which shows that the downgoing ladder height process associated to φη- is killed, that is φη- (0) > 0.
This combined with φη- ∈ A(−η,∞) gives that aφη- < 0, see (2.5). Therefore, we have that (2.21)
is valid for IΨη and the probabilistic interpretation of MIΨη

above gives that

(5.8) IΨη
d
= Xφη-

× Iφη+ .

However, since (5.7) corresponds to the thinning of the negative jumps of ξ we conclude that
IΨη ≤ IΨ and clearly a.s. lim

η→0
IΨη = IΨ. Moreover, from [52, Lemma 4.9] we have that

lim
η→0

φη+-
(u) = φ+-(u), u ≥ 0. Therefore, with the help of Lemma 3.13 we deduce that lim

η→0
Wφη+-

(z) =

Wφ+-
(z), z ∈ C(0,∞), and establish (2.21) via

MIΨ(z) = lim
η→0
MIΨη

(z) = lim
η→0

φη- (0)
Γ(z)

Wφη+
(z)

Wφη-
(1− z)

= φ-(0)
Γ(z)

Wφ+(z)
Wφ- (1− z) , z ∈ C(0,1).

It remains to consider the case Ψ ∈ N , q = 0, E
[
ξ1I{ξ1>0}

]
= E

[
−ξ1I{ξ1<0}

]
=∞ and lim

t→∞
ξt =

∞ hold. We do so by killing the Lévy process ξ at rate r > 0. Therefore, with the obvious
notation, Ψr(z) = −φr+(−z)φr-(z) and lim

r→0
φr+-

(z) = φ+-(z), z ∈ C(0,∞), since φr+-
are the exponents

of the bivariate ladder height processes
(
τ
+- , H

+-
)

as introduced in Section A and Proposition

C.1 holds. Also a.s. lim
r→0

IΨr = IΨ. However, since (2.21) holds whenever r > 0 we conclude

(2.21) in this case by virtue of Lemma 3.13. �

5.2. Proof of Theorem 2.7(2). We use the identity (2.44) that is

(5.9) IΨ
d
= Iφ+ ×Xφ- ,

where Iφ+ is the exponential functional of the possibly killed negative subordinator associated

to φ+ ∈ B. It is well known from [33, Lemma 2.1] that Supp Iφ+ =
[
0, 1

d+

]
unless φ+(z) = d+z

in which case Supp Iφ+ =
{

1
d+

}
. When d+ = 0 then SuppIΨ = SuppIφ+ = [0,∞] in any case.

Assume that d+ > 0 and note from (3.21) that

lnE
[
Y n
φ-

]
= lnWφ-(n+ 1)

∞∼ n lnφ-(n+ 1),

which clearly shows that SuppYφ- ⊆ [0, ln (φ- (∞))] and SuppYφ- 6⊆ [0, ln (φ- (∞))− ε], for all
ε > 0, where Yφ- is the random variable associated to Wφ- , see Definition 3.1. However, Yφ- is

multiplicative infinitely divisible, see R d
= Yφ- in the notation of [36, Section 3.2], or [6, Theorem

2.2]. Then lnYφ- is infinitely divisible and again according to [36, Section 3.2] its Lévy measure,
Θ in their notation, is carried by R− and Θ(−dx) is equivalent to k(dx) =

∫ x
0 U-(dx−y)yµ-(dy).

However, when d+ > 0 from (4.24) we have

µ-(dy) = υ-(y)dy =

(∫ ∞
0

u+(v)Π-(y + dv)

)
dy

and as u+ > 0 on R+, as mentioned in the proof of Lemma 4.7, then υ- > 0 on R+. Also, in this
case υ-(y) =

∫∞
0 u+(v)Π-(y + dv) is at least a càdlàg function, see [24, Chapter 5, Theorem 16]
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or in more generality the differentiated version of (B.1) below. Thus, for any c > 0,∫ c

0
k(dx) =

∫ c

0

∫ c

y
(x− y)υ-(x− y)dxU-(dy) > 0

and a celebrated criterion in [71] shows that Supp lnYφ- = [−∞, lnφ-(∞)]. Finally, from (5.2)

we deduct that SuppXφ− =
[

1
φ-(∞) ,∞

]
. From (5.9) this concludes the proof. �

5.3. Proof of items (3) and (5) of Theorem 2.7. The smoothness and the analyticity in
each of the cases follow by a simple Mellin inversion

(5.10) fΨ(x) =
1

2π

∫ ∞
−∞

x−a−ibMIΨ (a+ ib) db

due to the implied polynomial NΨ ∈ (0,∞] or exponential Θ ∈
[
0, π2

]
decay of |MIΨ |, taking

derivatives and utilizing the dominated convergence theorem. Thus, (2.22) follows in ordinary
sense. To prove its validity in the L2-sense it is sufficient according to [70] to have that b : R 7→
MIΨ (a+ ib) ∈ L2 (R), which is the case when NΨ > 1/2. �

5.4. Proof of Theorem 2.7(4). We start with an auxiliary result. It shows that the decay of
|MΨ| can be extended to the left provided a+ < 0.

Proposition 5.1. Let Ψ ∈ N . Then, the decay of |MΨ(z)| which is always of value NΨ > 0,
see (2.16), is preserved along Ca for any a ∈ (a+, 0].

Proof. Let a+ < 0 and take any a ∈ (max {a+,−1} , 0). Then we can meromorphically extend
via (1.1) and (1.2) to derive that

(5.11) MΨ (a+ ib) =
Ψ (−a− ib)
−a− ib

MΨ (a+ 1 + ib) =
φ+ (a+ ib)φ-(−a− ib)

a+ ib
MΨ (a+ 1 + ib) .

Then, Proposition 3.14(3) gives that |Ψ (−a− ib)| = O
(
b2
)

and the result when Ψ ∈ N∞ follows.

If Ψ ∈ N NΨ , NΨ <∞, then according to Theorem 2.5 we have that φ+ ∈ BP , φ- ∈ BcP , Π(0) <∞
and υ- (y) = µ-(dy)/dy. Therefore, again from Proposition 3.14(3), lim

|b|→∞

∣∣∣φ+(a+ib)
a+ib

∣∣∣ = d+ > 0 and

from Proposition 3.14(4), lim
|b|→∞

φ- (−a− ib) = φ- (∞). With these observations, NΨ is preserved

in the decay through (5.11). We recur this argument for any a ∈ (a+,−1), if a+ < −1. For the
case a = 0 taking b 6= 0 and then using the recurrent equation (3.4) applied to (2.6) we observe
that

MΨ (ib) =
φ+ (ib)

ib

Γ(1 + ib)

Wφ+ (1 + ib)
Wφ- (1− ib) .

However, if Ψ ∈ N∞ then either φ- ∈ B∞ and/or
∣∣∣ Γ(1+ib)
Wφ+ (1+ib)

∣∣∣ decays subexponentially. Then

Proposition 3.14(3) shows the same subexponential decay for |MΨ (ib)|. If Ψ ∈ N NΨ , NΨ < ∞,
then as above φ+ ∈ BP and thus lim

|b|→∞

∣∣∣φ+(ib)ib

∣∣∣ = d+ > 0 and we conclude the proof. �

We are ready to start the proof of Theorem 2.7(4). A standard relation of Mellin transforms
gives that the restriction of

(5.12) M?
IΨ

(z) = −1

z
MIΨ(z + 1) = −φ-(0)

z
MΨ(z + 1) ∈ A(−1,0) ∩ M(a+−1,−a-),
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on C(−1,0) is the Mellin transform in the distributional sense of FΨ(x) = P (IΨ ≤ x), where we
recall (2.21) for the form and the analytical properties ofMIΨ . Note next that in this assertion
we only consider Ψ ∈ N†, that is q = −Ψ(0) > 0. From Theorem 2.1 and (5.12) we get that if
u+ = −∞ or −u+ /∈ N thenM?

IΨ
has simple poles at all points in the set {−1, · · · ,−d1− a+e+ 1}

and otherwise if −u+ ∈ N simple poles at all points of {−1, · · · , u+}. The decay of
∣∣∣M?

IΨ
(z)
∣∣∣

along Ca, a ∈ (−1, 0) is NΨ + 1 since the decay of |MIΨ(z)| along Ca, a ∈ (0, 1), is of order

NΨ, see Theorem 2.5(1). However, thanks to Proposition 5.1 the decay of
∣∣∣M?

IΨ
(z)
∣∣∣ is of order

NΨ + 1 > 1 along Ca, a ∈ (a+ − 1, 0). Therefore, (5.12) is the Mellin transform of FΨ(x) in
ordinary sense. Moreover, with N+ = |u+| I{|u+|∈N} + (d|a+|+ 1e) I{|u+|/∈N}, N 3 M < N+ and
a ∈ ((−M − 1) ∨ (a+ − 1) ,−M) so that a + M ∈ (−1, 0) we apply the Cauchy theorem in the
Mellin inversion for FΨ(x) to get that

FΨ(x) = −φ-(0)

2πi

∫ a+M+i∞

a+M−i∞
x−z
MΨ(z + 1)

z
dz

= q
M∑
k=1

∏k−1
j=1 Ψ (j)

k!
xk − φ-(0)

2πi

∫ a+i∞

a−i∞
x−z
MΨ(z + 1)

z
dz,

(5.13)

since the residues are of values φ-(0)
k φ+(0)

∏k−1
j=1 Ψ(j)

(k−1)! = q
∏k−1
j=1 Ψ(j)

k! at each of those poles at −k and

are computed as the residues of MΨ, see Theorem 2.1, and the contribution of the other terms
of (5.12), that is −φ-(0)/z. We recall that by convention

∑0
j=1 = 0. Thus, we prove (2.23)

for n = 0. The derivative of order n is easily established via differentiating (5.13) as long as
0 ≤ n < NΨ.

Proof of Corollary 2.12. We sketch the proof of Corollary 2.12. If |a+| = ∞ and −u+ /∈ N then
the fact the sum in (2.23) taken to infinity, that is

F (x) = q
∞∑
k=1

∏k−1
j=1 Ψ (j)

k!
xk

is an asymptotic expansion is immediate. From the identity Ψ(j) = −φ+(−j)φ-(j) and (3.3) we
see that

φ+(−j) = φ-(0)− d-j −
∫ ∞

0

(
ejy − 1

)
µ+(dy)

and clearly |φ+(−j)| has an exponential growth in j if µ+ is not identically zero. In the latter
case the asymptotic series cannot be a convergent series for any x > 0. If φ+(z) = φ+(0) + d+z

then Ψ(j)
∞∼ d+jφ-(j) and hence ∏k−1

j=1 |Ψ (j)|
k!

∞∼ dk−1
+

k

k−1∏
j=1

φ-(j).

Therefore, F is absolutely convergent if x < 1
d+φ-(∞) and divergent if x > 1

d+φ-(∞) . Finally, if

φ+ ≡ 1 then
∏k−1
j=1 |Ψ(j)|
k!

∞
=

∏k−1
j=1 φ-(j)

k! and since from Proposition 3.14(3), φ-(j)
∞∼ j (d- + o (1)),

we deduct that F is absolutely convergent for x < 1
d-

and divergent for x > 1
d-

. � �
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5.5. Proof of Theorem 2.14. Recall the definitions of the lattice class and the weak non-lattice
class, see around (2.25). We start with a result which discusses when the decay of |MΨ(z)| can
be extended to the line C1−u- .

Proposition 5.2. Let Ψ ∈ N . If Ψ ∈ N∞ ∩ NW then the subexponential decay of |MIΨ(z)|
along C1−u- is preserved. Otherwise, if Ψ ∈ NNΨ, NΨ < ∞, then the same polynomial decay is
valid for |MIΨ | along C1−u-.

Proof. Let −u- = −a- ∈ (0,∞). Using (1.2) we write for b 6= 0

(5.14) MΨ (1− u- + ib) =
u- − ib

Ψ (u- − ib)
MΨ (−u- + ib) .

Assume first that Ψ ∈ N∞ then we choose k0 ∈ N, whose existence is guaranteed since Ψ ∈ NW ,
such that lim

|b|→∞
|b|k0 |Ψ (u- + ib)| > 0. Premultiplying (5.14) with |b|−k0 and taking absolute

values we conclude that |MΨ (1− u- + ib)| has subexponential decay. Recall from Theorem
2.5(1) that Ψ ∈ NNΨ with NΨ < ∞ ⇐⇒ φ+ ∈ BP , φ- ∈ BcP , Π(0) < ∞ and from (4.50)
that the Lévy measure behind φ- is absolutely continuous. Then, we conclude from Proposition

3.14(3) that lim
|b|→∞

|φ+(−u++ib)|
|u++ib| = d+ > 0 and from an easy extension of Proposition 3.14(4) that

lim
|b|→∞

φ- (u- + ib) = φ- (∞) > 0. Therefore, we conclude that in (5.14),

lim
|b|→∞

|u- − ib|
|Ψ (u- − ib)|

=
1

d+φ- (∞)
> 0.

This shows that the speed of decay of |MΨ (−u- + ib)| and therefore via (2.21) the speed of
decay of |MIΨ(z)| are preserved. �

We start with the proof of (2.29) of item (2). Note that an easy computation related to the
Mellin transforms shows that the restriction of

(5.15) M?
IΨ

(z) =
1

z
MIΨ(z + 1) ∈ A(−1,0) ∩ M(a+−1,−a-),

to C(0,−a-), if −a- > 0, is the Mellin transform of FΨ(x) = P (IΨ ≥ x) in the distributional
sense. Next, note from Theorem 2.5(1) that since NΨ > 0 for every Ψ ∈ N then along Ca,
a ∈ (0,−a-), |M?

IΨ
(z)| decays subexponentially if Ψ ∈ N∞ or by speed of NΨ + 1 > 1 otherwise.

Therefore, M?
IΨ

is the Mellin transform of FΨ(x) in the ordinary sense. When Ψ ∈ NZ , (2.29)

is known modulo to an unknown constant, see [65, Lemma 4]. The value of this constant,

that is
φ-(0)Γ(−u-)Wφ- (1+u-)

φ′-(u+
- )Wφ+ (1−u-)

, can be immediately computed as in (5.22) below. We proceed to

establish (2.30). For this purpose we assume that either Ψ ∈ N∞ ∩ NW or Ψ ∈ NNΨ , NΨ < ∞.
In any case, whenever NΨ > 1, the Mellin inversion theorem applies and yields that, for any
z ∈ Ca, a ∈ (0, 1− a-),

(5.16) fΨ(x) =
1

2π

∫ ∞
−∞

x−a−ibMIΨ (a+ ib) db.

However, the assumptions a- = u- < 0, Ψ (u-) = −φ+ (−u-)φ- (u-) = 0 and
∣∣Ψ′ (u+

-

)∣∣ < ∞ of
item (2) together with (1.2) lead to

Ψ′
(
u+
-

)
= φ′-

(
u+
-

)
φ+ (−u-)
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and hence
∣∣Ψ′ (u+

-

)∣∣ < ∞ implies that
∣∣φ′- (u+

-

)∣∣ < ∞. This observation, the form of MΨ, see
(4.4) and the fact that Ψ ∈ NZ ⊂ NW permit us to write

MIΨ(z) = φ-(0)
Γ(z)

Wφ+(z)
Wφ-(1− z)

= φ-(0)
Γ(z)

Wφ+(z)
P (1− z) +

φ-(0)Wφ- (1 + u-)

φ′-
(
u+
-

) 1

1− u- − z
Γ(z)

Wφ+(z)
,

(5.17)

with P from Theorem 3.2(3) having the form and the property that

P (z) = Wφ-(z)−
Wφ- (1 + u-)

φ′-
(
u+
-

)
(z − u-)

∈ A[u-,∞).

Therefore, (5.17) shows that MIΨ ∈ A(0,1−u-) extends continuously to C1−u- \ {1− u-}. Next,
we show that the contour in (5.16) can be partly moved to the line C1−u- at least for |b| > c > 0
for any c > 0. For this purpose we observe from Proposition 5.2 that whenever Ψ ∈ NW ∩
N∞(resp. Ψ ∈ NNΨ ∩N , NΨ <∞ ) the decay of |MIΨ(z)| extends with the same subexponential
(resp. polynomial) speed to the complex line C1−u- . Then, for any c > 0, a ∈ (0, 1− u-) and
x > 0, thanks to the Cauchy integral theorem valid because NΨ > 1,

fΨ(x) =
1

2πi

∫
z=a+ib

x−zMIΨ (z) dz

= xu-−1 1

2π

∫
|b|>c

x−ibMIΨ (1− u- + ib) db+
1

2πi

∫
B�(1−u-,c)

x−zMIΨ(z)dz,

= f∗Ψ(x, c) + f?Ψ(x, c),

(5.18)

where B�(1 − u-, c) = {z ∈ C : |z − 1 + u-| = c and Re(z − 1 + u-) ≤ 0} that is a semi-circle
centered at 1 − u-. We note that the Riemann-Lebesgue lemma applied to the absolutely
integrable function g(b) =MIΨ (1− u- + ib) I{|b|>c} yields that

(5.19) lim
x→∞

x1−u-f∗Ψ(x, c) = lim
x→∞

1

2π

∫ ∞
−∞

e−ib lnxMIΨ (1− u- + ib) I{|b|>c}db = 0.

Using (5.17) we write that

f?Ψ(x, c) =
φ-(0)

2πi

∫
B�(1−u-,c)

x−z
Γ(z)

Wφ+(z)
P (1− z)dz

+
1

2πi

φ-(0)Wφ- (1 + u-)

φ′-
(
u+
-

) ∫
B�(1−u-,c)

x−z
1

1− u- − z
Γ(z)

Wφ+(z)
dz

= f??Ψ (x, c) + f???Ψ (x, c).

(5.20)

Since Γ(z)
Wφ+ (z)P (1− z) ∈ A(0,1−u-] we can use the Cauchy integral theorem to show that, for every

c > 0 fixed,

|f??Ψ (x, c)| =
∣∣∣∣φ-(0)

2π

∫ c

−c
x−1+u-−ib Γ(1− u- + ib)

Wφ+(1− u- + ib)
P (u- − ib)db

∣∣∣∣
≤ xu-−1 cφ-(0)

π
sup

z=1−u-+ib; b∈(−c,c)

∣∣∣∣ Γ(z)

Wφ+(z)
P (1− z)

∣∣∣∣ .(5.21)
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Next, we consider f???Ψ (x, c). Since Γ(z)
Wφ+ (z) ∈ A(0,∞), choosing c small enough we have by the

Cauchy’s residual theorem that

f???Ψ (x, c) =
φ-(0)Wφ- (1 + u-) Γ (1− u-)

φ′-
(
u+
-

)
Wφ+ (1− u-)

xu-−1

+
1

2πi

φ-(0)Wφ- (1 + u-)

φ′-
(
u+
-

) ∫
B�(1−u-,c)

x−z
1

1− u- − z
Γ(z)

Wφ+(z)
dz,

where B�(1 − u-, c) = {z ∈ C : |z − 1 + u-| = c and Re(z − 1 + u-) ≥ 0}. However, on B�(1 −
u-, c), we have that z = 1− u- + ceiθ, θ ∈

(
−π

2 ,
π
2

)
, and thus for any such θ

lim
x→∞

∣∣x1−u-x−z
∣∣ = lim

x→∞
x−c cos θ = 0.

Therefore, since

sup
z∈B�(1−u-,c)

∣∣∣∣ 1

1− u- − z
Γ(z)

Wφ+(z)

∣∣∣∣ ≤ 1

c
sup

z∈B�(1−u-,c)

∣∣∣∣ Γ(z)

Wφ+(z)

∣∣∣∣ <∞,
we can apply the dominated convergence theorem to the integral term in the representation of
f???Ψ above to conclude that for all c > 0 small enough

(5.22) lim
x→∞

x1−u-f???Ψ (x, c) =
φ-(0)Wφ- (1 + u-) Γ (1− u-)

φ′-
(
u+
-

)
Wφ+ (1− u-)

.

Combining (5.22) and (5.21), we get from (5.20) that

lim
c→0

lim
x→∞

x1−u-f?Ψ(x, c) = lim
c→0

lim
x→∞

x1−u-f???Ψ (x, c) =
φ-(0)Wφ- (1 + u-) Γ (1− u-)

φ′-
(
u+
-

)
Wφ+ (1− u-)

.

However, since (5.19) holds too, we get from (5.18) that

lim
x→∞

x1−u-fΨ(x) =
φ-(0)Wφ- (1 + u-) Γ (1− u-)

φ′-
(
u+
-

)
Wφ+ (1− u-)

.

This completes the proof of (2.30) of item (2) for n = 0. Its claim for any n ∈ N, n ≤ dNΨe − 2,
follows by the same techniques as above after differentiating (5.18) and observing that we have
thanks to Proposition 5.1 that for every n ∈ N, n ≤ dNΨe − 2,

lim
b→∞

|b|n |MIΨ (1− u- + ib)| = 0

and |b|n |MIΨ (1− u- + ib)| is integrable.

Let us proceed with the proof of item (1). We note that in any case the Mellin transform of
FΨ(x), that isM?

IΨ
in (5.15), has a decay of value NΨ +1 > 1 along Ca, a ∈ (0,−a-) , if −a- > 0.

Consider first (2.26), that is lim
x→∞

xd FΨ(x) = 0 for d < |a-|. Let −a- > 0, as otherwise there is

nothing to prove in (2.26), and choose d ∈ (0,−a-). By a Mellin inversion as in (5.18) and with
a = d+ ε < −a-, ε > 0, we get that on R+

FΨ(x) = x−d−ε
1

2π

∣∣∣∣∫ ∞
−∞

x−ibM?
IΨ

(d+ ε+ ib) db

∣∣∣∣ ≤ Cdx−d−ε
and (2.26) follows. This also settles the claim (2.27) when −Ψ(−z) = φ+(z) ∈ B since then

M?
IΨ

(z) = 1
z

Γ(z)
Wφ+ (z) ∈ A(0,∞), |a-| = ∞ and we can choose d as big as we wish. It remains

therefore to prove (2.27) assuming that −Ψ(−z) 6≡ φ+(z). If Π(dy) ≡ 0 dy on (−∞, 0) then
necessarily φ-(z) = φ-(0) + d-z, d- > 0, and even the stronger item (2) is applicable since it can
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be immediately shown that Ψ ∈ NW since lim
|b|→∞

∣∣∣φ- (−φ-(0)
d-

+ ib
)∣∣∣ = ∞, see (2.25). We can

assume from now that Π(dy) 6≡ 0 dy on (−∞, 0) and Ψ ∈ NZ . If the conditions of item (2) are
violated we proceed by approximation to furnish them. Recall (5.6) and with the given Ψ define
∀η > 0,

(5.23) Ψη(z) =
σ2

2
z2 + cz +

∫
R

(
ezr − 1− zrI{|r|<1}

)
e−ηr

2I{r<−1}Π(dr)− q.

Put Πη(dr) = e−ηr
2I{r<−1}Π(dr). Since Πη is absolutely continuous with respect to Π it is clear

that ∀η > 0, Ψ ∈ NZ =⇒ Ψη ∈ NZ and set from (1.2), Ψη(z) = −φη+ (−z)φη- (z). Let ξη be the
Lévy process underlying Ψη and note that the transformation Ψ 7→ Ψη leaves q invariant and
has the sole effect of truncating at the level of paths some of the negative jumps smaller than
−1 of the underlying Lévy process ξ. Therefore, pathwise

(5.24) IΨ =

∫ eq

0
e−ξsds ≥

∫ eq

0
e−ξ

η
s ds = IΨη .

Next, it is clear from (5.23) that Ψη ∈ A(−∞,0) and then it is immediate that (Ψη)′′ > 0 on R−,

and thus Ψη is convex on R−. Moreover, clearly

lim
u→−∞

1

|u|

∫ 0

−∞

(
eur − 1− ruI{|r|<1}

)
Πη(dr) =∞

since Π(dy) is not identically the zero measure on R−. Therefore, limu→−∞Ψη(u) =∞. Thus,
immediately we conclude that −uφη- ∈ (0,∞) if Ψ(0) = −q < 0. Also, if q = 0, then necessarily,

regardless of whether E [ξ1] ∈ (0,∞] or E
[
ξ1I{ξ1} > 0

]
= E

[
−ξ1I{ξ1<0}

]
= ∞ with lim

t→∞
ξt = ∞

hold for ξ, then E [ξη1 ] ∈ (0,∞], see (5.23), and thus φη- (0) > 0 leads to −uφη- ∈ (0,∞). However,

from (5.24) we get that

P (IΨ > x) ≥ P (IΨη > x)

and from (2.29) of item (2) we obtain, for any ε > 0 and fixed η > 0, that with some C > 0

lim
x→∞

x
−u

φ
η
-

+εP (IΨ > x) ≥ lim
x→∞

x
−u

φ
η
-

+εP (IΨη > x) = C lim
x→∞

xε =∞.

Thus, it remains to show that lim
η→0

uφη- = a- ∈ (−∞, 0], where a- > −∞ is evident since z 7→

−Ψ(−z) /∈ B. It is clear from the identity

Ψη (u) =
σ2

2
u2 + cu+

∫ ∞
0

(
eur − 1− urI{r<1}

)
Π(dr)

+

∫ 0

−∞

(
eur − 1− urI{r>−1}

)
e−ηr

2I{r<−1}Π(dr),

that for any u ≤ 0, Ψη(u) is increasing as η ↓ 0 and lim
η→0

Ψη(u) = Ψ(u). Fix η∗ > 0 small enough.

Then, clearly,

Ψ
(
u
φη
∗

-

)
= lim

η→0
Ψη
(
u
φη
∗

-

)
≥ Ψη∗

(
u
φη
∗

-

)
= 0.

If Ψ
(
u
φη
∗

-

)
=∞ then from (1.2) we get that φ-

(
u
φη
∗

-

)
= −∞ and thus u

φη
∗

-
≤ a-. Similarly, if

Ψ
(
u
φη
∗

-

)
∈ [0,∞) then φ-

(
u
φη
∗

-

)
≤ 0 and again u

φη
∗

-
≤ a-. Therefore,

u = lim
η→0

uφη- ≤ a-.
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Assume that u < a- and choose u ∈ (u, a-). Then Ψη(u) < 0 and thus Ψ(u) = lim
η→0

Ψη(u) ≤ 0.

However, Ψ(u) ∈ (0,∞], for u < a-, which triggers u = a-. Moreover, the monotonicity of Ψη

when η ↓ 0 shows that in fact

lim
η→0

uφη- = u = a-

and we conclude the statement (2.27) when Ψ ∈ NZ . Next, if Ψ /∈ NZ then as in Theorem 3.2(2)
one can check that Π(dx) =

∑∞
n=−∞ cnδh̄n(dx),

∑∞
n=−∞ cn <∞, cn ≥ 0, h̄ > 0, and σ2 = c = 0

in (5.6). The underlying Lévy process, ξ, is a possibly killed compound Poisson process living
on the lattice

{
h̄n
}∞
n=−∞. We proceed by approximation. Set Ψd(z) = Ψ(z) + dz, d > 0, with

underlying Lévy process ξd. Clearly, ξdt = ξt + dt, t ≥ 0, and hence IΨ ≥ IΨd and, for any x > 0,
P (IΨ > x) ≥ P (IΨd > x). However, Ψd ∈ NZ and therefore from (2.27) for any d >

∣∣ad-∣∣, where

from Ψd(z) = −φd+(−z)φd-(z), ad- = aφd- , see (3.8), we deduct that

lim
x→∞

xdP (IΨ > x) ≥ lim
x→∞

xdP (IΨd > x) =∞.

To establish (2.27) for Ψ it remains to confirm that lim
d→0

ad- = a-. Note that adding dz to Ψ(z)

does not alter its range of analyticity and hence with the obvious notation a- = aφd- . Set

T = inf {t > 0 : ξt < 0} ∈ (0,∞] and T d = inf
{
t > 0 : ξdt < 0

}
∈ (0,∞] .

Clearly, from ξdt = ξt+dt we get that a.s. lim
d→0

(
T d, ξT d

)
= (T, ξT ). However, (T, ξT ) and

(
T d, ξT d

)
define the distribution of the bivariate descending ladder time and height processes of Ψ and
Ψd, see Section A. Therefore, since from Lemma A.1 we can choose φ-, φ

d
- to represent the

descending ladder height process, that is φ- = k-, φ
d
- = kd- in the notation therein, we conclude

that lim
d→0

φd-(z) = φ-(z) for any z ∈ C(a-,∞) and hence lim
d→0

uφd- = u-. Thus lim
d→0

ad- = a-. This,

concludes Theorem 2.14. �

5.6. Proof of Theorem 2.19. Recall from (5.12) thatM?
IΨ

(z) is the Mellin transform of FΨ(x)

at least on C(−1,0). We record and re-express it with the help of (2.6) and (3.4) as

M?
IΨ

(z) = −1

z
MIΨ(z + 1) = −φ-(0)

z
MΨ(z + 1)

= −φ-(0)

z

Γ(z + 1)

Wφ+(z + 1)
Wφ-(−z), z ∈ C(−1,0).

(5.25)

From Theorem 2.1 we deduct thatMIΨ ∈ A(0, 1−a-) and that it extends continuously to C0 \{0}.
Moreover, Proposition 5.1 applied to MIΨ(z) for z ∈ iR shows that the decay of |MIΨ(z)| is

preserved along C0. Therefore, either
∣∣∣M?

IΨ
(z)
∣∣∣ decays subexponentially along Ca, a ∈ [−1, 0) ,

or it decays polynomially with a speed of NΨ +1 > 1. Via a Mellin inversion, choosing a contour,
based on the line C−1 and a semi-circle, as in the proof of Theorem 2.14, see (5.18) and (5.19),
we get that, for any c ∈

(
0, 1

2

)
, as x→ 0,

(5.26) FΨ(x) =
1

2πi

∫
B�(−1,c)

x−zM?
IΨ

(z)dz + o (x) ,

where only the contour is changed to B�(−1, c) = {z ∈ C : |z + 1| = c and Re(z + 1) ≥ 0}. Ap-
ply (3.4) to write from (5.25)

(5.27) M?
IΨ

(z) = −φ-(0)

z

φ+ (z + 1)

z + 1

Γ(z + 2)

Wφ+(z + 2)
Wφ-(−z) =

φ+ (z + 1)

z + 1
M??

IΨ
(z).
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Clearly, M??
IΨ
∈ A(−2,0). Recall that φ]+(z) = φ+(z) − φ+(0) ∈ B. Then, we have, noting

M??
IΨ

(−1) = φ-(0), that

M?
IΨ

(z) =
φ+(0)φ-(0)

z + 1
+
φ]+(z + 1)

z + 1
M??

IΨ
(−1) + φ+(z + 1)

M??
IΨ

(z)−M??
IΨ

(−1)

z + 1
=M∗1(z) +M∗2(z) +M∗3(z).

Plugging this in (5.26) we get and set

(5.28) FΨ(x) =
1

2πi

∫
B�(−1,c)

x−z
3∑
j=1

M∗j (z)dz + o (x) =
3∑
j=1

Fj(x) + o (x) .

Since z 7→ M∗3(z)
φ+(z+1) ∈ A(−2,0) and φ+(0) ∈ [0,∞) then precisely as in (5.21) we get that

(5.29) lim
c→0

lim
x→0

x−1F3(x) = 0.

Next, from (3.3) and M??
IΨ

(−1) = φ-(0) we get that

M∗2(z) =
φ]+(z + 1)

z + 1
M??

IΨ
(−1) = φ-(0)

∫ ∞
0

e−(z+1)yµ̄+ (y) dy + φ-(0)d+.

Clearly, if
(
φ]+

)′
(0) = φ′+(0) =

∫∞
0 µ̄+ (y) dy <∞, then the same arguments used above to prove

(5.29) yield that

(5.30) lim
c→0

lim
x→0

x−1F2(x) = lim
c→0

lim
x→0

1

2πi

∫
B�(−1,c)

x−zM∗2(z)dz = 0.

Also, similarly, we deduce that in any case the term φ-(0)d+ does not contribute to (5.30) and
therefore assume that d+ = 0 in the sequel. However, if(

φ]+

)′ (
0+
)

= φ′+
(
0+
)

=∞

we could not apply this argument. We then split µ̄+ (y) = µ̄+ (y) I{y>1} + µ̄+ (y) I{y≤1} and write
accordingly

M∗2(z) = φ-(0)

∫ ∞
1

e−(z+1)yµ̄+ (y) dy + φ-(0)

∫ 1

0
e−(z+1)yµ̄+ (y) dy =M∗2,1(z) +M∗2,2(z).

However,
∣∣M∗2,2(−1)

∣∣ = φ-(0)
∫ 1

0 µ̄+ (y) dy < ∞ and the portion of M∗2,2 in F2 is negligible in

the sense of (5.30). Then, we need discuss solely the contribution of M∗2,1 to F2 that is

F ∗2 (x) =
φ-(0)

2πi

∫
B�(−1,c)

x−z
∫ ∞

1
e−(z+1)yµ̄+ (y) dydz

=
φ-(0)

2πi

∫ ∞
1

∫
B�(−1,c)

x−ze−(z+1)ydzµ̄+ (y) dy.

The interchange is possible since evidently on B�(−1, c) we have that

sup
z∈B�(−1,c)

∣∣M∗2,1(z)
∣∣ <∞.

The latter in turn follows from

sup
z∈B�(−1,c)

∣∣M∗2,1(z)
∣∣ = sup

z∈B�(−1,c)

|φ+(z + 1)|
|z + 1|

= sup
z∈B�(−1,c)

|φ+(z + 1)|
c

<∞.
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However, for any x, y > 0, z 7→ x−ze−(z+1)y is an entire function and an application of the
Cauchy theorem to the closed contour B�(−1, c) ∪ {−1 + iβ, β ∈ [−c, c]} implies that∫

B�(−1,c)
x−ze−(z+1)ydz = ix

∫ c

−c
e−iβ(lnx+y)dβ = 2x

sin (c (lnx+ y))

lnx+ y
i.

Therefore, integrating by parts after representing µ̄+ (y) =
∫∞
y µ+(dv), we get that

F ∗2 (x) = x
φ-(0)

π
lim
A→∞

∫ A

1

sin (c (lnx+ y))

lnx+ y
µ̄+ (y) dy

= x
φ-(0)

π
lim
A→∞

∫ A

1

∫ c(v+lnx)

c(1+lnx)

sin (y)

y
dyµ+(dv)

+ x
φ-(0)

π
lim
A→∞

µ̄+ (A)

∫ c(A+lnx)

c(lnx+1)

sin (y)

y
dy

= x
φ-(0)

π

∫ ∞
1

∫ c(v+lnx)

c(1+lnx)

sin (y)

y
dyµ+(dv)

since

sup
a<b;a,b∈R

∣∣∣∣∫ b

a

sin (y)

y
dy

∣∣∣∣ <∞,
the mass of µ+(dv) on (1,∞) is simply µ̄+ (1) < ∞ and lim

A→∞
µ̄+ (A) = 0. Also, this allows via

the dominated convergence theorem to deduce that

lim
x→0

x−1F ∗2 (x) =
φ−(0)

π
lim
x→0

∫ ∞
1

∫ c(v+lnx)

c(1+lnx)

sin (y)

y
dyµ+(dv) = 0

and thus with the reasoning above to verify that (5.30) holds, that is lim
c→0

lim
x→0

x−1F2(x) = 0. The

latter together with (5.29) applied in (5.28) allows us to understand the asymptotic of x−1F (x),
as x→ 0, in terms of F1. However, from its very definition, (5.28) and Ψ(0) = −φ-(0)φ+(0), see
(1.2),

F1(x) = −Ψ(0)

2πi

∫
B�(−1,c)

x−z

z + 1
dz = −Ψ(0)x+

Ψ(0)

2πi

∫
B�(−1,c)

x−z

z + 1
dz,

where we recall that

B�(−1, c) = {z ∈ C : |z + 1| = c and Re(z + 1) ≤ 0} .

Clearly, if z ∈ B�(−1, c) \ {−1± ic} then lim
x→0

∣∣x−1x−z
∣∣ = 0. Therefore, for any c ∈

(
0, 1

2

)
,

(5.31) lim
x→0

x−1FΨ(x) = lim
x→0

x−1F1(x) = −Ψ(0) ∈ [0,∞) .

Thus (2.31) holds true. When Ψ ∈ NNΨ , for some NΨ > 1, all arguments above applied to M?
IΨ

can be carried over directly toMIΨ but at z = 0. When pΨ is continuous at zero then the result
is immediate from (2.31). Thus, we obtain (2.32). �

5.7. Proof of Theorem 2.22. Let Ψ ∈ N \ N† that is Ψ(0) = 0, see (2.18). Recall that

IΨ(t) =
∫ t

0 e
−ξsds. Then if a+ < 0 we get that for any a ∈ (0,−a+)

(5.32) E
[
I−aΨ (t)

]
≤ t−aE

[
ea supv≤t ξv

]
<∞,
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where the finiteness of the exponential moments of supv≤t ξv of order less than −a+ follows from
the definition of a+, see (2.4), that is φ+ ∈ A(a,∞) for a ∈ (0,−a+), see e.g. [9, Chapter VI] or

[24, Chapter 4]. This of course settles (2.34), that is a ∈ (0, 1− a+) =⇒ E
[
I−aΨ (t)

]
<∞, when

a+ = −∞. We rewrite (5.6) as follows

Ψ(z) = Ψ̃(z) + Ψ∗(z)

=

(
σ2

2
z2 + cz +

∫ 1

−∞

(
ezr − 1− zrI{|r|<1}

)
Π(dr)

)
+

∫ ∞
1

(ezr − 1) Π(dr),
(5.33)

where Ψ̃,Ψ∗ ∈ N \N† and from (5.33) (ξs)s≥0 =
(
ξ̃s + ξ∗s

)
s≥0

where ξ̃, ξ∗ are independent Lévy

processes with Lévy-Khintchine exponents Ψ̃,Ψ∗ respectively. Set as usual Ψ̃(z) = −φ̃+(−z)φ̃-(z)
and note from (5.33) that Ψ̃ ∈ A(0,∞) and hence φ̃+ ∈ A(−∞,0) or equivalently aφ̃+ = −∞, see

(2.4). Similarly to (5.32) we get that, for any a ∈ (0, 1− a+),

(5.34) E
[
I−aΨ (t)

]
≤ E

[
ea supv≤t ξ̃v

]
E
[
I−aΨ∗ (t)

]
.

However, since aφ̃+ = −∞ we conclude from (5.32) that in fact E
[
ea supv≤t ξ̃v

]
<∞ for any a > 0.

If Ψ∗ ≡ 0 there is nothing to prove. So let h = Π {(1,∞)} > 0 and write ξ∗s =
∑Ns

j=1Xj where

(Ns)s≥0 is a Poisson counting process with Ns ∼ Poisson(hs) and (Xj)j≥1 are i.i.d. random

variables with law

P (X1 ∈ dx) = I{x>1}
Π(dx)

h
.

It is a well-known fact that

E
[
eλX1

]
<∞ ⇐= λ < −a+.

Set Sn =
∑n

j=1Xj with S0 = 0. Then

IΨ∗(t) = tI{Nt=0} + I{Nt>0}

 Nt∑
j=1

eje
−Sj−1 +

t− Nt∑
j=1

ej

 e−SNt


with (ej)j≥1 a sequence of independent identically distributed random variables with exponential

law of parameter h. Clearly then

E
[
IΨ(t)−a

]
= t−aP (Nt = 0) +

∞∑
n=1

E

 1(∑n
j=1 eje

−Sj−1 +
(
t−

∑n
j=1 ej

)
e−Sn

)a ;Nt = n


= t−aP (Nt = 0) +

∞∑
n=1

An.

(5.35)

Note that

{Nt = n} =


n∑
j=1

ej ≤
t

2
;

n+1∑
j=1

ej > t

⋃


n∑
j=1

ej ∈
(
t

2
, t

)
;

n+1∑
j=1

ej > t

 .

We observe that with some C(t) <∞, for any t > 0,

(5.36) sup
s∈(0,t]

P (Ns ≥ n− 1) ≤ C(t)
tn−1hn−1

(n− 1)!
,
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which is an elementary consequence of Ns ∼ Poisson(sh). We split the quantity An = A
(1)
n +A

(2)
n

by considering the two possible mutually exclusive cases for the event {Nt = n} discussed above.
In the first scenario we have the following sequence of relations

A(1)
n = E

 1(∑n
j=1 eje

−Sj−1 +
(
t−
∑n

j=1 ej

)
e−Sn

)a ;
n∑
j=1

ej ≤
t

2
;
n+1∑
j=1

ej > t


≤ E

[
1(

e1 + t
2e
−Sn

)a ; e1 ≤
t

2

]
P (Nt ≥ n− 1)

5.36
≤ C(t)

hntn−1

(n− 1)!
E

[∫ t
2

0

1(
x+ t

2e
−Sn

)a e−hxdx
]
≤ C(t)

hntn−1

(n− 1)!
E

[∫ t
2

0

1(
x+ t

2e
−Sn

)adx
]

≤ C(t)
hntn−1

(n− 1)!

(
2a−1(a− 1)

ta−1
E
[
e(a−1)Sn

]
I{a>1} + (E [Sn] + ln(4)) I{a=1} +

t1−a

1− a
I{a∈(0,1)}

)
= C(t)

hntn−1

(n− 1)!

(
2a−1

(a− 1) ta−1

(
E
[
e(a−1)X1

])n
I{a>1} + (nE [X1] + ln(4)) I{a=1}

)
+ C(t)

hntn−1

(n− 1)!

t1−a

1− a
I{a∈(0,1)},

(5.37)

where for the terms containing I{a=1} and I{a∈(0,1)} in the derivation of the last inequality we
have used that Sn ≥ n > 0 since X1 ≥ 1. In the second scenario we observe that the following
inclusion holds

(5.38)


n∑
j=1

ej ∈
(
t

2
, t

)
;

n+1∑
j=1

ej > t

 ⊆
n⋃
j=1

{
ej ≥

t

2n

}⋂ ∑
1≤i≤n;i 6=j

ei < t

 .

Clearly then for any j, the events
{
ej ≥ t

2n

}
and

{∑
1≤i≤n;i 6=j ei < t

}
are independent and

moreover

P

 ∑
1≤i≤n;i 6=j

ei < t

 = P

 ∑
1≤i≤n−1

ei < t

 = P (Nt ≥ n− 1) .

We are therefore able to estimate A
(2)
n using the relation between events in (5.38) in the following

manner

A(2)
n = E

 1(∑n
j=1 eje

−Sj−1 +
(
t−

∑n
j=1 ej

)
e−Sn

)a ;

n∑
j=1

ej ∈
(
t

2
, t

)
;

n+1∑
j=1

ej > t


≤
(∣∣∣∣ 1

1− a

∣∣∣∣ (2n)a t1−aI{a6=1} + ln(2n)I{a=1}

)
P (Nt ≥ n− 1)

+ I{n>1}

 n∑
j=2

hE

[∫ t

0

1(
x+ t

2ne
−Sj−1

)adx
]P (Nt ≥ n− 1) ,

where the terms in the second line correspond to the case
{
e1 ≥ t

2n

}
whereas the term in the

third line corresponds to other scenarios, that is
⋃n
j=2

{
ej ≥ t

2n

}
, and a disintegration of e1.
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However, performing the integration and estimating precisely as in (5.37) we get with the help
of (5.36) that

A(2)
n ≤

(∣∣∣∣ 1

1− a

∣∣∣∣ (2n)a t1−aI{a6=1} + ln(2n)I{a=1}

)
P (Nt ≥ n− 1)

+ I{n>1}I{a>1}C(t)
tn−1hn

(n− 1)!

n∑
j=2

(2j)a−1

(a− 1) ta−1

(
E
[
e(a−1)X1

])j−1

+ I{n>1}I{a=1}C(t)
tn−1hn

(n− 1)!

n∑
j=2

(jE [X1] + ln (4j))

+ I{n>1}I{a∈(0,1)}C(t)
tn−1hn

(n− 1)!

n∑
j=2

t1−a

1− a
I{a∈(0,1)}

≤
(∣∣∣∣ 1

1− a

∣∣∣∣ (2n)a t1−aI{a6=1} + ln(2n)I{a=1}

)
P (Nt ≥ n− 1)

+ C(t)
tn−ahn

(n− 1)!

(4n)a

a− 1

(
E
[
e(a−1)X1

])n−1
I{a>1} + C(t)

tn−1hn

(n− 1)!

(
n2 + ln (4n)

)
E [X1] I{a=1}

+ C(t)
tn−ahn

(n− 1)!

h

1− a
nI{a∈(0,1)}.

(5.39)

Therefore fromAn = A
(1)
n +A

(2)
n , (5.37) and (5.39) applied in (5.35) we easily get that E [IΨ(t)−a] <

∞ whenever: a ∈ (0, 1); a = 1 and E [X1] <∞ and a > 1 and E
[
e(a−1)X1

]
<∞. However, it is

very well-known fact that

E [X1] <∞ ⇐⇒ E [max {ξ1, 0}] <∞ ⇐⇒
∣∣Ψ′(0+)

∣∣ <∞
and if a+ < 0 then

E
[
e(a−1)X1

]
<∞ ⇐= a ∈ (0, 1− a+)

and

E
[
e(a+−1)X1

]
<∞ ⇐⇒ |Ψ(−a+)| <∞ ⇐⇒ |φ+(a+)| <∞.

Hence via (5.34) the relation (2.34) and the backward directions of (2.35) and (2.36) follow. Let

us provide a lower bound for E
[
I−aΨ (t)

]
whenever a ≥ 1. We again utilize the processes ξ̃, ξ∗ in

the manner

E
[
IΨ(t)−a

]
≥ E

[
IΨ(t)−a; sup

v≤t
|ξ̃s| ≤ 1;Nt = 1

]
≥ e−aP

(
sup
v≤t
|ξ̃s| ≤ 1

)
E
[
I−aΨ∗ (t);Nt = 1

]
≥ e−atP

(
sup
v≤t
|ξ̃s| ≤ 1

)
P (e2 > t)he−htE

[∫ t

0

1

(x+ te−X1)a
dx

]
= e−atP

(
sup
v≤t
|ξ̃s| ≤ 1

)
P (e2 > t)he−ht

×
((

t1−a

a− 1
E
[
e(a−1)X1

]
− 1

)
I{a>1} + E [X1] I{a=1}

)
.
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The very last term is infinity iff a − 1 > a+, E [X1] = ∞ and a = 1, or a − 1 = a+ and
E
[
ea+X1

]
= ∞. This shows the forward directions of (2.35) and (2.36) and relation (2.35) and

(2.37). It remains to show (2.38). From An = A
(1)
n + A

(2)
n and (5.37) and (5.39) we get that

taAn = O (t) as t goes to zero and therefore from (5.35) we get that

lim
t→0

taE
[
I−aΨ (t)

]
= lim

t→0
P (Nt = 0) = 1.

This establishes the validity of (2.38).

5.8. Proof of Theorem 2.24. Recall that Ψ ∈ N c = N \ N =
{

Ψ ∈ N : φ-(0) = 0
}

and as
usual set

Ψr(z) = Ψ(z)− r = −φr+(−z)φr-(z) ∈ N , r ≥ 0.

We also repeat that IΨ(t) =
∫ t

0 e
−ξsds, t ≥ 0 and IΨ(t) is non-decreasing in t. The relation

(2.40) then follows from the immediate bound

P (IΨr ≤ x) = r

∫ ∞
0

e−rtP (IΨ(t) ≤ x) dt ≥
(
1− e−1

)
P
(
IΨ

(
1

r

)
≤ x

)
,

combined with the representation (2.23) with n = 0 for P (IΨr ≤ x), the identity κ-(r)κ+(r) =
φr-(0)φr+(0) = −Ψ(0) = r which is valid since

Ψ ∈ N c =⇒ Ψr(0) = Ψ(0)− r = −r

and the fact that (A.4) holds. Thus, Theorem 2.24(1) is settled and we proceed with Theorem
2.24(2). Denote byM?, a

r , a ∈ (0, 1), the Mellin transform of the cumulative distribution function
of the measure y−aP (IΨr ∈ dy) I{y>0}, say V r

a . Following (5.25) we conclude that

(5.40) M?, a
r (z) = −1

z
MIΨr

(z + 1− a) = −κ-(r)
z
MΨr (z + 1− a) , z ∈ C(a−1,0)

and at leastM?, a
r ∈ A(a−1,0) sinceMΨr ∈ A(0,1), see Theorem 2.1(2.7). Similarly, as for any Ψ ∈

N we have that NΨ > 0, we deduct that lim
|b|→∞

|b|β
∣∣M?, a

r (c+ ib)
∣∣ = 0 for some β ∈ (1, 1 + NΨ)

and any c ∈ (a− 1, 0). Therefore, by Mellin inversion, for any x > 0,

V r
a (x) =

∫ x

0
y−aP (IΨr ∈ dy) =

x−c

2π

∫ ∞
−∞

x−ibM?, a
r (c+ ib)db

= −κ-(r)
x−c

2π

∫ ∞
−∞

x−ib
MΨr (c+ 1− a+ ib)

c+ ib
db.

(5.41)

However, since

(5.42) V r
a (x) = r

∫ ∞
0

e−rt
∫ x

0
y−aP (IΨ(t) ∈ dy) dt,

we have that

lim
r→0

∫ ∞
0

e−rt
∫ x

0
y−aP (IΨ(t) ∈ dy) dt = lim

r→0

(
−κ-(r)

r

x−c

2π

∫ ∞
−∞

x−ib
MΨr (c+ 1− a+ ib)

c+ ib
db

)
.

From (5.55),(5.56) and (5.57) of Lemma 5.3 with β ∈ (0, NΨ) we conclude that the dominated
convergence theorem applies and yields that

lim
r→0

r

κ-(r)

∫ ∞
0

e−rt
∫ x

0
y−aP (IΨ(t) ∈ dy) dt = −x

−c

2π

∫ ∞
−∞

x−ib
1

c+ ib
MΨ (c+ 1− a+ ib) db.
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Let − lim
t→∞

ξt = lim
t→∞

ξt =∞ a.s. or alternatively κ+(0) = φ+(0) = φ-(0) = κ-(0) = 0. Assume also

that lim
t→∞

P (ξt < 0) = ρ ∈ [0, 1). Then from the discussion succeeding [24, Chapter 7, (7.2.3)] (a

chapter dedicated to the Spitzer’s condition) we have that κ- ∈ RVρ. Then, since κ-(r)
r = 1

κ+(r)
,

κ+ ∈ RV1−ρ with 1− ρ > 0, and

(5.43)

∫ x

0
y−aP (IΨ(t) ∈ dy) = E

[
I−aΨ (t)I{IΨ(t)≤x}

]
is non-increasing in t for any fixed x > 0 and a ∈ (0, 1), from a classical Tauberian theorem and
the monotone density theorem, see [9, Section 0.7], we conclude from (5.41) that, for any x > 0
and any c ∈ (a− 1, 0),
(5.44)

lim
t→∞

tκ+

(
1

t

)∫ x

0
y−aP (IΨ(t) ∈ dy) = − x−c

2πΓ (1− ρ)

∫ ∞
−∞

x−ib
1

c+ ib
MΨ (c+ 1− a+ ib) db.

With tκ+
(

1
t

)
= 1

κ-(
1
t
)

we deduce that

y−aP (IΨ(t) ∈ dy)

κ-(
1
t )

converges vaguely to ϑa,

whose distribution function is simply the integral to the right-hand side of (5.44). To show that
it converges weakly, and thus prove (2.41) and (2.42), we need only show that

lim
t→∞

E
[
I−aΨ (t)

]
κ-(

1
t )

<∞.

However, this is immediate from the fact that MIΨr
(z), r > 0, is always well defined on C(0,1),

see (2.21) of Theorem 2.1, lim
r→0
MΨr(1 − a) = MΨ(1 − a), a ∈ (0, 1), justified in (5.55) below,

and utilizing again a Tauberian theorem and the monotone density theorem to

(5.45) MIΨr
(1− a) = κ-(r)MΨr(1− a) = r

∫ ∞
0

e−rtE
[
I−aΨ (t)

]
dt.

By putting f ≡ 1 in (2.41) we also prove (2.43) for any a ∈ (0, 1). Next, assume that a+ < 0 and
fix any r > 0. For any a ∈ (0, 1− a+) set

(5.46) H(r, a) =

∫ ∞
1

e−rtE
[
I−aΨ (t)

]
dt.

From Theorem 2.22 we have that E
[
I−aΨ (t)

]
<∞ for all t ≥ 0 and any a ∈ (0, 1− a+). Therefore

from E
[
I−aΨ (1)

]
≥ E

[
I−aΨ (t)

]
for t ≥ 1 we conclude that

H(a, r) ≤ E
[
I−aΨ (1)

] ∫ ∞
1

e−rtdt <∞

and thus H(r, z) can be extended analytically so that H(r, ·) ∈ A[0,1−a+). From (5.43) we imme-
diately see that, for any x > 0,

H(a, r) ≥
∫ ∞

1
e−rt

∫ x

0
y−aP (IΨ(t) ∈ dy) dt
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and we conclude, re-expressing (5.42) as

1

r
V r
a (x) =

∫ 1

0
e−rt

∫ x

0
y−aP (IΨ(t) ∈ dy) dt+

∫ ∞
1

e−rt
∫ x

0
y−aP (IΨ(t) ∈ dy) dt

=

∫ 1

0
e−rt

∫ x

0
y−aP (IΨ(t) ∈ dy) dt+Wx(r,−a),

(5.47)

that Wx(r, ·) ∈ A(a+−1,0]. Next, since the analyticity of Ψr obviously coincides with that of Ψ
we conclude that a+ = aφr+ and a- = aφr- for any r ≥ 0. Moreover, from φ+(0) = 0 then φ+ < 0
on (a+, 0) and u+ = 0, and since lim

r→0
φr+(a) = φ+(a) for any a > a+, see (C.2), we easily deduct

that

lim
r→0

uφr+ = u+ = 0

and for all r ≤ r0, uφr+ ∈ (max {−1, a+} , 0). Therefore since −uφr+ is not an integer from Theorem
2.1 we conclude that for all r ≤ r0, MΨr ∈ M(a+,1−a-) and it has simple poles with residues

κ-(r)
∏n
k=1 Ψr(k)
n! , with

∏0
k=1 = 1, at all non-positive integers −n such that −n > a+. Henceforth,

for any −n0 > a+, n0 ∈ N ∪ {0}, we have that

(5.48) MΨr(z) = κ+(r)

n0∑
n=0

∏n
k=1 Ψr(k)

n!

1

z + n
+M(n0)

Ψr
(z)

with M(n0)
Ψr
∈ A(max{−n0−1,a+},1−a-). Also as for any Ψ ∈ N we have that NΨ > 0, see The-

orem 2.5, we conclude from (5.48) that at least for any β ∈ (0,min {NΨr , 1}) and any c ∈
(max {−n0 − 1, a+} , 1− a-)

(5.49) lim
|b|→∞

|b|β
∣∣∣M(n0)

Ψr
(c+ ib)

∣∣∣ = 0.

For a ∈ (0, 1), c ∈ (a− 1, 0) and −n0 > a+, n0 ∈ N ∪ {0} , (5.41) together with (5.47), (5.48),
(5.49) and κ+(r)κ-(r) = r, allow us to re-express (5.41) as follows

1

r
V r
a (x)

5.47
=

∫ 1

0
e−rt

∫ x

0
y−aP (IΨ(t) ∈ dy) dt+Wx(r,−a)

5.41
= −κ-(r)

r

1

2πi

∫
z∈Cc

x−z
MΨr (z + 1− a)

z
dz

5.48
=

n0∑
n=0

∏n
k=1 Ψr(k)

n!

1

1− a+ n

(
x1−a+nI{x≤1} − I{x>1}

)
− κ-(r)

r

1

2πi

∫
z∈Cc

x−z
M(n0)

Ψr
(z + 1− a)

z
dz,

(5.50)

where the first term in the very last identity stems from the fact that for a ∈ (0, 1) the function
− 1
z(z+1−a+n) is the Mellin transform of the function 1

1−a+n

(
x1−a+nI{x≤1} − I{x>1}

)
. However,

from Wx(r, ·) ∈ A(a+−1,0] as noted beneath (5.47), the fact thatM(n0)
Ψr
∈ A(max{−n0−1,a+},1−a-) and

since we can choose c < 0 as close to zero as we wish, we deduct upon substitution −a 7→ ζ in



BERNSTEIN-GAMMA FUNCTIONS AND EXPONENTIAL FUNCTIONALS 71

(5.50) and equating the second and forth terms in (5.50) that as a function of ζ

Wx(r, ζ) +
κ-(r)

r

1

2πi

∫
z∈Cc

x−z
M(n0)

Ψr
(z + 1 + ζ)

z
dz

=

n0∑
n=0

∏n
k=1 Ψr(k)

n!

1

1 + ζ + n

(
x1+ζ+nI{x≤1} − I{x>1}

)
−
∫ 1

0
e−rt

∫ x

0
yζP (IΨ(t) ∈ dy) dt

: =

n0∑
n=0

∏n
k=1 Ψr(k)

n!

1

1 + ζ + n

(
x1+ζ+nI{x≤1} − I{x>1}

)
−Gx(r, ζ)

= G̃x(r, ζ) ∈ A(max{−n0−2,a+−1},0],

(5.51)

where

Gx(r, ζ) =

∫ 1

0
e−rt

∫ x

0
yζP (IΨ(t) ∈ dy) dt

and G̃x(r, ·) ∈ A(max{−n0−2,a+−1},0] is a consequence of Wx(r, ζ) ∈ A(a+−1,0] and the fact that

M(n0)
Ψr
∈ A(max{−n0−1,a+},1−a-). Note that for any k ∈ N using the Taylor formula for e−x

Gx(r, ζ) =

k∑
j=0

(−1)j
rj

j!

∫ 1

0
tj
∫ x

0
yζP (IΨ(t) ∈ dy) dt+

∫ 1

0
fk+1(t)

∫ x

0
yζP (IΨ(t) ∈ dy) dt

: =
k∑
j=0

(−1)j
rj

j!
Hj(x, ζ) + H̃k+1(x, ζ).

(5.52)

However, as
∣∣∫ x

0 y
ζP (IΨ(t) ∈ dy)

∣∣ ≤ E
[
IΨ(t)Re(ζ)

]
, lim
t→0

t−k−1fk+1(t) <∞ and

lim
t→0

t−Re(ζ)E
[
IΨ(t)Re(ζ)

]
= 1,

for any Re(ζ) ∈ (a+ − 1, 0), see Theorem 2.22(2.38), we conclude that

Hj (x, ·) ∈ A(max{−1−j,−1+a+},0) and H̃k+1 (x, ·) ∈ A(max{−2−k,−1+a+},0).

Set n′ the largest integer smaller than 1− a+. Then, if k < n′, from (5.51) applied with n0 = n′,
we deduce that Hk is meromorphic on (a+ − 1, 0) with simple poles at {−n′, · · · ,−k − 1}. Set
in these instances

Hk(x, ζ) =

n′∑
j=k+1

b(k, x)

ζ + j
+H ′k(x, ζ)

with H ′k(x, ·) ∈ A(a+−1,0). Then

Gx(r, ζ) =

n′∑
j=1

Pj,k(x, r)

ζ + j
+Qn′(x, r)H

∗
n′(x, ζ)

with Pj,k, j = 1, · · · , k and Qk polynomials in r and H∗n′(x, ·) ∈ A(a+−1,0). However, since

Ψr(z) = Ψ(z)− r we deduce that
∏n
k=1 Ψr(k) are polynomials in r and since from the definition

of n′, (5.51) defines analytic function, that is G̃x(r, ·) ∈ A(a+−1,0], we conclude that

n′∑
n=0

∏n
k=1 Ψr(k)

n!

1

1 + ζ + n

(
x1+ζ+nI{x≤1} − I{x>1}

)
−Gx(r, ζ) = −Qn′(x, r)H∗n′(x, ζ).
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Clearly then

lim
r→0

Qn′(x, r)H
∗
n′(x, ζ) = Qn′(x, 0)H∗n′(x, ζ)

and from (5.51) we conclude that, for any −a ∈ (a+ − 1, 0),

(5.53) lim
r→0

(
Wx(r,−a) +

κ-(r)

r

1

2πi

∫
z∈Cc

x−z
M(n′)

Ψr
(z + 1− a)

z
dz

)
= −Qn′(x, 0)H∗n′(x,−a).

Since κ+(r)κ-(r) = r then from (5.48)

κ-
r

∣∣∣MΨr(z)−M
(n′)
Ψr

(z)
∣∣∣ ≤ κ+(r)κ-(r)

r

n′∑
n=0

∣∣∣∣∏n
k=1 Ψr(k)

n!

1

z + n

∣∣∣∣ = O (1)

n′∑
n=0

∣∣∣∣∏n
k=1 Ψ(k)

n!

1

z + n

∣∣∣∣
and therefore by our freedom for fixed −a ∈ (a+ − 1, 0) to choose |c + 1 − a| to be non-integer
and c ∈ (a− 1 + a+, 0) we get that

κ-(r)

r

∣∣∣∣∣
∫
z∈Cc

x−z
MΨr (z + 1− a)

z
dz −

∫
z∈Cc

x−z
M(n′)

Ψr
(z + 1− a)

z
dz

∣∣∣∣∣
≤ x−cO (1)

∫ ∞
−∞

n′∑
n=0

∣∣∣∣∏n
k=1 Ψ(k)

n!

1

1− a+ c+ ib+ n

∣∣∣∣ db

|c+ ib|
= O (1) ,

(5.54)

where in the last step we have invoked the dominated convergence theorem. Finally, from these
observations (5.55),(5.56) and (5.57) of Lemma 5.3 we deduct from (5.53) and (5.54) that as
r → 0

Wx(r,−a) =

∫ ∞
1

e−rt
∫ x

0
y−aP (IΨ(t) ∈ dx) dt

= −κ-(r)
r

1

2πi

∫
z∈Cc

x−z
M(n′)

Ψr
(z + 1− a)

z
dz −Qn′(x, r)H∗n′(x,−a)

= −κ-(r)
r

1

2πi

∫
z∈Cc

x−z
M(n′)

Ψr
(z + 1− a)

z
dz +

κ-(r)

r

1

2πi

∫
z∈Cc

x−z
MΨr (z + 1− a)

z
dz

−Qn′(x, r)H∗n′(x,−a)− κ-(r)

r

1

2πi

∫
z∈Cc

x−z
MΨr (z + 1− a)

z
dz

0∼ −κ-(r)
r

1

2πi

∫
z∈Cc

x−z
MΨ (z + 1− a)

z
dz

and we conclude (2.41) and(2.42) as in the case a ∈ (0, 1). We show, for a ∈ (0, 1− a+) that

lim
t→∞

E
[
I−aΨ (t)

]
κ-
(

1
t

) = ϑa
(
R+
)
<∞

by decomposing (5.45) precisely as V r
a (x) in (5.50) and proceeding as there. This also verifies

the expression for ϑa (R+) in (2.43).

The proof above is relies on the ensuing claims.

Lemma 5.3. Let Ψ ∈ N and for any r ≥ 0, Ψr(z) = Ψ(z)−r. Fix a ∈ (a+, 1) such that −a /∈ N.
Then for any z ∈ Ca we have that

(5.55) lim
r→0
MΨr(z) =MΨ(z).
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Moreover, for any b̂ > 0 and r <∞,

(5.56) sup
0≤r≤r

sup
|b|≤b̂
|MΨr(a+ ib)| <∞.

Finally, for any β < NΨ, we have that

(5.57) lim
|b|→∞

|b|β sup
0≤r≤r

|MΨr(a+ ib)−MΨ (a+ ib)| = 0.

Proof. Let r ≥ 0. Set Ψr(z) = Ψ(z)− r = −φr+(−z)φr-(z). Since the analyticity of Ψr obviously
coincides with that of Ψ we conclude that a+ = aφr+ and a- = aφr- for any r ≥ 0. We start with
some preparatory work by noting that for a ∈ (a+, 1) and any r ≥ 0,

(5.58) sup
b∈R

∣∣Wφr- (1− a− ib)
∣∣ ≤Wφr- (1− a) ,

since, from Definition 3.1, Wφr- is the moment transform of the random variable Yφr- . Also, for
any non-integer a ∈ (a+, 1), z = a+ ib ∈ Ca and any r ≥ 0 we get from (3.25) that

(5.59)
Γ(a+ ib)

Wφr+ (a+ ib)
=

a→−1∏
j=0

φr+ (a+ j + ib)

a+ j + ib

 Γ(a+ a→ + ib)

Wφr+ (a+ a→ + ib)
,

where we recall that c→ = (b−cc+ 1) I{c≤0}. This leads to

(5.60) sup
b∈R

∣∣∣∣ Γ (a+ ib)

Wφr+ (a+ ib)

∣∣∣∣ ≤ sup
b∈R

a→−1∏
j=0

|φr+ (a+ j + ib)|
|a+ j + ib|

 Γ(a+ a→)

Wφr+ (a+ a→)

since for a > 0, Γ(a+ib)
Wφ(a+ib) is the Mellin transform of Iφ, see the proof of Theorem 2.27 in section

5.1. Next, observe from (3.19) that for any 0 ≤ r ≤ r, z = a+ ib and fixed a > 0

sup
0≤r≤r

∣∣∣Wφr+-
(z)
∣∣∣ = sup

0≤r≤r


√
φr+-

(1)√
φr+-

(a)φr+-
(1 + a)|φr+-(z)|

e
Gφr+-

(a)−Aφr+-
(z)
e
−Eφr+-

(z)−Rφr+-
(a)

 .(5.61)

First, the error term, namely the product term above, is uniformly bounded over the whole class
of Bernstein functions, see (3.18). Second, from Proposition C.1, we have that

lim
r→0

φr+-(1) = φ+-(1); lim
r→0

φr+-(a) = φ+-(a) and lim
r→0

φr+-(1 + a) = φ+-(1 + a).

Similarly, from (3.12) lim
r→0

Gφr+-
(a) = Gφ+-

(a). Therefore, (5.61) is simplified to

sup
0≤r≤r

∣∣∣Wφr+-
(z)
∣∣∣ � sup

0≤r≤r

1

|φr+-(z)|
e
−Aφr+-

(z)
.(5.62)

However, according to Theorem 3.3(1), Aφr+-
(z) are non-increasing in r. Henceforth, (5.62) yields

that, for any z = a+ ib, a > 0,

(5.63) C ′a inf
0≤r≤r


√∣∣φ+- (z)

∣∣√∣∣∣φr+-(z)
∣∣∣
∣∣∣Wφ+-

(z)
∣∣∣ ≤ sup

0≤r≤r

∣∣∣Wφr+-
(z)
∣∣∣ ≤ Ca sup

0≤r≤r


√∣∣∣φr+- (z)

∣∣∣√∣∣∣φr+-(z)
∣∣∣
∣∣∣Wφr+-

(z)
∣∣∣ ,
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where Ca, C
′
a are two absolute constants. Next, from Proposition C.1(C.2) we have, for any

z ∈ C(0,∞), that lim
r→0

φr+-
(z) = φ+-(z) and hence from Lemma 3.13 one obtains, for any z ∈ C(0,∞),

lim
r→0

Wφr+-
(z) = Wφ+-

(z).

Also from Proposition C.1(C.2) and (5.59) we get that for any non-integer a ∈ (a+, 1) and fixed
z ∈ Ca

lim
r→0

Γ (z)

Wφr+ (z)
= lim

r→0

a→−1∏
j=0

φr+ (z + j)

|z + j|
Γ(z + a→)

Wφr+ (z + a→)


=

a→−1∏
j=0

φ+ (z + j)

|z + j|
Γ(z + a→)

Wφ+ (z + a→)
=

Γ (z)

Wφ+(z)
.

Recall (2.6)

MΨ(z) = φ-(0)
Γ(z)

Wφ+(z)
Wφ- (1− z) .

Therefore, have that

lim
r→0
MΨr(z) = lim

r→0
φr-(0)

Γ(z)

Wφr+ (z)
Wφr- (1− z)

= φ-(0)
Γ(z)

Wφ+(z)
Wφ- (1− z)

=MΨ(z), z ∈ Ca,

and (5.55) follows. Next, (5.59) and (5.63) give with the help of (2.6) that, for any r ∈ R+,

sup
0≤r≤r

|MΨr (a+ ib)| = sup
0≤r≤r

a→−1∏
j=0

|φr+ (a+ j + ib)|
|a+ j + ib|

|Γ (a+ a→ + ib)|∣∣Wφr+ (a+ a→ + ib)
∣∣ ∣∣Wφr- (1− a− ib)

∣∣
≤ Ca

[
sup

0≤r≤r

√
|φr+ (a+ a→ + ib)|√
|φ+ (a+ a→ + ib)|

sup
0≤r<r

√
|φr- (1− a− ib)|√
|φr-(1− a− ib)|

× sup
0≤r≤r

a→−1∏
j=0

|φr+ (a+ j + ib)|
|a+ j + ib|

× |Γ (a+ a→ + ib)|
|Wφ+ (a+ a→ + ib)|

∣∣Wφr-(1− a− ib)
∣∣ ]

= Ca (J1(b)× J2(b)× J3(b)) .

(5.64)

However, Proposition C.1(C.2) triggers that

sup
|b|≤b̂

J1(b) = sup
|b|≤b̂

(
sup

0≤r≤r

√
|φr+ (a+ a→ + ib)|√
|φ+ (a+ a→ + ib)|

sup
0≤r≤r

√
|φr- (1− a− ib)|√
|φr-(1− a− ib)|

)

≤ sup
|b|≤b̂

(
sup

0≤r≤r

√
|φr+ (a+ a→ + ib)|√
φ+ (a+ a→)

sup
0≤r≤r

√
|φr- (1− a− ib)|√

φr-(1− a)

)
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since 1 − a > 0, a + a→ > 0 and (3.32) holds, that is Re (φ (a+ ib)) ≥ φ(a) > 0. The same is
valid for sup|b|≤b̂ J3(b) (resp. sup|b|≤b̂ J2(b)) thanks to (5.58), (5.60) and lim

r→0
Wφr+-

(z) = Wφ+-
(z)

(resp. (C.2)). Henceforth, (5.56) follows. It remains to show (5.57). Let NΨ =∞ first. We note
that for any r > 0,

Ψ ∈ N∞ ⇐⇒ Ψr ∈ N∞, or equivalently, NΨ =∞ ⇐⇒ NΨr =∞.

This is due to the fact that the decay of |MΨ| along complex lines is only determined by the
Lévy triplet

(
c, σ2,Π

)
, see (5.6), which is unaffected in this case. Henceforth, we are ready to

consider the terms in (5.64) and observe that for any β > 0,

(5.65) lim
|b|→∞

|b|βJ3(b) = lim
|b|→∞

|b|β |Γ (a+ a→ + ib)|
|Wφ+ (a+ a→ + ib)|

∣∣Wφr-(1− a− ib)
∣∣ = 0,

because if

lim
|b|→∞

|bβ| |Γ (a+ a→ + ib)|
|Wφ+ (a+ a→ + ib)|

> 0

then from Theorem 2.5(1) and Proposition C.1 φ+ ∈ BP , µ̄+ (0) < ∞, which implies that φr+ ∈
BP , µ̄r+ (0) <∞ and hence

lim
|b|→∞

|b|β
∣∣Wφr-(1− a− ib)

∣∣ = 0.

Next from (C.3) and Proposition 3.14(3) we deduct that

lim
|b|→∞

J2(b) = lim
|b|→∞

sup
0≤r≤r

a→−1∏
j=0

|φr+ (a+ j + ib)|
|a+ j + ib|


≤ lim
|b|→∞

a→−1∏
j=0

sup
0≤r≤r

(|φr+ (a+ j + ib)− φ+ (a+ j + ib)|) + |φ+ (a+ j + ib)|

|b|

 <∞.

(5.66)

Finally, from (3.32), (C.2), (C.3) and Proposition 3.14(3) we conclude that

lim
|b|→∞

J1(b)

|b|2
= lim
|b|→∞

1

|b2|
sup

0≤r≤r

√
|φr+ (a+ a→ + ib)|√
|φ+ (a+ a→ + ib)|

sup
0≤r<r

√
|φr- (1− a− ib)|√
|φr-(1− a− ib)|

≤ Ca sup
0≤r≤r

1√
|φ+ (a+ a→)|

1√
|φr- (a+ a→)|

<∞.
(5.67)

Collecting the estimates (5.65), (5.66) and (5.67) we prove (5.57) when NΨ =∞ since from (5.64)

lim
|b|→∞

|b|β sup
0≤r≤r

|MΨr (a+ ib)| ≤ Ca lim
|b|→∞

J1(b)

|b|2
J2(b)|b|β+2J3(b) = 0.

Assume next that NΨ <∞ which triggers from Theorem 2.5(1) and Proposition C.1 that φ+, φ
r
+ ∈

BP with d+ = dr+,∀ r > 0, φ-, φ
r
- ∈ BcP and Π(0) <∞. The latter implies that µ̄r+-

(0) <∞, r ≥ 0.

Thus, from (C.1) and (C.2) of Proposition C.1, we conclude, from (2.16), that

lim
r→0

NΨr = lim
r→0

(
υr- (0+)

φr-(0) + µ̄r-(0)

)
+ lim
r→0

φr+(0) + µ̄r+(0)

d+

=

(
υ-(0

+)

φ-(0) + µ̄-(0)

)
+
φ+(0) + µ̄+(0)

d+
= NΨ,

(5.68)
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wherein it has not only been checked that lim
r→0

υr- (0+) = υ-(0
+) yet. However, from Remark 2.6

we have that υr- (0+) =
∫∞

0 ur+(y)Π-(dy), since Πr = Π, whenever NΨr < ∞. Also, in this case,
from (4.23), we have since d+ = dr+ that

ur+(y) =
1

d+
+

∞∑
j=1

(−1)j

d
j+1
+

(
1 ∗ (φr+(0) + µ̄r+)∗j

)
(y) =

1

d+
+ ũr+(y), y ≥ 0.

The infinite sum above is locally uniformly convergent, see the proof of [26, Proposition 1], and
therefore we can show using lim

r→0
φr+(0) = φ+(0), lim

r→0
µ̄r+ = µ̄+ and (C.1) and (C.2) of Proposition

C.1, that lim
r→0

υr- (0+) = υ-(0
+). Thus, (5.68) holds true. Note that since d+ > 0 the Lévy process

underlying Ψr is not a compound Poisson process and hence from Lemma A.1 we have that that

µr+-
(dy) =

∫∞
0 e−rt−Ψ(0)tµ]+-

(dt, dy), where µ] stands for the Lévy measure of the conservative

Lévy process underlying Ψ](z) = Ψ(z)−Ψ(0) = Ψ]
r(z). Therefore, in the sense of measures on

(0,∞), µr+-
(dy) ≤ µ]+-

(dy), for all r ≥ 0. Since µ̄r-(0) < ∞, r ≥ 0, and φ-, φ
r
- ∈ BcP we conclude

from Proposition C.1(C.2) that for any a > a+ and r > 0

(5.69) sup
b∈R

sup
0≤r≤r

|φr-(a+ ib)| ≤ sup
0≤r≤r

(φr-(0)) +

∫ ∞
0

(eay + 1)µ]-(dy) <∞.

Also from dr+ = d+ > 0 and µ̄r+(0) <∞, r ≥ 0, we obtain, for fixed a > a+, −a /∈ N, that

(5.70) sup
b∈R

sup
0≤r≤r

|φr+(a+ ib)|
|a+ ib|

≤ sup
0≤r≤r

φr+(0)

|a|
+ d+ +

∫ ∞
0

(eay + 1)µ]+(dy) <∞.

Therefore from (5.70)

(5.71) lim
|b|→∞

J2(b) = lim
|b|→∞

sup
0≤r≤r

a→−1∏
j=0

|φr+ (a+ j + ib)|
|a+ j + ib|

 <∞

and from (5.69) and (3.32)

lim
|b|→∞

J1(b) = lim
|b|→∞

sup
0≤r≤r

√
|φr+ (a+ a→ + ib)|√
|φ+ (a+ a→ + ib)|

sup
0≤r<r

√
|φr- (1− a− ib)|√
|φr-(1− a− ib)|

≤ Ca sup
0≤r≤r

1√
|φ+ (a+ a→)|

1√
|φr- (a+ a→)|

<∞.
(5.72)

Relations (5.71) and (5.72) allow the usage of (5.64) to the effect that

sup
0≤r≤r

sup
|b|≤b̂
|MΨr (a+ ib)| ≤ Ca

|Γ (a+ a→ + ib)|
|Wφ+ (a+ a→ + ib)|

∣∣Wφr-(1− a− ib)
∣∣ .(5.73)

Then (5.57) follows from (5.73) and (5.68) as r can be chosen as small as we wish and thus NΨr

as close as we need to NΨ. This concludes the proof of this lemma. �

6. Intertwining between self-similar semigroups and factorization of laws

6.1. Proof of Theorem 2.27. As in the case a- < 0, see section 5.1, we recognize Γ(z)
Wφ+ (z) as

the Mellin transform of the random variable Iφ+ and φ-(0)Wφ- (1− z) as the Mellin transform
of Xφ- as defined in (5.2). This leads to the first factorization (2.44) of Theorem 2.27. Next, we
proceed with the proof of the second identity in law of Theorem 2.27. We simply express in (2.21)
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the product representations of the functions Wφ+ ,Wφ- ,Γ, see (3.9), to obtain, for z ∈ C(−1,0),
that

MIΨ(z + 1) = E [IzΨ] = φ-(0)
Γ(z + 1)

Wφ+(z + 1)
Wφ-(−z)

=
e
z

(
γφ++γφ-−γ+1−φ

′
+(1)

φ+(1)

)
φ-(0)

φ-(−z)
φ+ (1 + z)

φ+(1)(1 + z)

∞∏
k=2

φ-(k − 1)

φ-(k − 1− z)
kφ+ (k + z)

φ+(k)(k + z)
CzΨ(k),

(6.1)

where

CΨ(k) = e

(
φ′-(k−1)

φ-(k−1)
+ 1
k
−φ
′
+(k)

φ+(k)

)
.

Performing a change of variable in Proposition 3.14(5) (resp. in the expression (3.3)), we get,
recalling that Υ-(dv) = U- (ln(v)) , v > 1, is the image of U- via the mapping y 7→ ln y that∫ ∞

1
yzΥ-(dy) =

1

φ-(−z)∫ 1

0
yz (µ̄+(− ln y)dy + φ+(0)dy + d+δ1(dy)) =

φ+ (1 + z)

(1 + z)
.

Note that the last identities prove (2.45), that is

P (XΨ ∈ dx) =
1

φ+(1)
(µ̄+(− lnx)dx+ φ+(0)dx+ d+δ1(dx)) , x ∈ (0, 1)

P (YΨ ∈ dx) = φ-(0)Υ-(dx), x > 1

are probability measures on R+. The in it is trivial that, for any z ∈ iR,∫ ∞
0

xzP(XΨ × YΨ ∈ dx) =
φ-(0)

φ+(1)

φ+ (1 + z)

φ-(−z)(1 + z)
.

Then it is clear that for k = 1, . . ., we have that

E [f(BkXΨ)]E [f(B−kYΨ)] =
φ-(k)

φ-(k − z)
(k + 1)

φ+(k + 1)

φ+ (k + 1 + z)

(k + 1 + z)
,

where we recall that

E [f(BkX)] =
E
[
Xkf(X)

]
E[Xk]

and evidently E
[
Xk

Ψ

]
= φ+(1)φ+(k+1)

k+1 and E
[
Y −kΨ

]
= φ-(0)

φ-(k) . This concludes the proof. �

6.2. Proof of Theorem 2.29. Let Ψ ∈ Nm. If Ψ (0+) ∈ (0,∞), that is, the underlying Lévy
process drifts to infinity, (2.47) and hence (2.46) can be verified directly from [16] wherein

it is shown that E [f (VΨ)] = 1
E[I−1

Ψ ]
E
[

1
IΨ
f
(

1
IΨ

)]
for any f ∈ C0 ([0,∞)) and (2.21). Indeed

from the latter we easily get that E
[
I−1

Ψ

]
= φ-(0)φ′+ (0+). Then a substitution yields the

result. If Ψ(0+) = 0 that is the underlying process oscillates we proceed by approximation. Set
Ψr(z) = Ψ(z) + rz and note that Ψ′r(0

+) = r > 0. Then (2.47) and hence (2.46) are valid for
Ψr(z) = −φr+(−z)φr-(z). From the celebrated Fristedt’s formula, see (A.2) below, Lemma A.1
and fact that the underlying process is conservative, that is Ψ(0) = 0, we get that

φr+(z) = hr(0)e
∫∞
0

∫∞
0 (e−t−e−zx) P(ξt+rt∈dx)

t
dt, z ∈ C[0,∞),
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where hr(0) = 1 since the Lévy process ξr corresponding to Ψr is not a compound Poisson
process, see (A.3). Then as lim

r→0
P (ξt + rt ∈ ±dx) = P (ξt ∈ ±dx) weakly on [0,∞) we conclude

that lim
r→0

φr+(z) = φ+(z), z ∈ C[0,∞). This together with the obvious lim
r→0

Ψr(z) = Ψ(z) gives that

lim
r→0

φr-(z) = φ-(z), z ∈ C[0,∞). Thus, from Lemma 3.13 we get that lim
r→0

Wφr+-
(z) = Wφ+-

(z) on

C(0,∞). Therefore, (2.47), that is

lim
r→0
MVΨr

(z) = lim
r→0

1

(φr+(0+))′
Γ(1− z)
Wφr+(1− z)

Wφr-(z) =
1

φ′+(0+)

Γ(1− z)
Wφ+(1− z)

Wφ-(z), z ∈ C(a-,1),

holds provided that lim
r→0

(φr+(0
+))
′

= φ′+(0
+). However, from lim

r→0
φr+(z) = φ+(z) we deduct from

the second expression in (3.3) with φ+(0) = φr+(0) = 0 that on C(0,∞)

lim
r→0

(
dr+ +

∫ ∞
0

e−zyµ̄
dr+
+ (y) dy

)
= d+ +

∫ ∞
0

e−zyµ̄+ (y) dy.

Since by assumption φ′+(0
+) <∞ and hence (φr+)

′ (0+) <∞. Then, in an obvious manner from
(3.27) we can get that

lim
r→0

(φr+)
′ (0+) = lim

r→0

(
dr+ +

∫ ∞
0

µ̄
dr+
+ (y) dy

)
= d+ +

∫ ∞
0

µ̄+ (y) dy = φ′+(0
+).

Thus, item (1) is settled. All the claims of item (2) follow from the following sequence of
arguments. First that Π(dx) = π+(x)dx, x > 0, π+ non-increasing on R+ and [52] imply that

(2.44) is precised to IΨ
d
= Iφ+ × Iψ, where ψ(z) = zφ-(z) ∈ Nm. Secondly, this factorization is

transferred to VΨ
d
= Vφ+ ×Vψ via (2.47). Finally the arguments in the proof of [61, Theorem 7.1]

depend on the latter factorization of the entrance laws and the zero-free property of MVΨ
(z)

for z ∈ C(0,1) which via (2.47) is a consequence of Theorem 3.2 which yields that Wφ(z) is zero
free on C(0,∞) for any φ ∈ B.
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Appendix A. Some fluctuation details on Lévy processes and their exponential
functional

Recall that a Lévy process ξ = (ξt)t≥0 is a real-valued stochastic process which possesses sta-
tionary and independent increments with a.s. right-continuous paths. We allow killing of the
Lévy process by means of the following procedure. For q ≥ 0 pick an exponential variable eq,
of parameter q ≥ 0, independent of ξ, such that ξt = ∞ for any t ≥ eq. Note that e0 = ∞ a.s.
and in this case the Lévy process is conservative that is unkilled. The law of a possibly killed
Lévy process ξ is characterized via its characteristic exponent, i.e. logE

[
ezξt
]

= Ψ(z)t, where
Ψ : iR→ C admits the following Lévy-Khintchine representation

Ψ(z) =
σ2

2
z2 + cz +

∫ ∞
−∞

(
ezr − 1− zrI{|r|<1}

)
Π(dr)− q,(A.1)

where q ≥ 0 is the killing rate, σ2 ≥ 0, c ∈ R, and, the Lévy measure Π satisfies the integrability
condition

∫∞
−∞(1 ∧ r2) Π(dr) < +∞. With each Lévy process, say ξ, there are the bivariate

ascending and descending ladder height and time processes
(
τ
+- , H

+-
)

=
(
τ
+-
t , H

+-
t

)
t≥0

associated

to ξ via
(
H
+-
t

)
t≥0

=
(
ξ
τ+-t

)
t≥0

and we refer to [9, Chapter VI] for more information on these

processes. Since these processes are bivariate subordinators we denote by k+- their Laplace
exponents. The celebrated Fristedt’s formula, see [9, Chapter VI, Corollary 10], then evaluates
those on z ∈ C[0,∞), q ≥ 0, as

(A.2) k+- (q, z) = e
−
∫∞
0

∫∞
0 (e−t−e−zx−qt)P

(
ξ]t∈dx

)
dt
t ,

where ξ] is a conservative Lévy process constructed from ξ by letting it to evolve on an infinite
time horizon. Set

(A.3) h(q) = e
−
∫∞
0 (e−t−e−qt)P

(
ξ]t=0

)
dt
t

and note that h : [0,∞) 7→ R+ is an increasing, positive function. Then, the analytical form of
the Wiener-Hopf factorization of Ψ ∈ N is given by the expressions

Ψ(z) = −φ+(−z)φ-(z) = −h(q)k+ (q,−z) k- (q, z) , z ∈ iR,(A.4)

where φ+- ∈ B with φ+-(0) ≥ 0 and characteristics of φ+- , that is
(
φ+-(0), d+- , µ+-

)
, depend on

q = −Ψ(0) ≥ 0. Then we have the result.

Lemma A.1. For any Ψ ∈ N it is possible to choose φ+ = h(q)k+ and φ- = k-. The function
h : [0,∞) 7→ R+ is not identical to 1 if and only if Π(0) < ∞, σ2 = c = 0, see (A.1), that is

ξ is a compound Poisson process. Then, on R+, µ-(dy) =
∫∞

0 e−qy1µ]-(dy1, dy) and µ+(dy) =

h(q)
∫∞

0 e−qy1µ]+(dy1, dy), where µ]+-
(dy1, dy) are the Lévy measures of the bivariate ascending

and descending ladder height and time processes associated to the conservative Lévy process ξ].

Proof. The proof is straightforward from [24, p.27] and the fact that for fixed q ≥ 0, k+- ∈ B. �

We refer to the excellent monographs [9] and [66] for background on the probabilistic and
path properties of general Lévy processes and their associated Lévy-Khintchine exponent Ψ ∈
N .
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Appendix B. A simple extension of the celebrated équation amicale inversée

When Ψ ∈ N with Ψ(0) = 0 the Vigon’s celebrated équation amicale inversée, see [24, 5.3.4]
states that

(B.1) µ̄- (y) =

∫ ∞
0

Π-(y + v)U+(dv), y > 0,

where µ- is the Lévy measure of the descending ladder height process and U+ is the potential
measure associated to the ascending ladder height process, see Section A and relation (4.22).
We now extend (B.1) to all Ψ ∈ N .

Proposition B.1. Let Ψ ∈ N and recall that Ψ(z) = −φ+(−z)φ-(z), z ∈ iR. Then (B.1) holds.

Proof. Recall that Ψ](z) = Ψ(z)−Ψ(0) ∈ N and Ψ] corresponds to a conservative Lévy process.

From Lemma A.1 we have that µ-(dy) =
∫∞

0 e−qtµ]- (dt, dy) , y > 0. However, from [24, Corollary
6, Chapter 5] we have that

µ]-(dt, dy) =

∫ ∞
0

U ]+ (dt, dv)Π-(v + dy),

where U ]- is the bivariate potential measure associated to
(

(τ-)] , (H-)]
)

, see [24, Chapter 5] for

more details. Therefore,

µ̄- (y) =

∫ ∞
0

∫ ∞
0

e−qtU ]+ (dt, dv)Π-(v + y).

Assume first that the underlying Lévy process is not a compound Poisson process. Then from
[24, p. 50] and Lemma A.1, we have, for any η > 0,

1

φ+(η)
=

1

k+(q, η)
=

∫ ∞
0

e−ηv
∫ ∞

0
e−qtU ]+ (dt, dv)

and from Proposition 3.14(5) we conclude that U+(dv) =
∫∞

0 e−qtU ]+ (dt, dv) since

1

φ+(η)
=

∫ ∞
0

e−ηvU+(dv).

Thus (B.1) is established for any Ψ ∈ N such that the underlying Lévy process is not a compound
Poisson process. In the case of compound Poisson process the claim follows by a modification
of the proof in [24, p. 50] accounting for the function h(q) appearing in (A.4) which is missed
therein since in this case h(q)k+(q, 0)k-(q, 0) = q. �

Appendix C. Some remarks on killed Lévy processes

The next claim is also a general fact that seems not to have been recorded in the literature at
least in such a condensed form.

Proposition C.1. Let Ψ ∈ N and for any r > 0, Ψr(z) = Ψ(z) − r = φr+(−z)φr-(z), z ∈ iR,

with the notation
(
φr+-

(0), dr+-
, µr+-

)
for the triplets defining the Bernstein functions φr+-

. Then, for

any r > 0, dr+-
= d+- and

µ̄r+(0) =∞ ⇐⇒ µ̄+ (0) =∞ and µ̄r-(0) =∞ ⇐⇒ µ̄- (0) =∞.
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Moreover, with Ψ](z) = Ψ(z)−Ψ(0) = Ψ]
r(z) ∈ N we get that weakly on (0,∞)

(C.1) lim
r→0

µr+-(dx) = µ+-(dx)

and therefore for any a > a+ and [b1, b2] ⊂ R with −∞ < b1 < 0 < b2 <∞
(C.2) lim

r→0
sup

b∈[b1,b2]
sup

0≤r≤r
|φr+(a+ ib)− φ+(a+ ib)| = 0

and

(C.3) lim
r→0

sup
b∈R\[b1,b2]

sup
0≤r≤r

|φr+(a+ ib)− φ+(a+ ib)|
|b|

= 0.

Relations (C.2) and (C.3) also hold with φ-, φ
r
- for any fixed a > a-.

Proof. The Lévy process ξr underlying Ψr is killed at rate Ψ(0) + r but otherwise possesses the
same Lévy triplet

(
c, σ2,Π

)
as ξ. Therefore, for any r > 0, dr+-

= d+- ,

µ̄r+(0) =∞ ⇐⇒ µ̄+ (0) =∞ and µ̄r-(0) =∞ ⇐⇒ µ̄- (0) =∞
since those are local properties unaffected by the additional killing rate. Moreover, even aφr+-

=

aφ+-
, see (3.7), since the analyticity of Ψ and hence of φ+- is unaltered. Next, (C.1) follows

immediately from Lemma A.1 as it represents µr+-
in terms of the Lévy measure of the ladder

height processes of the conservative process underlying Ψ], that is

µ-(dy) =

∫ ∞
0

e−(r+Ψ(0))y1µ]-(dy1, dy),

and lim
r→0

h (r + Ψ(0)) = h (Ψ(0)). It remains to prove (C.2) and (C.3). Fix a > a+ and [b1, b2] as

in the statement. Then from the second expression of (3.3)

sup
b∈[b1,b2]

|φr+(a+ ib)− φ+(a+ ib)| ≤ |φr+(0)− φ+(0)|

+ 2 max {|b1|+ |a|, b2 + |a|}
∫ ∞

0
e−ay |µ̄+ (y)− µ̄r+(y)| dy.

(C.4)

Clearly, from the celebrated Fristedt’s formula, see (A.2), Lemma A.1 and the monotone con-
vergence theorem

lim
r→0

φr+(0) = lim
r→0

h (Ψ(0) + r) k+(r + Ψ(0), 0) = lim
r→0

h (Ψ(0) + r) e
∫∞
0

∫∞
0 (e−t−e−(Ψ(0)+r)t)

P(ξ]t∈dx)
t

dt

= h (Ψ(0)) e
∫∞
0

∫∞
0 (e−t−e−Ψ(0)t)

P(ξ]t∈dx)
t

dt = h (Ψ(0)) k+ (Ψ(0), 0) = φ+(0),

where ξ] is the conservative Lévy process underlying Ψ](z) = Ψ(z)−Ψ(0). Next, from Lemma
A.1 it follows that for any y > 0 and any r > 0

(C.5) sup
0≤r≤r

e−ayµ̄r+(y) ≤ h (r) e−ayµ̄]+(y)

with the latter being integrable on (0,∞) since a > a+. Moreover, again from Lemma A.1 we
get that for any y > 0

sup
0≤r≤r

|µ̄+ (y)− µ̄r+(y)| = sup
0≤r≤r

∣∣∣∣∫ ∞
0

(
1− e−rt

)
e−Ψ(0)tµ]+ (dt, (y,∞))

∣∣∣∣
≤ r

∫ 1

0
tµ]+ (dt, (y,∞)) +

∫ ∞
1

(
1− e−rt

)
µ]+ (dt, (y,∞))
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provided ξ underlying Ψ is not a compound Poisson process and

sup
0≤r≤r

|µ̄+ (y)− µ̄r+(y)|

≤ h (Ψ(0))

(
r

∫ 1

0
te−Ψ(0)tµ]+ (dt, (y,∞)) +

∫ ∞
1

(
1− e−rt

)
e−Ψ(0)tµ]+ (dt, (y,∞))

)
+ (h (Ψ(0) + r)− h(Ψ(0)))

∫ ∞
0

e−Ψ(0)tµ]+
(
dt,R+

)
otherwise. Evidently, in both cases, the right-hand side goes to zero as r → 0 for any y > 0
and this together with (C.5) and the dominated convergence theorem show from (C.4) that
(C.2) holds true. In fact (C.3) follows in the same manner from (C.4) by first dividing by
2 max {|b|+ |a|} for b ∈ R \ [b1, b2]. �
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[27] A. Erdélyi, W. Magnus, F. Oberhettinger, and F.G. Tricomi. Higher Transcendental Functions, volume 3.

McGraw-Hill, New York-Toronto-London, 1955.
[28] L. Euler. Commentarii Academiae scientiarum imperialis Petropolitanae. De progressionibus transcendentibus

seu quarum termini generales algebraice dari nequeunt, volume t.1 (1726-1728). Petropolis Typis Academiae.
[29] W.E. Feller. An Introduction to Probability Theory and its Applications, volume 2. Wiley, New York, 2nd

edition, 1971.
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