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Research highlights 

• This research focuses on continuous innovation and firm performance 

• We explore the innovation efforts of ISO 9001-certified firms in an emerging economy 

• Determinants of level of innovation are also considered 

• The research results point out a number of expected and unexpected research findings 



1 
 

Innovative efforts of ISO 9001-certified manufacturing firms: 

evidence of links between determinants of innovation, continuous 

innovation and firm performance 
 
 
 

Abstract 

 

The innovation efforts of manufacturing firms have recently come to top the agendas of 
both businesses and industrial policy makers. One persistent research gap in this field 
relates totesting the relationship between continuous innovation (CI) and firm performance, 
while taking into account the role of three determinants of firms’ level of innovation as core 
driversin manufacturing firms working under ISO 9001 certification. Anchored in the 
resource-based view theory (RBV), we shed light on these relationships using an original 
sample of manufacturing companies listed on the Indonesian Stock Exchange. Our research 
results provide several implications for ISO 9001-certified manufacturers: (i) evidence of a 
positive relationship between innovation policy (IP) and CI, whereby IP fosters CI; (ii) 
evidence of the important role of innovation strategies (INS) in relation to CI; (iii) evidence 
of a positive relationship between CI and firm performance, whereby CI improves both 
innovation and financial performance. The implications of our findings for both theory and 
end-users are presented, with a particular focus on emerging economies, such as Indonesia, 
a country which has been under-studied in the state-of-the-art literature on operations 
management. 
 
Keywords: Manufacturing; ISO 9001; Innovation; Operations Strategy; Firm performance. 
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1. Introduction 

In the face of rapid changes in all aspects of business, firms need to 

continuously renew and develop their activities and offerings in order to survive and 

succeed. For example, renewal of policies, strategies and information systems promises to 

provide advantages in achieving a competitive edge (Chou et al. 2014; Klingenberg et al. 

2013; Xin et al. 2010). Nowadays, to succeed against their competitors, most firms have 

devoted significant attention to taking steps to improve innovation and its attributes. 

Innovation is one possible area through which firms can increase growth in sales, market 

share and profits, and ultimately impact their overall performance (Ferro de Guimarães et 

al. 2016; Gunday et al. 2011; Shashi et al. 2019). While a plethora of emerging research in 

the field of operations management highlights the pivotal role that innovation plays in 

enhancing firm performance (Azadegan and Dooley 2010; Jackson et al. 2016; Jayaram et 

al. 2014; Lee et al. 2019; Lichtenthaler 2016; Prajogo 2016; Ortiz-Villajos and Sotoca 

2018; Wadho and Chaudhry 2018), there have been few empirical studies that address the 

effect of continuous innovation on firm performance. 

Continuous innovation (CI) can be defined as a sustainable effort in building 

firms’ ability to innovate continuously in terms of products, processes, services and so on, 

either improving existing offerings or developing new ones (Boer et al. 2001; Steiber and 

Alänge 2013; Terziovski and Sohal 2000). Therefore, CI enables firms to achieve 

competitive advantage over their competitors and, in turn, has an impact on firm 

performance as a whole (Hart and Dowell 2011; Porter and Linde 1995). 

However, as indicated by scholars in the innovation field (Gunday et al. 2011; 

Lee et al. 2019), there are cautionary factors for firms that rely solely on erratic plans for 

innovation. For example, in terms of product innovation, there is a possibility of market 

failure for new products developed without the application of an innovation strategy for 

marketing (Gupta et al. 2016; Varis and Littunen 2010), while products may be easily 

imitated by competitors without the implementation of systematic technological innovation 

(Hart 1995; Naranjo-Valencia et al. 2011; Simpson et al. 2006). Hence, firms should invest 

in innovation continuously, to enable them to compete and succeed on a sustainable basis. 
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Although previous studies have analyzed various types of innovation – 

including product, process, organizational and marketing innovation – and provided 

evidence of the relationships between these variables in enhancing firm performance 

(Camisón and Villar-López 2014; Gunday et al. 2011; Lee et al. 2019), it is necessary to 

consider the CI perspective, which is a critical organizational capability nowadays due to 

the volatility of the international market. Innovation in terms of policy (IP), strategy (INS) 

and technology or information systems (ISI) cannot be ignored in this context and should 

be taken into account to support CI (Caridi et al. 2012; Jayaram et al. 2014; Liu and Wu 

2011; Melville 2010; Oke et al. 2012; Resende et al. 2014; Shi et al. 2018). To date, little 

has been written about the joint consideration of these three determinants of innovation in 

terms of strengthening CI to enhance firm performance. 

We argue that IP, INS and ISI are at the heart of innovation activities, and are 

core drivers of firms’ innovation (Borrás and Edquist 2013; Oke et al. 2012; Shi et al. 

2018). IP relates to the policies applied in firms, including policies to support R&D and 

innovation, training and skills, collaboration and networking. Meanwhile, INS is related to 

firms’ strategies for discovering customer needs or incentives for innovation. Finally, ISI 

relates to the application of new technology or information systems to assist firms’ daily 

operational activities. 

Motivated by the aforementioned context, this study aims to test the relationship 

between CI and firm performance, while taking into account these three determinants of 

innovation (IP, INS and ISI) as core drivers. We shed light on these relationships using an 

original sample of manufacturing companies listed on the Indonesian Stock Exchange. We 

focus specifically on ISO 9001 certified companies, due to the consideration that these 

firms have adopted a number of relevant quality management principles. As noted by 

Terziovski and Guerrero (2014), ISO 9001 certification has a positive impact on the process 

of innovation and firms’ ability to innovate. In addition, studies related to innovation and 

firm performance in developing countries, especially in the Asia-Pacific region, are 

relatively rare. While there have been widespread studies related to innovation in various 

regions of the world (Jayaram et al. 2014; Ma et al. 2019; Shao and Lin 2016), most have 

been conducted in the context of developed countries, and there remains a persistent lack of 
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evidence from developing countries, including Indonesia. Based on the Global Innovation 

Index’s (GII) 2018 report, Indonesia ranks 85th among 126 countries in terms of innovation, 

the lowest in this region. In addition, Indonesia’s efficiency ratio, which measures the 

relationship between effort made towards innovation and performance, is also low. Due to 

the lack of evidence from Indonesia andexisting calls for research into developing countries 

and innovation (Jugend et al. 2018), research specific to Indonesia in this context has 

become an urgent demand. 

Our study extends the state-of-the-art research in the field of innovation and 

operations management and provides original evidence in three ways. Primarily, this is the 

first study to empirically test the relationship between CI and firm performance. While 

previous studies related to CI and firm performance have been carried out qualitatively 

(Boer et al. 2001; Steiber and Alänge 2013; Terziovski and Sohal 2000), there is a lack of 

empirical evidence concerning this relationship. Based on our best knowledge, there have 

been no previous studies which test the relationship between CI and firm performance 

empirically, in any context. Hence, our study expands the body of knowledge and adds new 

empirical evidence concerning both relationshipsto the literature. 

Second, our study is the first to consider these three determinants of innovation 

(i.e. IP, INS and ISI) as driving factors in influencing continuous innovation and, in turn, 

their impact on firm performance. While a plethora of emerging research studies has dealt 

with various internal determinants of innovation, including firm size, business strategy, 

organizational culture, leadership, collaboration within internal functions and 

organizational structure  (e.g. Becheikh et al. 2006; Galende and de la Fuente 2003), there 

is a lack of empirical evidence addressing the aforementioned determinants of innovation. 

Moreover, these three determinants are herein jointly analyzed in a single research 

framework, which is a novelty of this article. Furthermore, the characteristics of these 

determinants are aligned with the perspective of the Resource Based View (RBV) theory, in 

which IP, INS and ISI constitute internal factors contributing to CI, and, as suggested by 

Galende and de la Fuente (2003), CI becomes a source of sustainable competitive 

advantage. 
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Finally, our research contributes fresh evidence in the context of developing 

countries – in this case, Indonesia. Although a small number of studies related to innovation 

have been conducted in Brazil, China, India, Pakistan and Rwanda (Aubert 2018; Jajja et al. 

2017; Shashi et al. 2019; Wadho and Chaudhry 2018), studies related to innovation in the 

Indonesian context are relatively rare. 

The remainder of this paper is organized as follows. The next section presents 

the theoretical background and development of hypotheses, followed by the research 

methodology. Following this, we present our empirical results. Finally, we discuss these 

results and provide implications that may be useful for both academics and practitioners. 

2. Theoretical background and development of hypotheses 

2.1. Continuous Innovation  

Innovation is a concept that can be understood as both a process and an 

outcome to create or apply ideas and solutions and to propose new methods of performing 

activities, producing products or managing systems, all of which aim for improved 

performance (Crossan and Apaydin 2010). According to Lianto et al. (2018), CI differs 

from innovation in that the former is a repeated process of creating or reshaping the 

capabilities of innovation towards sustainable innovation performance, occurring on a 

regular basis. This research focuses on CI due to current dynamic changes that are taking 

place in the market environment, requiring a continuous adjustment of firms’ structure and 

strategy within the market environment. Therefore, CI is an important source of 

competitive advantage to help firms deal with turbulent market environments.  

Lianto et al. (2018) performed a systematic literature review concerning CI, and 

their main finding was that internal resources are critical success factors for CI. In this 

sense, the RBV theory is suitable for understanding the determinants of CI, which are 

internal organizational resources and capabilities that enable firms to innovate 

(Kostopoulos et al. 2002). There are other organizational theories that also help in studying 

CI, such as knowledge management and transaction costs (Galende and de la Fuente 2003); 

however, RBV is focused on organization-level analysis (Crossan and Apaydin 2010). 
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RVB theory supports the assumption of a relationship between innovativeness 

and firm performance (Hart 1995; Hart and Dowell 2011). Innovation, either as a process or 

an output, can be identified as a firm-specific resource, which is furthermore likely to act as 

a source of competitiveness (Kamasak 2015). The main principle of the RBV is that the 

basis of a firm’s competitive advantage lies in the application of its uniquecollection of 

valuable resources and capabilities to innovate (including technology, design, procurement, 

production, distribution and service). This means that only those firms which can use their 

resources effectively and have the ability to innovate will gain competitive advantage and, 

therefore, achieve superior performance. Sustainable competitive advantage is determined 

by the firm’s ability to reconfigure valuable and idiosyncratic resources and to continually 

foster innovation. Firms’ resources can be divided into tangible and intangible assets. 

Intangible assets include branding, reputation, information knowledge, employee’s skills 

and technological skills. According to the RBV, these resources constitute inimitable, rare 

and non-tradable unique assets (Barney 1991; Hart 1995; Russo and Fouts 1997). 

The innovation process differs among organizations, resulting in varying 

performance levels. Internal factors can explain such differences in performance (Galende 

and de la Fuente 2003); therefore, it is important to identify which determinants contribute 

to organizational innovativeness. In general, factors such as firms´ size, business strategy, 

organizational culture, leadership, collaboration within internal functions and 

organizational structure (e.g. Becheikh et al. 2006; Galende and de la Fuente 2003) are 

analyzed as determinants of innovation. The focus of this research is on CI; thus, 

determinants whose features are likely to renew, adjust and reshape practice and which are 

related to management systems were selected. The factors mentioned by Becheikh et al. 

(2006) and Galende and de la Fuente (2003) are less likely to renew practice or be 

developed easily. 

In this paper, we examine the effects of CI on firm performance, while taking 

into account the driving factors behind CI. We have divided the driving factors behind CI 

into three determinants of innovation: innovation policy (IP), innovation strategy (INS) and 

information systems innovation (ISI). IP is based on total commitment of top management. 

Top management support, according to Boer and During (2001), enables the provision of 
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resources and nurtures the sharing of knowledge and use of a collaborative approach within 

internal processes. INS should be a continuous process in order to ensure that a firm 

performs better than its competitors and to maintain such improved performance in the long 

term (Bates and Flynn 1995). Additionally, ISI assists in enhancing firms’ knowledge 

capabilities on a continuous basis (Joshi et al. 2010).  

The following subsections explain the relationship between variables based on 

our conceptual framework and previous studies, and our hypotheses are thereby derived. 

First, we hypothesize a direct effect of these types of innovation (IP, INS and ISI) on CI. 

Second, we hypothesize a relationship between CI and firm performance. Figure 1 presents 

our conceptual model. 

2.2. Innovation policy and continuous innovation 

Recently, the implementation of innovation policies (IP) has attracted the 

attention of scholars (Borrás and Edquist 2013; Edler and Fagerberg 2017), and there is 

growing evidence that IP has a positive influence on firms’ actions to innovate (Rogge and 

Schleich 2018; Costantini et al. 2017; Manjón and Merino 2012). IP can be understood as 

including all actions taken by firms which influence innovation within their activities. The 

view that policy may have a role in firms’ innovation level has become widespread, and 

there are indications that IP can trigger firm innovation. Based on the resource-based view 

of the firm (Hart 1995; Hart and Dowell 2011), we argue that IP promotes the ability of 

firms to produce CI and that this contributes to competitive advantage, along with firm 

performance. A previous study conducted by Fabrizio et al. (2017) found a positive and 

significant relationship between IP and increasing domestic innovation. Another study, by 

Oke et al. (2012), found a significant positive relationship between human resources 

policies and firm innovation. We argue that IP provides guidelines for firms to innovate, 

whereby the innovation activities undertaken depend on this policy in order to improve and 

speed up CI. Therefore, IP will encourage firms’sustainable innovation activities. Based on 

the above discussion, we derive our first hypothesis: 

H1. Innovation policy has a positive effect on continuous innovation. 
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2.3. Innovation strategy and continuous innovation 

Innovation strategies can be defined as successful implementations of creative 

ideas within organizations which deliver value to customers (Prajogo 2016). A key 

motivation for employing an innovation strategy (INS) is to encourage the firm’s CI. Firms 

may attempt to improve CI by adopting appropriate strategies that enable them to keep 

innovating. For instance, INS should be a continuous process in order to ensure that a firm 

performs better than its competitors and to maintain such improved performance in the long 

term (Bates and Flynn 1995). 

For example, in facing the challenges of global competition, changes in trends 

and the needs of customers, managers may implement innovation strategies, and use their 

resources appropriately to continually innovate (Jayaram et al. 2014; Oke et al. 2012). In 

other words, the application of innovation strategies represents a response to environmental 

change by the firm in order to achieve the desired innovation results (Hart and Dowell 

2011; Strecker 2009). Through the use of innovation strategies, managers can monitor 

competitors’ innovation activities, further understand the needs of customers, harness the 

potential of the firm’s resources and invest in R&D. Thus, these practices may have a 

positive effect on the firm’s CI. A firm’s ability to perform better than its competitors due 

to INS is an indicator that such a strategy acts as a unique capability, which aligns INS with 

RBV theory. Previous research conducted by Oke et al. (2012) has found that innovation 

strategies have a positive significant effect on the growth of firm revenue. Furthermore, 

prior studies by Cheng et al. (2010), Jayaram et al. (2014), Prajogo (2016) and Strecker 

(2009) have found that innovation strategies related to products and processes have a 

positive significant effect on firm innovation. Another study, by Jajja et al. (2017), found a 

significant positive relationship between a firm’s strategic focus on innovation and supplier 

innovation focus. Based on the above discussion, we derive our second hypothesis: 

H2. Innovation strategy has a positive effect on continuous innovation. 

2.4. Information systems innovation and continuous innovation 

Generally, information systems innovation (ISI) refers to the adoption of new 

technologies that are integrated into a firm’s innovation practices to make changes or 
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improvements. Allen (2000) argues that firms’ interest in technology-based innovations – 

specifically, information technology (IT) –is related to information systems. Based on the 

reasoning of RBV, ISI is one source of firms’ competitive advantage to achieve the desired 

innovation and performance (Camisón and Villar-López 2014; Xin et al. 2010; Shao and 

Lin 2016). For example, investments in and adoption of particular ISI practices, such as IT, 

can enable CI, either by improving processes or by enabling the firm to offer new products 

to its customers (Koellinger 2008; Shi et al. 2018). Hence, ISI stimulates changes or 

significant improvements to existing products and the innovation processes of the firm, and 

has an impact on increasing productivity and efficiency or on reducing the unit cost of 

products. Previous studies conducted by Koellinger (2008), Shi et al. (2018) and Xin et al. 

(2010) have indicated that technological innovation has a positive effect either on product 

quality or firm innovation. Furthermore, prior studies by Camisón and Villar-López (2014) 

and Zhang et al. (2018) have found that the use of information systems has a positive effect 

on product and process innovations. Another study, conducted by Huang and Chen (2010), 

shows that technological diversity has an influence on firms’ innovation performance. 

Based on the above discussion, we derive our third hypothesis: 

H3. Information systems innovation has a positive effect on continuous innovation. 

2.5. Continuous innovation, innovation performance and financial performance 

Scholars have pointed out the important role of innovation in both products and 

process, in order to reduce operating costs, increase the possibilities of opening new 

markets and improve the profits of the firm as a whole (García-Zamora et al. 2013; Jajja et 

al. 2017; Klingenberg et al. 2013; Lee et al. 2019; Lii and Kuo 2016; Prajogo 2016; Shashi 

et al. 2019; Wadho and Chaudhry 2018). Given that innovation provides added value in 

terms of productivity and efficiency, this can dramatically improve firm performance. 

While there are many studies that have demonstrated a positive relationship between 

innovation and firm performance, few empirical studies also show that innovative firms fail 

to obtain competitive advantage from their innovation activities (Frank et al. 2016; 

Koellinger 2008; Kim and Chung 2017). This implies that the innovation carried out by 

firms should be continuous, and not limited to one particular period or focused on one type 
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of innovation alone (Lichtenthaler 2016). Koellinger (2008) argues that investment in 

unsuccessful innovation is a sunk cost, which will not improve firm performance. 

According to the natural resource-based view (NRBV), continuous innovation is the key to 

achieving competitive advantage and improving innovation performance (Hart and Dowell 

2011) in turn enhancing firm performance. Most studies related to innovation activities and 

firm performance show results supporting the perspective of the NRBV. Prior studies 

conducted by Anandarajan et al. (2007), Bigliardi (2013), Camisón and Villar-López 

(2014), Černe et al. (2015) and Ferro de Guimarães et al. (2016) have found a significant 

positive relationship between innovation activity and firm performance. In addition, prior 

studies conducted by Hult et al. (2004), Klingenberg et al. (2013) and Wadho and 

Chaudhry (2018) have found that operational innovation and innovation performance have 

a positive significant influence on financial performance. From such an understanding, our 

concomitant hypotheses are: 

H4a. Continuous innovation has a positive effect on innovation performance. 

H4b. Continuous innovation has a positive effect on financial performance. 

H5. Innovation performance has a positive effect on financial performance. 

Figure 1 illustrates the relationship between continuous innovation and firm performance, 

including the testing of these types of innovation as driving factors. 

******** PLEASE INSERT FIGURE 1 HERE ******** 

3. Research methodology 

3.1. Sampling and data collection 

In this study, we test our proposed hypotheses using a sample of chief executive 

officers (CEOs) of firms selected from a list of ISO 9001-certified companies listed on the 

Indonesian Stock Exchange (IDX). ISO 9001 is an international certification standard given 

to companies that have adopted a number of quality management principles, including a 

focus on customer, innovation and process approaches and continual improvement that 

aims to improve quality products and processes. 
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We chose to study ISO 9001-certified companies because quality and innovation 

are two complementary business orientations that lead to performance improvement 

(Manzani et al. 2019). Terziovski and Guerrero (2014) note that ISO 9001 certification has 

a positive impact on the process of innovation and firms’ ability to innovate. In the same 

vein, Shi et al. (2019) demonstrate that the ISO 9000 quality management system has a 

positive effect on facilitating the creative process and innovation. Finally, Escrig-Tena et al. 

(2018) state that hard quality management practices in ISO 9001 certified companies, 

which include technical and methodological issues, promoting strategic orientation and the 

use of technologies, lead to process innovation and continuous improvement. Therefore, 

ISO 9001-certified companies represent an appropriate context to focus on in this study. 

We began by considering the sampling framework, using data provided by IDX 

(www.idx.co.id) and the Indonesian Ministry of Industry. Based on these records, there 

were a total of 1,196 manufacturing companies with ISO 9001 certification operating in 

Indonesia in 2018. We identified this initial dataset and contacted all ISO 9001-certified 

manufacturing companies to request participation in our survey, and received approval 

from 433 companies. 

After receiving these companies’ agreement to participate in our survey, some 

initial steps to improve the quality of our survey were taken. We conducted pre-testing to 

minimize potential bias and ensure precise operationalization of the questionnaire before it 

was sent to the target respondents (Fowler Jr 2013; Groves et al. 2009). We held 

discussions with four academic experts and business professionals to assess the content 

validity of the questionnaire (Rossiter 2011, 2013). These academics were drawn from a 

pool of reputed senior researchers in the field of innovation and operations management, 

while the business professionals consulted were either CEOs or consultants. Some 

improvements were made to the questionnaire in terms of phrasing, clarity, and accuracy of 

the questions, in order to ensure it was understandable and not vague, ambiguous, or 

difficult to answer. The final version of this questionnaire was sent to 42 companies for 

preliminary analysis, and we assessed the validity and reliability of the indicators in the 

model. The results of our preliminary analysis through principal component analysis (PCA) 

indicate that the items used are valid and reliable for measuring the variables in our model, 
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with loading factors > 0.5 and Cronbach’s alpha (α) > 0.6, showing the appropriateness of 

our initial data analysis (see Table 1). According to Hair et al. (2018), these results meet the 

required standard for preliminary analysis. 

We conducted the data collection for this study during December 2018 and 

January 2019 using online surveys, and made follow-up contact with each respondent via 

telephone and email. We chose this method because it was considered effective for 

reaching a broad range of respondents at low cost (Dillman et al. 2014; Groves et al. 2009). 

In order to increase the response rate, we sent several reminder e-mails and made several 

phone calls to non-respondents. Within the first two weeks, we contacted all companies by 

phone to make sure the questionnaire had been received. We then contacted companies 

again within the following three weeks to encourage respondents to fill out the 

questionnaire. We also guaranteed the anonymity of responses and non-disclosure of the 

identity of participating companies. Finally, we provided a two-month cut-off date for 

completion of this survey, for the purpose of testing non-response bias (Dillman et al. 2014; 

Fowler Jr 2013). For this reason, we received two waves of responses – those received 

before and after the specified deadline for conducting this data collection. 

We ultimately received 191 returned questionnaires, with 5 being excluded due 

to incomplete data, giving a response rate of 42.96%. We argue that response rates in this 

range are considered acceptable in most organizational research studies, including 

innovation and operations management (Baruch and Holtom 2008; Forza 2002), with a few 

studies reporting response rates lower than this value. However, to ensure that there were 

no biases or differences between respondents and non-respondents, we tested non-response 

bias by comparing those who responded early and those who responded late (Clottey and 

Grawe 2014; Dalecki et al. 1993). We assumed for these purposes that late respondents are 

similar to non-respondents, in terms of the time taken to reply. We used a t-test to assess 

differences in the means of the two sample groups. The desired value to demonstrate that 

there is no difference between them is p> 0.05. Our results did not find significant (p< 0.05) 

differences between these two groups of responders (see Table 1). In addition, we 

compared socio-demographic variables (i.e., gender and age) using the Bonferroni test to 

maintain the robustness of our results. Our results indicate a similar response rate across 
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subgroups, which indicates that our data is free of non-response bias (Clottey and Grawe 

2014; Groves 2006).  

Finally, we tested for common method bias (CMB), which is another common 

source of bias when using the survey method (Podsakoff et al. 2012). For this we 

usedmethod variance and marker variables, an approach proposed by Williams et al. 

(2010), to control for CMB between constructs in our model. We ran the CFA marker 

technique using AMOS, and the results showed no difference between the baseline model 

and the CFA marker model, which means that CMB does not occur in our measurements. 

In addition, Harman’s single factor was calculated. This is a post hoc procedure conducted 

after data collection, in order to find out whether a single factor is accountable for variance 

in the data. The results of our exploratory factor analysis yielded five unique factors with 

eigenvalues > 1.0 and a percentage of cumulative variance of 60.19% (Hair et al. 2018). 

The first extracted factor explained 26.87% of the variance, which does not put it in the in 

the highest category of cumulative variance (i.e. > 0.50). Therefore, we conclude that CMB 

did not occur in this case. A summary of firms’ and respondent profiles can be seen in 

Table 2. 

*********PLEASE INSERT TABLE 1 HERE********* 

*********PLEASE INSERT TABLE 2 HERE********* 

3.2. Measures and scales 

In survey-based studies, the measurement scales and indicators selected are key 

elements in producing unbiased estimates. We used measurement scales and indicators 

adopted from previous studies in the field of innovation and operations management to 

avoid scale proliferation. We considered that these indicators have been validated through 

test-retest and are well established (Wang and Ahmed 2004). We used multiple indicators 

rather than a single indicator to measure each construct in our model, which provides an 

advantage in capturing variances in the constructs (Hagedoorn and Cloodt 2003). This aims 

to reduce measurement errors and to improve the validity and reliability of indicators. In 

the first section of the questionnaire, we measured innovation policy (IP) using four 

indicators adopted from Borrás and Edquist (2013) and Edler and Fagerberg (2017). 
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Respondents were asked about the innovation policies applied within their companies, 

including policies to support R&D and innovation, training and skills, collaboration and 

networking. Furthermore, innovation strategy was measured using three indicators adopted 

from Wang and Ahmed (2004) and Oke et al. (2012). In this section, respondents were 

asked about the innovation strategies implemented within their companies. Thereafter, we 

measured information systems innovation using five items adopted from Strecker (2009) 

and Zhang et al. (2018). Respondents were asked about the use of information systems and 

new technology in their operational activities. We used a 7-point Likert scale to measure 

these constructs, ranging from 1 = “strongly disagree” to 7 = “strongly agree”. 

The second section of the questionnaire listed the remaining variables in our 

model: continuous innovation (CI), innovation performance (INP) and financial 

performance (CFP). Continuous innovation was measured using three items adapted from 

Atuahene-Gima (1996) and Strecker (2009). Respondents were asked to indicate their 

responses on a 7-point Likert scale, from 1 = “not intense” to 7 = very intense”. 

Respondents were also asked about continuous improvements to their firm’s existing 

products and processes. Finally, innovation performance and financial performance were 

respectively measured using three items adopted from Strecker (2009) and Jajja et al. 

(2017). Respondents were asked about the innovation performance of their firms, including 

growth in sales, profit and market share, as well as customer satisfaction and competitive 

advantage; while for financial performance, respondents were asked questions related to 

operating profits, return on investment and cash flow from operations. 

3.3. Data analysis 

The data analysis in this study was carried out using the structural equation 

modeling (SEM) approach. We applied the SEM method to simultaneously test the 

relationship between latent variables and perform confirmatory factor analysis (CFA). Two 

SEM approaches – covariance-based SEM (CB-SEM) and variance-based SEM (PLS-PM) 

– are currently available to analyze such data (Jöreskog and Wold 1982). We chose CB-

SEM due to certain favorable considerations over PLS-SEM. First, CB-SEM enables us to 

test causal relationships between latent variables, where hypotheses are built from a 
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theoretical foundation to produce a covariance matrix among the variables, in order to 

estimate the path coefficients (Jöreskog et al. 2016; Loehlin and Beaujean 2017). Second, 

the properties of CB-SEM make it appropriate for confirmatory research that focuses on 

explanations rather than predictions, and provides a variety of goodness of fit (GoF) indices 

including ‘absolute’, ‘incremental’, and ‘parsimonious’ to evaluate compatibility between 

the model and the data (Byrne 2016; Kline 2016). Finally, CB-SEM is a robust approach 

which produces stable estimates, with the benefit of some recent advances, such as 

providing techniques to handle non-normal data with full information maximum likelihood 

(FIML) and modification indices. 

Given that CB-SEM follows parametric assumptions through Maximum 

Likelihood (ML) estimation, some basic assumptions should be fulfilled before the model 

estimation stage. This includes sample size, normal distributionof data, model identification 

and absence of collinearity among predictors in the model to obtain optimal estimation 

results. First, regarding the sample number requested in CB-SEM, we followed the rule of 

thumb provided by scholars in this field, although there is no general consensus in this case. 

According to Byrne (2016) and Kline (2016), the minimum sample size to estimate models 

in CB-SEM is more than 150, where the complexity of the model ranges from small to 

moderate. This is intended to obtain precise results from parameter estimates (i.e. to neither 

under- nor over-estimate) and to avoid the appearance of Heywood cases (i.e., negative 

variance) where the sample size should be larger than the number of parameters in the 

model. In the same vein, Loehlin and Beaujean (2017) provide sample size calculations for 

CB-SEM which take into account power analysis and effect size. Based on a power 

analysis value of 0.80 and an effect size of 0.15, we obtained a minimum required sample 

size of 141 for the estimation of our model, which is fulfilled in this study. In addition, we 

also considered model identification by calculating the number of distinct values in the 

sample variance–covariance matrix as equal to or higher than the number of parameters to 

be estimated (Schumacker and Lomax 2016). A model is called ‘identified’ if the degree of 

freedom is equal to or greater than 1. 

Overall, the data analysis process used in this study can be divided into three 

key steps. First, we assessed and evaluated the results of the measurement model via CFA. 
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This procedure aims to evaluate the validity of the indicators in our model (i.e., convergent 

validity and discriminant validity) and also to evaluate the reliability of the constructs to 

ensure consistency of measurements. Second, we assessed and evaluated the results of the 

structural model by looking at the coefficient of determination (R2), effect size (f2), 

variance inflation factor (VIF) and GoF indices and tested the proposed hypotheses using a 

95% confidence interval with 5% (one-tailed) significance. Finally, we conducted several 

robustness tests in order to ensure that our analysis results are not biased; these results are 

presented below. 

4. Results 

We used the AMOS 25.0 software to execute our model and testing of 

hypotheses (Byrne 2016). AMOS is a piece of CB-SEM software that is easy to use and 

user-friendly. We selected some specific settings, such as the ML estimation method, and 

activated output options in the program. We ran the estimation model calculation and 

examined the first assumption in CB-SEM, namely the normality of multivariate data and 

the observation of freedom from outliers. Following the guidelines proposed by Byrne 

(2016), we evaluated the normality of data by using critical ratio (CR) values of skewness 

and kurtosis in the assessment of normality. The threshold value for CR of skewness should 

be > 3, and < 10 for kurtosis (Kline 2016). We obtained a kurtosis value of 4.645 < 10, 

which indicates that the assumption of multivariate normality is fulfilled for our data. In 

addition, the values of p1 and p2 were generated from Mahalanobis d-squared > 0.05, which 

indicates that our data is free from outliers. The results of the estimation model obtained are 

described in the following section. 

4.1. Measurement model assessment 

Before discussing the empirical findings of this study, it is pertinent to evaluate 

the measurement model and ensure the indicators used are valid and reliable. We evaluated 

the measurement model by using convergent validity, discriminant validity and construct 

reliability. Drawing on standard evaluation guidelines provided by several scholars 

(Appelbaum et al. 2018; Kline 2016; Williams et al. 2009) we used several core metrics 

that are commonly used in CB-SEM to report the assessment of the measurement model. 
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Based on Tables 3 and 4, we obtained factor loading values for each indicator of the 

construct which met the limit value of  > 0.70 and average variance extracted (AVE) values 

> 0.50 (Bandalos 2018; Raykov and Marcoulides 2011; Schumacker and Lomax 2016). 

Only a few indicators yielded values slightly below this boundary, which were, 

nonetheless, considered acceptable according to extant guidelines for strengthening content 

validity (Bandalos 2018; Hair et al. 2017). We further assessed internal consistency 

reliability using Cronbach’s alpha (α) and composite reliability (ρc). The threshold values 

for α and ρc are recommended to be > 0.70. We obtained values for both measures of > 0.75 

for all constructs in the model (see Table 3 and 4); thus, the internal reliability of the 

constructs is satisfied. Finally, we examined GoF indices for our CFA model. As suggested 

by Kline (2016), we used several fit indices including the Comparative Fit Index (CFI); 

Incremental Index of Fit (IFI); Normed Fit Index (NFI); Tucker-Lewis Index (TLI) and 

Steiger-Lind Root Mean Square Error of Approximation (RMSEA). Scholars recommend 

the rule of thumb for CFI, IFI, NFI and TLI should be > 0.90, while for RMSEA it should 

be < 0.08. Our results meet this standard, where our CFA model obtains values of CFI = 

928, IFI = 0.919, TLI = 0.902, and NFI = 0.840 and RMSEA = 0.053. 

*********PLEASE INSERT TABLE 3 HERE********* 

*********PLEASE INSERT TABLE 4 HERE********* 

Furthermore, to assess discriminant validity, we used the Heterotrait-Monotrait 

(HTMT) criterion, a new approach which conceptually demonstrates the differences and 

similarities between the two constructs being measured. Discriminant validity confirms the 

measurement of two different constructs, which should measure different concepts and 

therefore shouldnot correlate with each other. The rule of thumb HTMT value of > 0.90 

indicates conceptually similar constructs, while HTMT values < 0.85 indicate conceptually 

different constructs (Nunnally and Bernstein 1994; Franke and Sarstedt 2019). From the 

results in Table 5, we can see that the HTMT value is significantly lower than the specified 

threshold value. Therefore, discriminant validity is met for our measurements. In addition, 

we assessed correlations between latent constructs in the model to show the relationships 
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between variables. We found the correlation between latent constructs to be positive and 

significant (see Table 5), which is an initial indication of the acceptance of our hypothesis. 

*********PLEASE INSERT TABLE 5 HERE********* 

4.2. Detection of misspecifications model 

Following Schumacker and Lomax (2016), the first step that should be taken 

into account before estimating structural models is to examine the potential for model 

misspecifications. Although previous CFA results show that the GoF indices of this model 

meet the rule of thumb, we extended the scope of this test by examining the modification 

indices (MI) and expected parameter changes (EPC) available in AMOS outputs. We also 

followed the recent guidelines from Byrne (2016) and Shashi et al. (2019) and found that 

our model had no problems with model specification errors. We did not find EPC values > 

2.58 for the covariances of our model (Byrne 2016). In addition, as noted by Byrne (2016) 

and Maruyama (1998), the use of modification indices (MI) should only carried out when 

there is rigorous substantive justification via theoretical support for model respecification. 

As Kline (2016) argues, model respecification can cause a “capitalization on chance” 

problem and there are cautions to be observed around its use. To date, there have been 

shown to be both pros and cons in the use of modification indices in CB-SEM in general 

(O'Boyle et al. 2017). 

4.3. Structural model assessment 

After evaluating the measurement model, the second step was to evaluate the 

structural modeland test our hypotheses (see Figure 2 below). Given that CB-SEM has a 

large number of GoF indices, most of which depend on the sample size and complexity of 

the model, several scholars suggest reporting the more stable GoF indices, e.g. a 

combination between absolute, incremental, and parsimonious (Kline 2016; Loehlin and 

Beaujean 2017). We chose to report the following widely used fit indices for reasons of 

stability: CFI, IFI, NFI, TLI, Parsimony CFI (PCFI), Parsimony NFI (PNFI) and RMSEA. 

As illustrated in Table 6, we derived CFI and IFI values > 0.90, which meet the 

recommended threshold (Jöreskog et al. 2016; Loehlin and Beaujean 2017). Furthermore, 
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we find the NFI and TLI values to be within marginal limits. As noted by scholars of CB-

SEM (Kline 2016; Schumacker and Lomax 2016), these indices may be distorted due to the 

use of small sample sizes (e.g. 150-250). Conversely, both measures are likely to produce 

good fit when working with large sample sizes (i.e. above 300). In addition, we obtained 

values for PCFI and PNFI > 0.60, which also meet the suggested cut-off level (Byrne 2016; 

Kline 2016). The PCFI and PNFI indices adjust CFI and NFI through the ratio of degree of 

freedom between the observed model and the baseline model. Finally, we obtained an 

RMSEA value from the model of 0.060 < 0.08, again fulfilling the minimum requirements 

(Schumacker and Lomax 2016). 

*********PLEASE INSERT FIGURE 2 HERE********* 

In addition, we also report the coefficient of determination (R2), effect size (f2) 

and variance inflation factor (VIF) (Appelbaum et al. 2018). We obtained R2 values as 

depicted in Table 6 for CI, INP, and CFP ranging from 0.067–0.521. According to Hair et 

al. (2017), these values are included in the weak to moderate category. The predictors in 

our model produce effect size (f2) values ranging from 0.019–0.347 (i.e., falling into the 

small and large categories), which shows the contribution of the variance from each 

independent variable in the model. Finally, we obtained VIF values for each predictor in the 

model of < 3.3, which indicates no high correlation or collinearity between predictor 

variables in our case. 

*********PLEASE INSERT TABLE 6 HERE********* 

4.4. Testing of hypotheses  

In this step, we tested our hypotheses simultaneously through the model 

estimation calculation, and we here report the empirical findings as depicted in Table 7. We 

tested our hypotheses by looking at the coefficient parameter and the significant value 

generated from the 95% confidence intervals (CI) on the relationships between latent 

variables. As illustrated in Table 7, all path coefficients are significant at p = 0.05, with 

95% CI. From these results, we conclude that all of our hypotheses are supported. 

Specifically, the relationships between IP→CI, INS→CI and ISI→CI were found to be 
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significant, with beta (β) values of 0.642, 0.196 and 0.061, respectively, and significance at 

p = 0.000 < 0.01, p = 0.024 < 0.05 and p = 0.038 < 0.05. From these results we can 

conclude that H1, H2 and H3 are supported. Furthermore, we found that the relationships 

CI→ INP and CI→CFP were significant, with beta values of 0.524 and 0.111 respectively 

and significance at p < 0.05. Hence, we can conclude that H4a and H4b are also fully 

supported. Finally, we found that the relationship INP→CFP was significant, with a beta 

value of 0.024 and significance at p = 0.048 < 0.05. Thus, H5 is also supported. In addition, 

we also ran additional analysis to test alternative models by including and excluding several 

variables in the model. Thus, iterative analysis was carried out to observe the changes in 

causal-effect relationships caused by each individual variable. The analysis results in Table 

7 indicate that these alternative models fully support the results of our main analysis. 

*********PLEASE INSERT TABLE 7 HERE********* 

4.5. Robustness checks 

In the final step, we performed several complementary analyses to maintain the 

robustness of our main results, which has become a mandatory step in reporting the results 

of SEM analysis (Appelbaum et al. 2018; Ketokivi and McIntosh 2017; Latan 2018). These 

robustness checks aim to ensure that our main results are unbiased and free of potential 

errors. First, we tested for endogeneity bias to ensure that there is no intervention from the 

omitted variables, reverse causality or other potential errors (e.g., sample-selection bias). 

We conducted the Heckman test using a two-step procedure. In the first step, we examined 

the relationships between variables without controlling for endogeneity bias. In the second 

step, we controlled for the effects of endogeneity bias by including a third variable in the 

equation. The results in Table 8 indicate that there are no differences in results either with 

or without controlling for this bias, which indicates that endogeneity bias does not occur in 

our data and model. 

********* PLEASE INSERT TABLE 8 HERE ********* 

Second, because our model is built on the assumption of linearity between latent 

variables, we tested for non-linear effects to ensure that these assumptions are fulfilled and 
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that there are no quadratic effects. This is intended to fulfill the assumptions of model 

specification in CB-SEM (Schumacker and Lomax 2016), showing that our model has been 

correctly specified. We used Ramsey’s regression specification error test (RESET) to assess 

this bias. The results of this analysis, presented in Table 9, fully support the linear 

relationship in our model, with a value of p > 0.05. 

********* PLEASE INSERT TABLE 9 HERE ********* 

Finally, we considered unobserved heterogeneity bias, which assumes that data 

comes from a single population. We used the finite mixture (FIMIX) method to test this 

bias (Ansari et al. 2000; Jedidi et al. 1997). Following the multi-method procedure provided 

by Sarstedt et al. (2017), we carried out the FIMIX procedure based on our sample size, 

with a maximum of three extracted segments. Sarstedt et al. (2017) point out that when 

Akaike’s information criterion modified with factor 3 (AIC3) and consistent Akaike’s 

information criterion (CAIC) indicate the same number of segments, the result tends to be 

valid and indicates the correct number of segments. In our analysis, AIC3 and CAIC are 

both in the k = 1 segment, which is an early indication that heterogeneity does not occur in 

this case (see Table 10). Furthermore, we examined modified AIC with factor 4 (AIC4), the 

Bayesian information criteria (BIC) and minimum description length with factor 5 (MDL5), 

which generally work better to determine the number of segments. All of these criteria 

show results that do not differ from previous GoF indices; therefore, we conclude that 

unobserved heterogeneity is not a threat to our results. 

********* PLEASE INSERT TABLE 10 HERE ********* 

5. Discussion and implications for theory and practice 

Innovation has been discussed among scholars in various fields, and the field of 

operations management is no exception, having been recognized as one way to enhance 

firm performance. This study aims to empirically test the effect of CI on firm performance 

by taking a sample of manufacturing companies listed on the Indonesian stock exchange. 

Specifically, we tested three determinants of innovation as driving factors in influencing CI, 

which in turn were shown to have an impact on firm performance. While a plethora of 
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emerging research in the operations management field points out the pivotal role that 

innovation plays in enhancing firm performance, there is a lack of evidence addressing the 

relationship between CI and firm performance (Gunday et al. 2011; Lee et al. 2019). Our 

findings provide relevant contributions and answer the research calls of Kim and Chung 

(2017) and Jugend et al. (2018), as well as filling empirical gaps in the literature by adding 

preliminary evidence in the context of developing economies. 

Our main findings can be summarized as follows. First, we have found evidence 

of a positive relationship between innovation policy (IP) and CI, whereby IP stimulates CI. 

That is, when there is a policy for innovation within the firm, this will encourage 

continuous innovation. Our findings corroborate the evidence found by innovation scholars 

related to policies for innovation (Rogge and Schleich 2018; Oke et al. 2012), indicating 

that policies related to innovation lead firms to innovate sustainably. Second, we found 

evidence of the important role of innovation strategies (INS) as having a positive 

relationship with CI. We argue that INS helps firms to identify additional customer needs 

and invest in R&D in a suitable manner (Jayaram et al., 2014; Oke et al., 2012). In addition, 

according to Camisón and Villar-López (2014) and Zhang et al. (2018), information 

systems innovation (ISI) helps firms to continue to create new products and make the 

operational process more efficient. Therefore, both INS and ISI are expected to encourage 

CI in firms (Jayaram et al. 2014; Xin et al. 2010). This supports the findings of previous 

studies that have indicated a relationship between INS, ISI and CI (Prajogo 2016; Shi et al. 

2018; Strecker 2009). Finally, we found evidence of a positive relationship between CI and 

firm performance, whereby CI improves innovation and financial performance. That is, 

companies that innovate sustainably are more likely to increase their return on investments. 

Our findings reinforce the evidence from previous research related to innovation and firm 

performance (Camisón and Villar-López 2014; Hult et al. 2004; Klingenberg et al. 2013; 

Wadho and Chaudhry 2018). 

Our research provides a number of theoretical and practical implications as 

follows. In terms of theoretical implications, our study provides new insights into the 

operations management literature, mainly because this can be considered to be the first 

work to empirically test the relationship between CI and firm performance (Lichtenthaler 
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2016). In addition, we have demonstrated that determinants of innovation such as IP, INS 

and INS can affect and improve CI. The results of this study provide the first empirical 

evidence of the relationships between these determinants of innovation, CI and firm 

performance. Moreover, these three determinants are herein jointly analyzed in a single 

research framework, which is a novel feature of this article. Furthermore, the characteristics 

of these determinants are aligned with the perspective of RBV theory, in which IP, INS and 

ISI constitute internal factors contributing to CI, and CI becomes a source of sustainable 

competitive advantage. Hence, our work supports the propositions laid out by Porter and 

Linde (1995), Hart (1995) and Hart and Dowell (2011), whereby CI is seen as a key 

element in achieving competitive advantage for the firm. 

In terms of practical implications, our research results both extend the previous 

literature on innovation (Oke et al. 2012; Zhang et al. 2018; Koellinger 2008; Jugend et al. 

2018) and provide new insights for managers about the importance of CI. Managers must 

make the right decisions when investing capital in CI. It must be highlighted that IP is the 

construct that has the most significant relationship with CI; thus, managers should update 

their IP on a regular basis towards training R&D teams in order for these teams to be able 

to optimally monitor the competitive landscape and propose continuous improvements to 

existing products and processes. In addition, managers must develop innovation 

performance indicators to evaluate the continuous implementation of innovation activities. 

As for firms, the results of this study indicate that it is important to formulate policies and 

innovation strategies in accordance with the continuous goals and mission of the firm. This 

will be crucial in facing the challenges of global competition as we approach industry 4.0 

(Lopes de Sousa Jabbour et al. 2018). 

6. Limitations and future research directions 

As with all research, this study has certain limitations. First, this study does not 

take into account certain characteristics of firms which might influence the relationship 

between variables (Frank et al. 2016; Wadho and Chaudhry 2018). For example, Shi et al. 

(2018) indicate that firm size can influence the relationship between technological 

innovation and product quality. In this sense, there are significant differences between large 
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and small firms in terms of resources including capital, human resources, information and 

technological capability to conduct R&D and innovation. Second, our main findings may 

not be generalizable to other cultural contexts. Previous research has indicated that cultural 

factors (Efrat 2014) and democratic systems (Gao et al. 2017) have an effect on firm 

innovation. In addition, this study only considers firm performance in the short term, 

without examining long term performance using longitudinal data (Ortiz-Villajos and 

Sotoca 2018). Finally, this study does not consider contingency factors such as 

environmental uncertainty and other types of innovation, which may have effects on the 

relationships among variables (Gunday et al. 2011; Lee et al. 2019; Varis and Littunen 

2010). 

We suggest the following directions for future research. First, future research 

needs to consider other types of innovation, such as innovation budgeting, innovation 

performance indicators and innovation costing that may help to foster CI. This is a call for 

research to provide additional empirical evidence from other types of innovation in relation 

to CI and firm performance. Second, factors such as economic sector and country of 

operation, for instance, should be considered in future research as control variables in order 

to understand factors that may affect organizations’ ability to innovate continuously, even 

in turbulent market environments. Finally, we encourage future research to use longitudinal 

data or time series that allow us to understand the effects of innovation on firm 

performance over time. 
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Appendix A. Measurement items 

Construct Code Indicator/Item Adapted from 

 
Innovation 
Policy (IP) 

 
 

 

IP1 
 
 

IP2 
 
 

IP3 
 
 

IP4 

My company has applied policies to support 
R&D and innovation. 
 
My company has applied policies to support 
training and skills. 
 
There are policies that govern and support 
collaboration within my company. 
 
My company has applied policies related to 
networking. 

Borrás and Edquist 
(2013) and Edler and 

Fagerberg (2017) 

 
Innovation 

Strategy (INS) 
 

INS1 
 
 
 

INS2 
 
 

INS3 

We continuously try to discover additional needs 
of our customers of which they are unaware. 
 
Our incentive system strongly encourages our 
R&D personnel to invent. 
 
In order to gain insight into the innovation 
activities of our competitors, we are involved in 
industry associations. 

Wang and Ahmed (2004), 
Strecker (2009) and Oke 

et al. (2012) 

Information 
Systems 

Innovation (ISI) 
 

IS1 
 
 

IS2 
 
 
 

IS3 
 
 
 
 

IS4 
 
 
 

IS5 

We systematically scan for new technologies 
inside and outside the industry. 
 
The majority of our innovations use new 
technology and information systems that permit 
quantum leaps in performance. 
 
The majority of our innovations use technologies 
and information systems that have an impact on 
or cause significant changes in the whole 
industry. 
 
Technological and information systems 
developments are of the highest priority for our 
top executives. 
 
Overall, our firm’s innovation portfolio is 
successful in enabling us to get into new 
technologies for our business. 

 

Strecker (2009) and 
Zhang et al. (2018) 
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Fig.1. Conceptual model and relationships among variables 

 

 

Fig.2. Evaluation of the measurement and structural models 
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Table 1 

Assessment of Principal Component Analysis (PCA) and Non-Response Bias 

Construct FL 

(n = 42) 

α 

(n = 42) 

Sig. Levene’s 

Test  
Sig. t-test for 

Equality of Means 

Innovation Policy (IP) 0.542 – 0.876 0.747 0.782 0.484 

Innovation Strategy (INS) 0.686 – 0.832 0.664 0.815 0.937 

Information Systems Innovation (ISI) 0.591 – 0.929 0.723 0.551 0.223 

Continuous Innovation (CI) 0.720 – 0.800 0.631 0.463 0.660 

Innovation Performance (INP) 0.828 – 0.846 0.777 0.167 0.892 

Financial Performance (CFP) 0.788 – 0.897 0.818 0.612 0.506 

 Note: FL is Factor loading; α = Cronbach’s alpha. 
Table 2 

Profile of Firms and Respondents 

Category  Frequency  
Percentage 

 (%) 
Demographic  

variable 
Frequency Percentage 

(%) 
Employees 
< 250 

 
14 

 
7.53 

Gender 
Male  

 
147 

 
79.03 

250 – 300 28 15.05 Female 39 20.97 
301 – 500 37 19.89    
501 – 1000 48 25.81 Age (years)   
>1000 59 31.72 30 – 40 36 19.36 
   41 – 50 74 39.78 
Sales Volume   51 – 60 53 28.49 
< 50 billion IDR 16 8.60         > 60 23 12.37 
51 – 70 billion IDR 31 16.67    
71 – 100 billion IDR 63 33.87 Work experience   
101 – 200 billion IDR 54 29.03 1 –  7 years 38 20.43 
> 200 billion IDR 22 11.83 8 – 15 years 88 47.31 

          16 –  25 years 54 29.03 
Industry   Over 25 years 6 3.23 
Food and beverages 42 22.58    
Textile 24 12.90 Level of education   
Paper 17 9.14         Bachelor’s degree 35 18.82 
Chemical 30 16.13         Master’s degree 84 45.16 
Metal products 27 14.52  Doctorate degree 67 36.02 
Machinery and equipment 33 17.74    
Other manufacturing 13 6.99    

 

 

 



Table 3 

Measurement Model Assessment of Innovation Policy, Innovation Strategy and 

Information Systems Innovation 

Indicator/Item Code Mean S.D FL AVE α ρc 

A) Innovation Policy (IP) 

Policies to support R&D and innovation 

Policies to support training and skills 

Policies to support collaboration 

Innovation network policies 

B) Innovation Strategy (INS) 

Discovering additional needs of customers 

Incentive system for encouraging R&D 

innovation 

Gaining insight into the innovation activities of 

competitors 

C) Information Systems Innovation (ISI) 

Systematically searching for new technologies 

and information systems 

Using new technology and information systems 

that permit quantum leaps in performance 

Using technologies and information systems that 

have an impact on or cause significant 

changes 

Technological and information systems 

developments as a high priority for top 

executives 

The firm’s innovation portfolio enabling the use 

of new technologies and information systems 

 

IP1 

IP2 

IP3 

IP4 

 

INS1 

INS2 

 

INS3 

 

 

IS1 

 

IS2 

 

 

IS3 

 

 

IS4 

 

 

IS5 

 

4.687 

5.133 

4.627 

4.843 

 

4.602 

4.265 

 

5.241 

 

 

4.602 

 

4.247 

 

 

2.350 

 

 

4.795 

 

 

3.482 

 

 

1.616 

1.782 

1.825 

1.753 

 

1.907 

1.905 

 

1.834 

 

 

2.359 

 

2.348 

 

 

1.897 

 

 

2.348 

 

 

2.512 

 

 

0.690 

0.713 

0.833 

0.622 

 

0.703 

0.705 

 

0.753 

 

 

0.708 

 

0.627 

 

 

0.699 

 

 

0.755 

 

 

0.754 

0.516 

 

 

 

 

0.519 

 

 

 

 

 

 

0.504 

 

0.804 

 

 

 

 

0.759 

 

 

 

 

 

 

0.818 

0.808 

 

 

 

 

0.764 

 

 

 

 

 

 

0.835 

 

Note: FL is Factor loading; S.D. is Standard deviation; AVE = Average variance extracted; α = Cronbach’s alpha; ρc = Composite 
reliability. 

 

 

 

 



Table 4 

Measurement Model Assessment of Continuous Innovation and Firm Performance 

Indicator/Item Code Mean S.D FL AVE α ρc 

Continuous Innovation (CI) 

Continuous efforts to re-invent the firm’s products 

and processes 

Continuous improvements to existing products and 

processes 

Continuous growth rate of patents over the last three 

years 

Innovation Performance (INP) 

High growth in sales, profit and market share relative 

to competitors 

Customer satisfaction and competitive advantage 

increased by product innovations 

Overall, new product success is good compared to 

major competitors (in terms of costs and cycle 

time) 

Financial Performance (CFP) 

Operating profits 

Return on investment (ROI) 

     Cash flow from operations 

 

CI1 

 

CI2 

 

CI3 

 

 

INP1 

 

INP2 

 

INP3 

 

 

 

FP1 

FP2 

FP3 

 

4.127 

 

4.416 

 

4.325 

 

 

3.331 

 

3.602 

 

3.849 

 

 

 

3.078 

3.373 

3.199 

 

1.719 

 

1.175 

 

1.750 

 

 

1.239 

 

0.987 

 

1.220 

 

 

 

0.957 

0.997 

0.852 

 

0.658 

 

0.797 

 

0.805 

 

 

0.764 

 

0.714 

 

0.736 

 

 

 

0.651 

0.831 

0.816 

0.572 

 

 

 

 

 

 

0.550 

 

 

 

 

 

 

 

0.593 

0.755 

 

 

 

 

 

 

0.766 

 

 

 

 

 

 

 

0.790 

 

0.799 

 

 

 

 

 

 

0.785 

 

 

 

 

 

 

 

0.812 

Note: FL is Factor loading; S.D. is Standard deviation; AVE = Average variance extracted; α = Cronbach’s alpha; ρc = Composite 
reliability. 
 



Table 5 

Assessment of Discriminant Validity using the HTMT 

Construct 1 2 3 4 5 6 

Continuous Innovation (CI) 

Financial Performance (CFP) 

Information Systems Innovation (ISI) 

Innovation Performance (INP) 

Innovation Policy (IP) 

Innovation Strategy (INS) 

(0.900) 

0.246[0.125;400] 

0.348[0.221;494] 

0.762[0.663;851] 

0.709[0.573;822] 

0.484[0.316;622] 

0.394** 

(0.900) 

0.189[0.095;259] 

0.285[0.150;441] 

0.359[0.221;491] 

0.132[0.051;202] 

0.299** 

0.331** 

(0.900) 

0.359[0.220;485] 

0.363[0.222;492] 

0.458[0.324;587] 

0.640** 

0.401** 

0.462** 

(0.900) 

0.483[0.337;611] 

0.469[0.318;597] 

0.539** 

0.262** 

0.371** 

0.357** 

(0.900) 

0.427[0.262;573] 

0.370** 

0.296** 

0.353** 

0.351** 

0.326** 

(0.900) 

Note: brackets show the lower and upper bounds of the 95% BCa confidence intervals. Above the diagonal elements are the correlations between the construct. ** Correlation 
is significant at the 0.05 level (2-tailed).



Table 6 

Structural Model Assessment 

Construct R2 f2 VIF GoF Cut-off 

Innovation Policy (IP) 

Innovation Strategy (INS) 

Information Systems Innovation (ISI) 

Continuous Innovation (CI) 

– 

– 

– 

0.483 

0.242 

0.049 

0.066 

0.026–0.347 

1.236 

1.264 

1.175 

1.694 

CFI = 0.907 

IFI = 0.910 

NFI = 0.788 

TLI = 0.892 

Fit 

Fit 

Marginal 

Marginal 

Innovation Performance (INP) 0.521 0.019 1.694 PCFI = 0.778 Fit 

Financial Performance (CFP) 0.067 – – PNFI = 0.676 Fit 

    RMSEA = 0.060 Fit 

 
 

Table 7 

Testing of Hypotheses and Alternative Models 

     Alternative models    

Structural path Coef(β) S.D. p value C.R  p value C.R Conclusion 

IP→  CI 

INS →CI 

0.642 

0.196 

0.158 

0.087 

0.000** 

0.024* 

4.054** 

2.264* 

IP→  CI (only) 

INS →CI (only) 

0.000** 

0.035* 

4.176** 

2.116* 

H1 supported 

H2 supported 

ISI →CI 

CI → INP 

0.061 

0.524 

0.026 

0.095 

0.038* 

0.000** 

2.356* 

5.497** 

ISI →CI (only) 

CI → INP (only) 

0.046* 

0.000** 

2.086* 

5.269** 

H3 supported 

H4a supported 

CI →CFP 

INP→CFP 

0.111 

0.024 

0.038 

0.011 

0.013* 

0.048* 

2.963* 

2.218* 

CI →CFP (only) 

INP→CFP (only) 

0.029* 

0.032* 

2.188* 

2.149* 

H4b supported 

H5supported 

 Note: **, *statistically significant at the 1 percent and 5 percent levels, respectively. 

 
Table 8 

Assessment of Endogeneity Bias using the Heckman Test 

Test Coef(β) p value z Conclusion 

IP→CI (Selection DV = INP; IV = INS) 

INS →CI (Selection DV = INP; IV = ISI) 

0.414 

0.198 

0.000** 

0.006** 

7.65** 

3.24** 

No bias present 

No bias present  

ISI →CI (Selection DV = INP; IV = IP) 

CI → INP (Selection DV = CFP; IV = INS) 

0.095 

0.426 

0.023* 

0.000** 

2.38* 

11.39** 

No bias present  

No bias present  

CI →CFP (Selection DV = INP; IV = IP) 

INP→CFP (Selection DV = CI; IV = ISI) 

0.117 

0.132 

0.018* 

0.015* 

2.46* 

2.37* 

No bias present  

No bias present 

Note:  DV is dependent variables, IV is independent variables **, *statistically significant at the 1 percentand 5 percent levels, 
respectively.



Table 9 

Assessment of Nonlinear Effects 

Structural path Coef(β) p value f 2 Ramsey’s RESET 

IP*IP→CI 0.080 0.178 0.004  

INS*INS→CI 0.043 0.224 0.002 F(2.348) = 0.41, p= 0.206 

ISI*ISI→CI 0.158 0.118 0.025  

CI*CI→ INP 0.131 0.078 0.029  

CI*CI→CFP 0.216 0.155 0.038 F(1.959) = 0.76, p= 0.684 

INP*INP→CFP 0.141 0.093 0.050  

                 Note: **, *statistically significant at the 1 percent and 5 percent levels, respectively. 

 
Table 10 

Assessment of Unobserved Heterogeneity using the FIMIX Method 

  Number of segments  

Criteria k = 1 k = 2 k = 3 

AIC 1265.98 1260.48 1248.87 

AIC3 1274.98 1279.48 1277.87 

AIC4 1283.98 1298.48 1306.87 

BIC 1293.99 1319.61 1339.12 

CAIC 1302.99 1338.61 1368.12 

HQ 1277.35 1284.48 1285.50 

MDL5 1478.02 1708.12 1932.11 

LnL -623.99 -611.24 -595.44 

EN na 0.565 0.616 

NFI na 0.607 0.610 

NEC na 72.281 63.688 

Note: AIC: Akaike’s information criterion; AIC3: modified AIC with factor 3; AIC4: modified AIC with factor 
4; BIC: Bayesian information criteria; CAIC: consistent AIC; HQ: Hannan Quinn criterion; MDL5: minimum 
description length with factor 5; LnL: Log Likelihood; EN: entropy statistic; NFI: non-fuzzy index; NEC: 
normalized entropy criterion; na: not available; numbers in bold indicate the best outcome per segment retention 
criterion. 


	IJPE 2019 innovation
	IJPE Innovation
	Title page with Authors information (1)
	Research Highlights (1)
	Blinded Manuscript (1)
	Recently, the implementation of innovation policies (IP) has attracted the attention of scholars (Borrás and Edquist 2013; Edler and Fagerberg 2017), and there is growing evidence that IP has a positive influence on firms’ actions to innovate (Rogge a...
	H1. Innovation policy has a positive effect on continuous innovation.
	3.1. Sampling and data collection
	3.2. Measures and scales
	4.4. Testing of hypotheses

	Figures (1)
	Tables (1)


