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Abstract

This work explores how perturbations affect the performance of inertial confinement

fusion hotspots through the inhibition of ignition and the effect on burn propagation

post-ignition. To model this, a 3D Monte-Carlo charged particle transport module has

been developed for the radiation-magnetohydrodynamics code Chimera.

The behaviour of the hotspot and the hotspot power balance in three alpha-heating

regimes — self-heating, robust ignition and propagating burn — are explored in 1D

through hydrodynamic scaling with capsule size and laser energy, demonstrating strong

alpha-heating effects on the hydrodynamic evolution. The hotspot’s definition affects

calculated hotspot parameters, particularly in weak alpha-heating regimes where the

boundary between the hotspot and the shell is less well-defined.

The impact of perturbations on the hotspot was explored using idealised spike and

bubble perturbations. Less efficient PdV heating of the hotspot reduces the strength

of the alpha-heating bootstrap. The spike significantly increased heat flow out of the

hotspot from thermal conduction and alpha-heating; due to larger temperature gradients

and surface area around the spike, and the closer proximity of cold, dense material to the

primary fusion regions respectively. The bubble’s effect on the hotspot power losses was

minimal, but re-expansion into the bubble reduced confinement and truncated burn.

3D implosions based on National Ignition Facility Highfoot and High-Density Carbon

(HDC) designs were perturbed using short-wavelength multi-mode and long-wavelength

radiation asymmetry perturbations and scaled with capsule size and laser energy. The

multi-mode yield increased faster with scale factor due to more synchronous PdV com-

pression producing higher temperatures, and therefore stronger alpha-heating boot-

strapping. Significant yield degradation for the Highfoot design resulted in only modest

improvements in yield from scaling, whereas the less degraded HDC design demon-

strated non-linear yield scaling. Perturbed implosions in the propagating burn regime

exhibited fire-polishing due to thermal conduction and alpha-heating, in addition to

“aneurysm”-like loss of confinement.
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1 Introduction

1.1 Fusion Energy

As the impact of global warming and climate change becomes more evident, the global

pressure on governments to utilise renewable, carbon-neutral energy sources is rising,

as evidenced by the recent Paris climate accord [10]. However, conventional renewables

such as solar or wind power struggle to attain the scalability and reliability that has

made traditional fossil-fuel-based power so prevalent, due to the variability and weather-

dependence of the power output. Energy storage research is ongoing to find methods

to compensate for the variability of solar and wind, but has many challenges in finding

an appropriate medium that is able to satisfy the numerous requirements in capacity,

stability, charge and discharge rates, cost-effectiveness, reliability and scalability [11].

The ecological and environmental impacts of the large land areas required for solar and

wind farms also need to be taken into consideration. Alternatives such as hydroelectric

or geothermal provide more reliable power output, but remain very specific in their

location requirements. Nuclear fission, being neither wholly renewable nor fossil-fuel,

falls in an unusual middle-ground between the two. Scalable, stable and reliable, it

is nonetheless controversial, due to the extremely long-lived radioactive waste and the

possibility of a nuclear disaster. Strong fear of radioactivity among the public, combined

with disasters such as the 2011 Fukushima incident have resulted in stronger opposition

to the use of nuclear fission as a major energy source. Indeed, following the Fukushima

incident, Germany moved to phase out nuclear power entirely, although some countries

such as China and India continue to expand the sector.

In light of this, nuclear fusion energy presents a highly attractive potential solution,

combining key advantages of both renewables and non-renewables. In combining a near

limitless supply of fuel that can be extracted from seawater, a lack of greenhouse gas

emissions and a capacity for stable, high-density power generation, nuclear fusion offers

an almost ideal power source. There is no risk of a nuclear disaster as can happen with

runaway chain reactions in fission, due to stringent conditions required in the reactor

to maintain the fusion reaction. Even relatively minor deviations from the optimal

conditions can quench the reaction and halt any power output, and so fusion energy is

inherently very safe — although naturally this raises the difficulty of studying fusion

reactions, and therefore our ability to control and exploit it as an energy source.

It is perhaps worth noting that in recent years, the landscape of the fusion research

industry is beginning to change. Growing interest from private enterprises into the

potential of fusion energy has resulted in the emergence of a number of fusion-related

24
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companies. The approaches taken by these companies vary greatly, with some similar

to mainstream industry research, and some less so. While much work needs to be done

to validate each of these approaches, the increased diversity nonetheless highlights a

changing dynamic in the field.

Differences in binding energies between the products and the reactants in a nuclear

reaction manifest as mass differences, and thus can be used to generate energy (via

E = mc2). This is the core concept on which nuclear fission and fusion energy are based.

Fusion reactions generally require extremely high temperatures in order to overcome the

Coulomb repulsion between the colliding nuclei. While these conditions are abundant

in astrophysical circumstances, there are limits to the achievable temperatures and

pressures in a man-made reactor vessel. Because of this, the deuterium-tritium reaction

D+ T → 4He+ n is commonly considered to be the most viable for energy generation,

due to a significantly greater reaction cross-section at the conditions accessible in the lab

(where the cross-section indicates the probability of a reaction occurring upon collision).

The simplest approach of a beam-target setup results mostly in heating of the target

due to Coulomb scattering, rather than fusion. It follows that beam fusion is not a

viable approach to achieving fusion, unlike thermonuclear fusion – where the fuel is

heated to (and contained as) a plasma at very high temperatures. The two primary

methods of confining the fusion plasma are with magnetic fields (magnetic confinement

fusion, MCF) and with the plasma’s own inertia (inertial confinement fusion, ICF).

MCF approaches generally aim to confine a low density, high-volume plasma continu-

ously over an extended period of time, a steady-state process in which the nuclear fusion

sustains the plasma and provides the heat from which electricity can be generated. The

most commonly used device is the tokamak, which confines the plasma in a toroidal

configuration. Many organisations engaging in fusion research around the world focus

on this approach, including the JET and MAST at the Culham Centre for Fusion En-

ergy (CCFE), and the ITER collaboration between the EU, USA, China, Japan, South

Korea, India and Russia, based in the south of France.

ICF approaches are generally transient, using the plasma’s own inertia to confine

a very small volume of dense plasma over a short time period, during which fusion

reactions can occur.

1.2 Inertial Confinement Fusion

In this section, we explore the physical basis of inertial fusion energy, and the different

approaches taken by the field to achieve it.

1.2.1 Hotspot Ignition

Inertial confinement fusion (ICF) seeks to achieve fusion by using inertia (due to fuel’s

own mass) in order to confine the fuel. In contrast to MCF’s steady-state confinement,

ICF is an inherently pulsed process, and needs a significant proportion of the fuel to be
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burnt in fusion in order to produce power efficiently. The burn efficiency characterises

the fraction of the fuel that is burnt in fusion, and is defined as Φ = Nfus/N0 for total

fusion reactions, Nfus and number of pairs of DT particles contained in the fuel, N0.

For equimolar DT, this can be found to be [12, 13]:

Φ(t) =
t/2τr

1 + t/2τr
(1.1)

where τr = (n〈σν〉)−1 for total number density n and reactivity 〈σν〉.
For a plasma sphere of initial radius, R0, mass, m0, and volume, V0, expanding in

a rarefaction wave at sound speed, cs, the radius of the non-rarefied region R = R0 −
cst. Assuming that only the non-rarefied region, V (t) undergoes fusion reactions, the

effective confinement time is less than the time taken for the entire sphere to disassemble,

τconf = R0/cs and is given by:

∫ τconf

0

V (t)

V0
dt =

∫ τconf

0

R3

R3
0

dt =

∫ τconf

0

(
1− cst

R0

)3

dt =
R0

4cs
(1.2)

Substituting this into equation 1.1, using n = ρ/m0 and rearranging gives:

Φ ≈ ρR0

HB + ρR0
(1.3)

where HB = 8csm0/〈σv〉 is the burn parameter. Taking reference values of HB =

70kg/m2 [7] and a burn efficiency of 30%, the confinement parameter ρR required is

found to be ∼30kg/m2.

In order to minimise damage to reactor chambers, the energy released from each

fuel capsule must be limited to a few GJ, and therefore the fuel mass restricted to

O(101)mg. Considering the compression ratios required, with the density of solid DT,

ρDT = 225kg/m3, then for a fuel mass of 1mg the required density works out to

3 × 105kg/m3, i.e. a compression ratio of ∼ 1300 [7]. This is easiest to achieve in

a convergent geometry, and so the fuel capsule is usually imploded and compressed

spherically using high-powered radiation.

An example fuel capsule set-up is shown in Fig. 1.1 for a spherical NIF capsule, with

distinct ablator and solid DT layers outside the central region containing gaseous DT.

The ablator layer is often doped with a material of high atomic number (high-Z) like

Germanium or Silicon to prevent hard x-rays from penetrating too deep and preheating

the capsule, which reduces its compressibility and increases the energy requirements for

a given compression. The dopant concentrations are graded in several layers in order

to reduce hydrodynamic instability growth. The fabrication of the solid DT layer is

time-consuming since it must be cryogenically cooled to 18K, in order to freeze the DT.

While isentropic compression would minimise the entropy gain and energy required for

compression to a given ratio, the compression must also be fast in order to generate the

velocities required to attain the temperatures needed in the hotspot. The strong shocks
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(a) (b)

Figure 1.1: (a) An example NIF capsule target setup in a hohlraum and (b) an example
NIF target of around ∼ 1mm in radius, with the ablator dopant graded in
multiple layers in order to mitigate hydrodynamic instabilities. Reprinted
from [1] with the permission of AIP Publishing.

driven by the radiation pulse produce significant entropy, and the compression across

each shock front is limited to factors of ∼ 4 − 6. However, the use of multiple shocks

allows for both fast and near isentropic compression (with ideal isentropic compression

occurring in the limit of infinitesimally strong shocks of infinite number).

The implosion is propelled in a manner similar to an ablative rocket, using a driver

to heat up and expand the ablator layer on the outside of the capsule. As it expands,

conservation of momentum drives the capsule inwards, following the rocket equation:

vshell =
Pa
ṁ

ln

(
m0

mf

)
≡ vexhaust ln

(
m0

mf

)
(1.4)

for an ablation pressure, Pa, a mass ablation rate per unit area, ṁa, an initial shell mass,

m0 and a final shell mass, mf . Typically, ablation-driven rockets are much less efficient

than ideal rockets because the driver also heats the exhaust as it drives the implosion,

resulting in an implosion efficiency of between 5-20%, depending on the driver type. The

total work done during the implosion is PaV for a shell enclosing an initial volume, V ,

where the final volume Vf � V . Thinner shells will produce a faster implosion velocity

than a thicker shell for the same drive due to the lower shell mass, but also risk greater

disruption from hydrodynamic instabilities.

For a fuel capsule driven with driver energy, Ed, which produces total fusion energy,

Efus, the energy gain is defined as:

G =
Efus
Ed

(1.5)
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Figure 1.2: A schematic showing: (a) the general structure of the capsule, consisting
of layers of (from outermost to innermost) the ablator layer (green), DT ice
(blue) and DT gas (red); and (b) the structure of the capsule at peak compres-
sion, consisting of a central high-temperature, low-density hotspot (red), an
outer layer of low-temperature, high-density DT fuel (blue) and the remnants
of the ablator (green).

G needs to be large enough to account for energy-conversion inefficiencies in the driver,

and the thermal cycle to convert the energy into electricity. Assuming a thermodynamic

cycle efficiency of 40%, and requiring 25% of the electrical energy to be used to power

the reactor, then a driver efficiency of 10-30% gives a gain requirement of ∼30-100. In

addition, considering the efficiency of coupling driver energy into fuel energy, ηimp, the

fuel burn-up Φ and the internal energy of the plasma, 3kBT , this gives:

G =
17.6MeV

2× 3kbT
× Φ× ηimp (1.6)

for two reacting ions in the plasma, where 17.6MeV of energy is released by each DT

reaction, and we consider the internal energy of both the electrons and ions of each

reactant. Taking relatively optimistic values of Φ ∼ 0.3 and ηimp ∼ 0.1 gives G ∼ 20.

This therefore lowers the gain below the requisite levels if heating the entire fuel capsule

to ignition temperatures, known as volume ignition.

Hotspot ignition circumvents this problem, by driving only a small portion of the

whole fuel mass (called the hotspot) to ignition temperatures, and using this to initiate

burn throughout the rest of the capsule. Figure 1.2 shows (a) the general pre-implosion

structure of the capsule, with layers of ablator, DT ice and DT gas, and (b) the peak

compression structure of the capsule at the final stage of the implosion. This consists

of two distinct regions – <5% of the total fuel mass within the high-temperature, low-

density central hotspot and the rest in the low-temperature, high-density surrounding

shell of compressed fuel and remnants of the ablator layer. The hotspot needs to not

only be self-heating but produce enough fusion to propagate the burn throughout the

rest of the shell, which needs to absorb the majority of the energy contained within the

fusion alpha-particles.
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A typical hotspot ignition implosion involves multiple phases [7]. During the initial

“ablation” phase, the radiation drives an ablation front inwards as the outer surface of

the capsule is ablated. Ahead of the ablation front, a shock accelerates and compresses

the shell as it propagates inwards, driven by the ablation pressure. The initial shock is

driven at a relatively low ablation pressure in order to minimise the preheat of the shell.

The “acceleration” phase entails a series of jumps in the radiation drive temperature,

along with a corresponding increase in ablation pressure. Each jump drives a succes-

sively stronger shock into the capsule, calculated to coalesce just inside the ice layer of

the capsule, aiming to create fast and near-isentropic compression through a series of

shocks as described earlier. The radiation-drive is switched off after the majority of the

driver energy has been deposited, leaving the capsule material to freefall inwards, where

it is decelerated by rebounding shocks from the centre in the “deceleration” or “stagna-

tion” phase. This deceleration leaves relatively low-velocity material stagnating in the

centre of the capsule, which heats up as it is compressed by the rest of the dense fuel.

The innermost material forms the “hotspot”, which continues to be heated by mechan-

ical work up until peak compression, when the rest of the confining shell has stagnated

(and the capsule is at its smallest). Fusion reaction product energy deposition further

heats the hotspot, facilitating more fusion in a positive feedback or “bootstrapping”

process. If this is strong enough, then the hotspot will ignite and the heat transport

from the hotspot (via electrons and/or fusion products) propagates a burn wave out-

ward throughout the rest of the dense shell during a “burn” phase, igniting the rest of

the capsule. This will be further elaborated on in section 2.4 and chapter 4.

1.2.2 Approaches to Hotspot Ignition

The two approaches to achieving hotspot ignition in ICF most commonly used are

direct- and indirect-drive, which refer to the use of high-powered radiation to either

directly or indirectly drive a spherical implosion.

Direct drive is so-called as the (typically) laser radiation illuminates the capsule sur-

face directly, where the electrons are heated and electron conduction transfers energy

to the ablation front. However, long-wavelength non-uniformities can be generated de-

pending on the beam placement and the total number of beams, and short-wavelength

non-uniformities due to the intensity profiles of individual beams. In addition, laser-

plasma instabilities can affect the energy-coupling of the laser to the capsule, as well as

accelerate fast electrons which then preheat the fuel. Facilities conducting direct-drive

experiments include the OMEGA laser [14] at the University of Rochester Laboratory for

Laser Energetics (LLE), the Nike laser [15] at the Naval Research Laboratory (NRL) and

the GEKKO XII laser [16] at the University of Osaka. Although the National Ignition

Facility (NIF) at the Lawrence Livermore National Laboratory (LLNL) is primarily an

indirect drive facility, polar direct drive [17] experiments have also been recently fielded

on NIF [18].

Indirect drive uses high atomic number (Z) enclosures called “hohlraums” around the
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fuel capsule to generate an x-ray bath, which ablate the capsule surface and drive the

implosion. Although the laser-induced non-uniformity effects will also be relevant for

the laser deposition into the hohlraum, the use of the hohlraum reduces the impact

of these effects on the capsule. As a result, indirect drive allows for more uniform

intensity across the capsule surface. In addition, the x-rays generated by the hohlraum

are absorbed directly near the ablation front, whereas laser energy is deposited into

electrons at the critical surface. The energy is then transported to the ablation front

through thermal conduction, a process which becomes less efficient as the distance

between the ablation front and the critical surface increases. As such, the more efficient

absorption of radiation in indirect drive therefore produces higher ablation pressure and

velocity. However, the overall efficiency of coupling from laser energy to shell kinetic

energy is lower for indirect drive. This is predominantly due to the difference in surface

area between the hohlraum and the capsule — such that much less energy is incident

on the capsule surface than was incident on the hohlraum surface — with a minor

effect from the conversion of the laser into x-rays. NIF is used primarily for indirect

drive experiments, and the next section (Section 1.3) will go into further detail on the

indirect drive approach and the difficulties involved in achieving ignition on NIF. The

Laser Mega Joule (LMJ) facility in France is based on a similar design to NIF, and thus

also plans primarily to engage in indirect drive experiments.

1.2.3 Alternative ignition schemes

Alternative approaches to ICF often involve the separation of the compression from the

heating and ignition of the fuel, as in shock ignition and fast ignition, or the use of

magnetic fields. Separating the heating and ignition phases allows the use of slower

implosion velocities to compress the capsule, which reduces disruption due to hydro-

dynamic instabilities. Lower laser intensities also may also reduce the impact of laser-

plasma instabilities. However, the resultant lower temperatures and pressures require

an additional source of energy to trigger ignition.

In fast ignition, energetic particles such as electrons or ions are used as an external

heating source [19, 20]. These particles are typically generated by a high-intensity ignitor

laser pulse, with different methods of accessing the compressed plasma. The first [19]

involves using a laser to create a channel in the coronal blow-off plasma, through which a

second, high-intensity laser propagates in order to generate MeV electrons, in a process

known as hole-boring [21]. While this first uses conventional spherical capsules, the

second approach incorporates a cone into the capsule geometry [22]. This cone avoids

the need for a channelling pulse and shines the high-intensity, particle-generation pulse

directly onto the tip of the cone, where the electrons are generated very close to the

imploded plasma.

Shock ignition uses a spike in the laser intensity at the end of the laser pulse to prop-

agate a second, strong, spherically convergent shockwave into the centre of the capsule

[23, 24]. This second shock collides with the initial compression shock rebounding from
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the centre of the capsule, and results in higher hotspot stagnation pressures than in

conventional hotspot ignition. This scheme typically requires direct drive in order to

produce the sharp change in drive intensity required to generate the final shock. This

is due to the heat capacity of the hohlraum, which significantly slows the rise time in

laser energy to give a much slower rise in radiation temperature. In addition, the large

ratio between the hohlraum radius to the capsule radius (known as the case-to-capsule

ratio, or CCR) at the time of ignitor shock launch would reduce the coupling efficiency

and result in a much weaker shock [25].

Magnetised ICF [26, 27] aims to use magnetic fields embedded in the target as a way

of reducing the heat losses within the hotspot, while magnetised liner inertial fusion

(MagLIF) combines laser heating with this using an axial magnetic field in a cylindrical

target [28, 29].

In addition, interest in a volume ignition approach originating with double shells

[30, 31] has been rekindled with Molvig’s Revolver triple shell design [32]. The core

concept involves the use of a high-Z pusher shell, which reduces the convergence re-

quired to achieve a given shell density due to the higher density of the material. By

contrast, hotspot ignition requires a DT shell in order to increase gain through burn

propagation. The triple shell design can be considered as a double shell variant with

improved “impedance matching” between the shells to maximise efficiency of kinetic en-

ergy conversion. The high-Z shell is highly effective at capturing the radiation emitted

by the fuel, such that the re-emitted radiation can be used to heat the fuel to ignition

temperatures before stagnation.

1.3 National Ignition Facility

The National Ignition Facility (NIF) is a laser facility at the Lawrence Livermore Na-

tional Laboratory (LLNL), with a 192-beam laser capable of delivering 1.8MJ with a

maximum power of 500TW at 351nm in a 10m-diameter target chamber. It was de-

signed with the ignition and thermonuclear burn of deuterium-tritium (DT) capsules

in mind, and most of the NIF ICF experiments are based around the indirect-drive

approach described above. The physical basis for using NIF to achieve indirect-drive

ignition is documented by Lindl et al. [6, 33]. This section briefly outlines some of the

experimental and modelling progress made over the past decade at NIF.

1.3.1 National Ignition Campaign

The initial series of experiments in the National Ignition Campaign (NIC) ran between

2009-2012, and had the objectives of 1) achieving ignition and 2) demonstrating a

variety of diagnostic and experimental platforms and techniques useful for future HEDP

and ICF applications. The “Lowfoot” implosion design aimed to minimise the energy

threshold for ignition by maximising fuel ρR, with a target of attaining high gain. This

design used a CH ablator setup, similar to the one shown in figure 1.1.
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Although the campaign did not manage to achieve ignition, progress was made on

scientific understanding, technical expertise and the development of an array of diagnos-

tics and infrastructure. Shock-timing experiments showed adequate control to obtain

specified adiabats, and the target manufacture and characterisation precision greatly

improved [34]. NIC also revealed a number of performance-degrading factors on im-

plosions which lowered the yield below initial expectations. Foremost among these is

hydrodynamic instability growth stemming from a variety of sources, including but not

limited to: the contact between the tent membrane and the capsule surface, the indent

from the fill-tube, and asymmetries in the radiation drive.

These perturbation seeds grow due to the Rayleigh-Taylor (RT) and Richtmeyer-

Meshkov (RM) instabilities on the ablation front, the ablator-ice surface (during the

ablation/acceleration phases) and on the ice-gas surface (during the deceleration phase).

The initial perturbations can proceed to seed instabilities later in the implosion as the

growth “feeds through” from the outer (ablator-ice) to the inner (ice-gas) surfaces, with

a more pronounced effect for longer-wavelength perturbations. One can distinguish

between two types of perturbation, “shape” and “mix”, which generally refer to long

and short wavelength Legendre l-modes (with l = 2 or 4 and l ' 50 respectively).

The “mix” instabilities allow material from the ablator to penetrate and mix into the

hotspot, with the high-Z material increasing the radiative losses from the hotspot, while

the “shape” perturbations inhibit the conversion of implosion kinetic energy to thermal

energy. This is due to the non-uniformity of deceleration between different parts of the

capsule, such that some regions are decelerating before others [35].

1.3.2 Highfoot

After the end of NIC, various aspects of the implosion were modified in order to make

progress towards achieving ignition, as in the Highfoot campaign [36, 37]. The Highfoot

campaign used a differently shaped laser-pulse to drive a 3-shock implosion with a

higher adiabat and therefore a lower convergence ratio [38], reducing susceptibility to

instability growth at the ablation front. By increasing the initial picket (that is, the first

part of the pulse), the first shock driven into the capsule was stronger and faster, and

the higher trough increased the ablation velocity (and therefore ablation-stabilisation

(see Section 2.3). Doing so reduced the maximum possible gain of the implosion design,

but allowed greater control over the implosion and significantly reduced RT instability

growth at both high and low modes. Milestone performance was achieved in which the

alpha-particle energy deposition doubled the overall yield of the implosion [39], reaching

stagnation pressures of > 200Gbar and hotspot temperatures of ∼ 5keV .

Extensive computational modelling in both 2D [40] and 3D [2] allowed further inves-

tigation into the mechanisms of performance degradation. 2D integrated simulations

of the hohlraum and capsule using LLNL’s radiation-hydrodynamics code HYDRA [41]

investigated the effect of low-mode asymmetries [40, 42]. These low-mode asymmetries

showed a significant impact on the yield, characterised by the residual kinetic energy
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(RKE) of mass flows within the hotspot due to imploding fuel which did not decel-

erate and stagnate properly. Strong correlations were found between yield and RKE,

with the level of alpha-heating increasing significantly towards 1D-like performance as

RKE → 0. The source of these low-mode asymmetries is the radiation drive; effects

such as cross-beam energy transfer (CBET) [43] and laser-plasma instabilities (LPI) [44]

can alter the relative power between the inner and outer laser beams incident on the

hohlraum near the central circumference (the waist) and near the laser entrance hole

(LEH) respectively. CBET can increase the equatorial drive from the inners relative to

the polar drive from the outers earlier on in the implosion. In addition, the incidence of

the outer beams on the hohlraums can ablate high-Z plasma, which can affect further

laser propagation to the wall as well as to the waist [45]. This reduced laser power at

the waist can result in a stronger drive at the poles of the capsule, pushing the capsule

from a prolate spheroid shape earlier on towards an oblate spheroid. This effect of a

varying P2-mode over time is known as “swing”.

3D capsule-only simulations [2] revealed the extent to which 3D effects can perturb

the implosion from an ideal 1D spherical symmetry for both Lowfoot and Highfoot

implosions. These simulations incorporate effects of the capsule fill-tube, support tent

[46, 47] and surface defects [48], in addition to the aforementioned radiation drive asym-

metries. The simulations confirmed the reduction in ablation front instability growth

from Lowfoot to Highfoot, and again identified the low-mode asymmetries as the next-

most-significant factor affecting implosion performance. Although the tent-driven per-

turbations were reduced, they remained significant, particularly for the strongly driven

implosions with implosion velocities of > 370kms−1.

This particular study highlights the capability of simulations to recreate experimen-

tal data, with agreement across several measures of performance (e.g. neutron yield,

DSR, bang time) for implosions spanning different regions of parameter space (e.g. in

compression ratio, ρR and yield). However, in spite of this, discrepancies remain be-

tween simulation and experimental diagnostic data. For example, the burn-averaged

ion temperatures are consistently lower in simulations. Potential sources of error are

wide-ranging, such as from the physical models used in the simulation for e.g. thermal

conductivity [3], or the exclusion of other physics such as self-generated magnetic fields

[49].

1.3.3 High-Density Carbon

Following the Highfoot campaign, the experimental direction moved further towards

more robust and predictable designs, with high-density carbon (HDC) (i.e. nanocrys-

talline diamond) being explored as an ablator. Using a HDC ablator allowed for capsules

with thinner shells and larger inner radii than for an equivalent outer radius CH capsule,

corresponding to larger DT shell and hotspot masses. HDC is a more efficient ablator

than CH as the ablation front forms at a larger radius from the thinner shell, and there-

fore has a larger surface area and absorbs more energy, allowing for similar gains on
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Figure 1.3: Capsule implosion progress between the Lowfoot, Highfoot and HDC cam-
paigns shown at their respective bangtimes using post-shot 3D HYDRA sim-
ulations of NIF implosions N120405, N140819 and N161023. The left-half
displays ion temperature, and the right-half shows the density. Reproduced
from [2] and [3] with the permissions of AIP Publishing and IAEA .

higher adiabats, or conversely higher gains on similar adiabats [50]. The surface rough-

ness of HDC can be polished to 10× better than for CH, since it is a nanocrystalline

structure. The higher density also allowed for shorter laser pulses to be used (8− 10ns

compared to 15−22ns for CH), and by extension the use of near-vacuum hohlraums [51];

the gas-fill is primarily to prevent the plasma ablated off the hohlraum itself from filling

the hohlraum during long pulses [52]. Near-vacuum hohlraums demonstrated better

efficiency due to reduced backscatter, less fast-electron preheat and better hohlraum-

capsule energy coupling, in addition to better symmetry control from avoiding the use

of CBET for symmetry control [53]. However, the HDC ablation front scale lengths

are smaller, and if the HDC does not melt during compression, the inherent crystalline

grain structure can provide seeds for hydrodynamic instability growth [54]. The initial

shock temperature must therefore be high enough to melt the HDC in order to avoid

this structure imprinting on the shock, which necessarily increases the adiabat of the

capsule.

The resulting experimental campaign demonstrated significant improvements in sym-

metry control [55], particularly regarding low-mode asymmetries. As a result, the HDC

campaign produced landmark yields of 1.5×1016 and 1.7×1016 with shots N170601 and

N170826 [9]. Figure 1.3 (reproduced from [2, 3]) highlights the progress in implosion

symmetry between the Lowfoot, Highfoot and HDC campaigns. The Lowfoot hotspot

is not very well formed, while the HDC hotspot is significantly more spherical in shape

than the Highfoot hotspot. However, yield degradation due to the fill-tube in these ex-

periments is more prominent [3], having successfully reduced the impact of the tent and

radiation asymmetry perturbation sources. The fill-tube yield degradation occurs both

due to the entrainment of ablator and fill-tube material into a jet through the hotspot

[3], and the shadows cast by the fill-tube on the capsule surface during the initial X-ray

drive [56] seeding instability growth. Reducing the fill-tube diameter was a factor in

producing the landmark yields above [57].
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1.3.4 Exploring the design space

The number of variables in implosion design which can be modified is extensive, includ-

ing but not limited to the case-to-capsule ratio [58], the hohlraum gas-fill density [59],

the laser pulse shape and length, the ablator material [60, 61], the hohlraum material

[62], and even the hohlraum shape [63, 64]. There has also been some investigation

into counterbalancing the anticipated asymmetries by adjusting the initial shape of the

capsule (known as “shimming”) [65]. Some of these, such as different ablator materials,

have already been mentioned in the experimental progression towards the current HDC

designs.

Further work on CH ablator capsules focuses on extending the pulse-shape modifica-

tions made from Lowfoot to Highfoot [66]. While the Highfoot pulse shape drove a more

hydrodynamically stable implosion, it was also less compressed. Adiabat-shaping aims

to maintain the implosion stability of the Highfoot pulse shape in addition to achieving

the higher compressions as seen in the Lowfoot pulses. This is achieved by lowering the

laser power of the “trough” between the first and second pulses, such that the strong

first shock decays in the ablator and enters the capsule as a weaker shock, setting the

fuel on a lower adiabat while keeping the ablation front on a high adiabat [67, 68].

Experiments have been done with both 3-shock [69] and 4-shock [70] laser-pulses, and

have demonstrated significantly increased fuel compression while maintaining reduced

ablation-front instability growth. The experiments demonstrated reduced instability

growth relative to Lowfoot, and improved compression relative to Highfoot [71]. How-

ever, fuel compression was reduced in a high-power 3-shock compared to the low-powered

3-shock, thought to be due to increased electron preheat [72].

Beryllium is another alternative ablator which is undergoing investigation due to its

low opacity and high density. This results in greater ablation rates, pressures and veloc-

ities, and therefore greater ablative stabilisation to hydrodynamic instabilities [60, 61].

The drive temperature requirements are lower, allowing improvements to the x-ray drive

symmetry through the use of larger case-to-capsule ratios. However, the increase in ab-

lated plasma in the hohlraum may affect laser propagation, and the microstructure could

seed instabilities [73]. Initial experiments with beryllium ablators were predominantly

affected by low-mode radiation asymmetries [74, 75]. However, more recent experiments

demonstrated improved predictability and control through to stagnation [76].

The ablators CH, HDC and beryllium each have their own advantages and disad-

vantages, both in regards to radiation drive characteristics and susceptibility to various

perturbations. Simulation studies comparing the current and extrapolated performance

of the ablators have been done, both integrated hohlraum-capsule [61] and more detailed

capsule-only [60]. They indicated that more data are needed to better understand and

characterise beryllium ablators. Although beryllium is expected to have the highest po-

tential yield, it is also the most susceptible to both low-mode perturbations and surface

roughness-induced short-wavelength mix. While the fill-tube currently affects HDC the

most, the reduced 5µm fill-tube is expected to have a significantly smaller impact on
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all ablators. The tent impacts current CH and HDC designs the most, but the extrap-

olated beryllium design is expected to be the most vulnerable. A key observation from

the study is that the ablator choice is but one variable in the design space, and that

other factors such as case-to-capsule ratio or pulse shape will also strongly influence the

results. The set of parameters that are ideal for one ablator may not produce the best

results for another ablator.

Independent of the choice of ablator, ways are being developed to mitigate and reduce

the impact of various seeds of hydrodynamic instability growth. The capsule mounting

tent is one such seed, and investigations are underway into alternative capsule mounts

[77, 78]. These methods are aimed at either removing the tent completely, or reducing

the tent’s impact on the capsule hydrodynamics. The “tetra-cage” involves the use

of four 2.5µm-thick carbon nanotube wires to reduce the total contact area, with two

parallel wires supporting the capsule from below, and a further pair at the top running

perpendicular to the other pair. The cantilevered fill-tube uses the fill-tube to hold

the capsule, and supports the fill-tube 100 − 300µm from the capsule surface using a

12µm-thick SiC rod, while the “fishing-rod” instead supports the fill-tube by placing

it inside another, thicker (30µm) tube at 300µm from the capsule surface. Polar tents

instead aim to reduce the contact area between the tent and the capsule by attaching

the tent further up the hohlraum, strengthening the tent with an 8nm-thick layer of

Carbon (facing away from the capsule). The “foam-shell” uses a 200µm-thick layer

of SiO2 foam between the capsule surface and the tent to dampen the tent’s impact.

Initial hydrodynamic instability growth experiments show promising results, with all

three tent-less methods showing a reduction in total area affected compared to the

nominal tent, but an increase in shadows cast by x-rays. The foam shell prevented tent-

related perturbations but demonstrated significant perturbations from target handling

and manufacture, in addition to unexplained 3D broadband structures, while the polar

tent was also dominated by unexplained 3D structures rather than the expected smaller

radius tent perturbation. Overall, the investigation is far from conclusive and much

work remains to be done [78].

The expansion of the high-Z plasma from the hohlraum wall has been seen to occur

across a range of low- and intermediate gas-fills in hohlraums with a variety of ablators

and hohlraum sizes [58]. As previously mentioned, this bubble of plasma can affect the

propagation of the inner laser beams and therefore the overall symmetry of the radiation

drive [45]. One method to address this involves changing the shape of the hohlraum by

increasing the radius where the outer beams are incident to make an “I-raum”, i.e. a

hohlraum with a cross-section similar to that of an “I” [79]. By simply moving the wall

further from the centre, the impact of the bubble is reduced as it takes longer to reach

the inner beams. Other approaches to address this bubble involve increasing the gas-fill

density or using a low-density foam.
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1.4 Perturbations and igniting hotspots

It is clear that much work both has been and is being done to mitigate the impact of

the numerous sources of perturbations which affect the performance of ICF implosions.

Huge progress has been made over the past decade in identifying perturbation sources

and minimising their effects on implosion performance. Experiments are now entering a

regime in which alpha-heating is a significant contributor to the performance, reaching

yields of ∼ 2 × 1016 with a gain of ∼ 2 relative to the kinetic energy of the shell [9].

However, implosions remain affected by perturbations, albeit to a significantly reduced

degree.

This work focuses on the interactions between perturbations and hotspots undergoing

ignition and burn. Much of the existing work in this area focuses on the growth rates

of Rayleigh-Taylor Instabilities (RTI) in the deceleration phase. Lobatchev and Betti

[80] established the significance of mass ablation from the shell’s inner surface on the

growth rates of deceleration phase RTI, using both analytic and 1D LILAC calculations.

Atzeni demonstrated the ablative stabilisation effect of thermal conduction and alpha-

heating from the hotspot on the RTI growth rates using the 2D DUED code [81] with

single-group diffusive alpha-particle transport and bremsstrahlung radiative losses [4].

Notably, the impact of the perturbation on the hotspot formation was also considered,

showing a delay in the ignition of the hotspot in addition to a reduction in size of

the hotspot. Figure 1.4 shows the time-evolution of an ICF capsule perturbed by a

large amplitude, l = 16 mode perturbation undergoing ignition and burn in this study,

showing significant shell distortion and hotspot size reduction.

Schiavi and Atzeni [5] also explored the isolated perturbation growth rates for spikes

and bubbles of varying extents, again using DUED in 2D with multigroup alpha-particle

diffusion and bremsstrahlung losses. Here, better ablative stabilisation was found for

spike perturbations compared to bubble perturbations, as demonstrated in figure 1.5

comparing perturbation growth for spike and bubble perturbations at three widths using

a “classical” model with just hydrodynamics and bremsstrahlung losses, and a “fusion”

model including thermal conduction, fusion reactions and alpha-particle transport. Fan

et al. [82] also considered the growth rate of deceleration phase RTIs, finding that the

increased mass ablation from direct deposition of alpha-particle energy into fuel in the

dense shell layer was a stronger stabilising effect than the destabilisation of increased

deceleration due to increased hotspot temperature and pressure, using the 2D code

LARED-S with multi-group radiation and alpha-particle diffusion.

Levedahl and Lindl’s [83] ignition threshold based on the implosion velocity and

compressibility also included a method to incorporate the impact of cold material mix;

this was done through an increase in velocity proportional to the ratio of the mixed (full)

to the clean (reduced) hotspot radius. Kishony and Shvarts [84] built on this concept

of a clean-volume analysis for perturbed hotspots by extending it to lower perturbation

modes. This analysis was used in conjunction with a 2D self-similar analysis to develop

a model for the ignition and gain of perturbed hotspots.
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Figure 1.4: Time-evolution of a 2D DUED simulation of an ICF capsule perturbed by a
large amplitude l = 16 perturbation undergoing ignition and burn, showing
greyscale density maps and selected ion temperature contours. Reproduced
from [4] with permission. © IOP Publishing. All rights reserved.
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Figure 1.5: Comparison of the growth of single spike (left) and single bubble (right) per-
turbations using the “classical” and “fusion” models for three angular widths
and identical initial amplitudes, performed using DUED. Reproduced from [5]
with the permission of AIP Publishing.

More recent works include models for hotspot ignition under perturbed conditions

by Springer et al. [85] and Cheng et al. [86]. Springer et al. [85] developed a 3D

dynamic model based on a common central hotspot undergoing PdV work from a 3D

shell consisting of individal 1D radial cold fuel profiles with separate areal densities

and implosion velocities. The hotspot itself is 1D, with 0D power balance contributions

from thermal conduction, alpha-heating and pure bremsstrahlung radiative loss. Using

experimental inputs such as the implosion velocity, adiabat and 3D ρR variation from

neutron diagnostics, the model was found to agree well with experimental observables

such as yield and ion temperature.

Cheng et al. [86] quantified the effect of P2 shape deformations on the hydrodynamic

disassembly time of the hotspot by using the shortest radius of the deformed hotspot in

the calculation. This was then used in a 1D ignition criterion [87] (explained further in

section 2.4.1) to establish a shape-dependent ignition criterion. The analysis was also

used in conjunction with other analytical models [87, 88] to compare the yield from

these models to experimental data, to good agreement.

Taylor and Chittenden [89] instead considered this area from the viewpoint of how

perturbations might affect the hotspot formation and conditions, using 3D simulations

with local alpha-particle deposition and an escape-probability model for the radiation

transport transitioning smoothly between optically-thin bremsstrahlung and optically-

thick black-body emission. The study explored the volume-integrated hotspot power

balance with an analytic model, and how perturbations affected the parameters of this

model from their unperturbed values.
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Bose et al. [90] also considered the impact of asymmetry on ICF hotspots in a similar

manner. 2D DEC2D simulations were used without alpha-heating or radiation transport

to explore the effect on hydrodynamics and thermal transport for sub-ignition implosion

designs. The perturbations were found to reduce the PdV compression of the hotspot

through residual mass flow. Hotspot bubbles were shown to be preferentially cooled by

the ablative mass flow, reducing the hotspot burn volume in a manner reminiscent of

the clean-volume analysis of Kishony and Shvarts [84].

Another study by Clark et al. [3] explored the requirements for achieving ignition

using 2D and 3D HYDRA simulations. 3D simulations with a comprehensive set of

perturbation sources (including fill-tube, fill-tube shadows, tent scar, radiation drive

asymmetries and capsule surface roughness) were used to accurately recreate the ex-

periment, and then 2D simulations were then hydrodynamically scaled to project the

performance. It is noteworthy that these 3D simulations were the first HYDRA sim-

ulations of this type to include in-line Monte-Carlo alpha-particle transport, having

previously been limited by computational memory constraints.

1.5 Overview of Thesis

In this work, we aim to explore the interactions of perturbations with the hotspot to

investigate ignition and burn in their presence, considered from the viewpoint of the

hotspot power balance. This work builds upon Taylor and Chittenden’s work [89, 91]

with upgraded physics models such as multi-group non-diffusive radiation transport and

Monte-Carlo alpha-particle transport, and a focus on igniting and burning hotspots and

the role of alpha-heating.

The background theory is given in chapter 2, in which we first describe the underlying

physics of charged particle transport in high energy density plasmas; this is key to accu-

rately modelling the energy deposition of alpha-particles in the hotspot and shell. The

core physics of the hotspot power balance and perturbation growth via hydrodynamic

instabilities are then given, along with a review of how perturbations can impact the

hotspot formation and properties. The processes of ignition and burn in the hotspot are

described, in addition to the theory behind hydrodynamic equivalence in scaling ICF

implosions with capsule size and laser energy.

Accurate alpha-particle transport is necessary in order to ensure confidence in results

within regimes where alpha-heating is the dominant source term. Numerical aspects of

this are covered in chapter 3, in which we describe the Chimera code and the develop-

ment of a Monte-Carlo charged particle transport model designed for the modelling of

alpha-particles in ICF implosions. This includes computational method considerations

as well as the implementation and testing.

One-dimensional modelling of the hotspot dynamics is explored in chapter 4, in which

we examine the evolution of the hotspot with particular regard to the time- and radius-

dependent variations of the power balance. The optical thickness of the hotspot is

investigated, with Appendix A giving some additional background to radiative transfer
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in plasmas. The properties of the hotspot and the power balance in various regimes

of alpha-heating are compared. The effects of alpha-heating on the hydrodynamics of

implosions scaled in capsule size and laser energy are shown in 1D, and provide insight

into how the performance of the hotspot is dependent on the power balance. In addition,

the dependence of these properties on how one defines the hotspot is studied.

Chapter 5 explores the impact of two idealised perturbations, a single spike and a

single bubble, on the hotspot in 3D. The impact of these different types of perturbations

on the various contributions to the hotspot power balance is examined and connected to

their effects on the time-varying hotspot properties. The effects on overall performance

are then discussed in relation to how ignition and burn are affected by the perturbations.

Chapter 6 investigates the scaling of 3D perturbed implosions with capsule size and

laser energy. We examine how this scaling is affected by different forms of perturbations

and by different implosion designs with different yield degradation levels. The effects of

alpha-heating on the hydrodynamics under perturbed conditions are demonstrated, and

the results of the scaling studies are compared to similar work projecting experimental

performance as a function of driver energy.

Finally, chapter 7 summarises our findings and examines ways in which this work

could be improved and built upon. In addition, potential avenues of research that are

now available with the enhanced capabilities developed in the course of this work are

suggested.



2 Theory

In order to understand hotspot ignition under inhomogeneous conditions, we must first

consider the mechanisms through which the hotspot can gain or lose energy, and how

these mechanisms are affected by asymmetry. Section 2.1 examines various models of

charged particle transport in plasmas, in order to understand the process by which

alpha-particles heat the hotspot. Section 2.2 then discusses the other mechanisms in

the hotspot power balance, such as thermal conduction, radiation and mechanical work.

The presence of perturbations can affect the hotspot power balance, and so section 2.3

considers the theory of perturbation growth and interactions with the hotspot. Following

this, we then explore ways in which hotspot ignition is characterised in section 2.4,

before explaining the various regimes the hotspot undergoes in its evolution towards

propagating burn. Lastly, in section 2.5 the theory of hydrodynamic scaling of ICF

capsules, which is used to access the various burn regimes, is given.

2.1 Charged Particle Transport

In this section we describe some commonly used models for the stopping of charged

particles in plasmas, noting that an in-depth discussion of charged-particle stopping is

beyond the scope of this work. It is instructive to briefly review a derivation of the

classical Spitzer treatment, in which Coulomb collisions are considered with only small-

angle scattering. We will then consider more complicated models which incorporate

physics such as large-angle scattering, collective effects, quantum scattering, degeneracy

and plasma coupling.

2.1.1 Spitzer

Following Spitzer [92], consider a particle of species α of velocity vα, mass mα and

charge Zαe, colliding with background particles β of mass mβ and charge Zβe. The

long range of electrostatic forces results in the majority of collisions occurring at large

distances with small-angle deflections, and thus we examine the effect of the sum of

these small-angle collisions.

After N collisions, the change in velocity perpendicular to vα is given by the sum of

the deflections:

∆vα,⊥ =

N∑
j

(∆vα,⊥)j (2.1)

The randomness of collisions means the exact value of ∆vα,⊥ cannot be calculated, but

42
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instead can be averaged for a large number of particles. This diffusive process results in

an average 〈(∆vα,⊥)〉 of zero for an isotropic distribution of velocities in field particles

β, but a non-zero averaged diffusion coefficent of 〈(∆vα,⊥)2〉. For a Maxwellian, the

non-zero coefficients are 〈(∆vα,‖)〉, 〈(∆vα,‖)2〉 and 〈(∆vα,⊥)2〉.

For the case mα � mβ, we can calculate 〈(∆vα,⊥)2〉 from:

(∆vα,⊥)2 =
4v2
αb0
b

(2.2)

where b is the impact parameter between two colliding particles, and b0 ≈ e2/4πε0m〈v2〉 ≈
e2/(4πε0·3kbT ) is the impact parameter for a 90◦ deflection [93]. Averaging over test par-

ticles within a cylindrical shell defined by vα and the impact parameter range (b, b+db)

gives:

〈(∆vα,⊥)2〉 =

∫ bmax

b0

2πbvαnβ(∆vα,⊥)2db = 8πnβv
3
αb

2
0 ln

(
bmax
b0

)
(2.3)

where nβ is the number density of field particles, and the Coulomb logarithm ln Λ is

ln( bmaxb0
). Here, bmax is given by the Debye length λe =

√
kbTeε0/e2n.

When generalised to any mass ratio mα/mβ, Chandrasekhar [94] and Spitzer [92]

give:

∂vα‖
∂t

= −A(1 +mα/mβ)
G(w)

v2
β

(2.4)

∂v2
α‖
∂t

= AG(w)/vα (2.5)

∂v2
α⊥
∂t

= A
erf(w)−G(w)

vα
(2.6)

A =
Z2
αZ

2
βe

4nβ ln Λαβ

2πm2
αε

2
0

(2.7)

G(w) =
erf(w)− w ∂ erf(w)

∂w

2w2
(2.8)

where w = vα/vβ, ln Λαβ is the Coulomb logarithm between the two species, erf(w) =

2/
√
π ×

∫ w
0 e−t

2
dt is the error function and G(w) is the Chandresekhar function. We

can calculate vβ as v2
β = 2kTβ/mβ. ∂vα‖/∂t is the frictional drag term stemming

from the above coefficient 〈(∆vα,‖)〉, while ∂v2
α‖/∂t and ∂v2

α⊥/∂t are the parallel and

perpendicular diffusive terms respectively.

If we consider only the frictional term ∂vα‖/∂t, the stopping power due to this term

can be written simply as dE/dx = mαdv/dt. The full stopping power which includes

energy-loss due to the diffusive terms is given:

dE

dx
=
Z2
αZ

2
βe

4

4πε20

nβ ln Λαβ
mαv2

α

[
mα

mβ
ψ (y)− ψ′ (y)

]
(2.9)
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where y = w2,

ψ (y) =
2√
π

∫ y

0

√
ξe−ξdξ = 2w2G(w) (2.10)

and

ψ′ =
dψ

dy
=

2√
π

√
ye−y =

2√
π
we−w

2
= w

∂ erf(w)

∂w
(2.11)

2.1.2 Li and Petrasso

Li and Petrasso noted that the large-angle scattering events were likely important for

stopping in inertial confinement plasmas, particularly at the end of the stopping range of

an alpha-particle [12], and proceeded to generalise the Fokker-Planck equation to include

the effects of large-angle scattering [95]. The impact of collective plasma oscillations

is also included through an ad hoc “collective” Coulomb logarithm ln Λc [96] in their

formulation:
dE

dx
=
Z2
αZ

2
βe

4

4πε20

nβ
mβv2

α

{H (y) ln Λb + Θ (y) ln Λc} (2.12)

H (y) = ψ (y)− mβ

mα

{
ψ′ − 1

ln Λb

[
ψ (y) + ψ′

]}
(2.13)

where ln Λc ≡ ln
[
1.123 (y)1/2

]
, and Θ(y) = 0, 1 for y ≤ 1, y > 1 is the Heaviside step-

function. Here, the collisional Coulomb logarithm is calculated as ln Λb = ln (λD/bmin),

with a maximum impact parameter as the Debye length λD and a minimum bmin =√
b20 + λ2

B, a quadrature sum of b0, the impact parameter at 90◦ (with reduced mass

mr and relative velocity u) and the de Broglie wavelength λB = ~/2mru. In low

temperature and high density regimes, λD and bmin calculations should include the

effect of electron degeneracy. The large-angle scattering contribution is given by the

1/ ln Λb term in equation 2.13, while the collective effects are included by the ln Λc

term in equation 2.12. Accordingly, equation 2.12 reduces to equation 2.9 without these

corrections. A recent erratum [97] gives a correction to the model for vβ, which should

be calculated using kbT/mβ rather than 2kbT/mβ for the collective stopping power.

2.1.3 Maynard-Deutsch

The Maynard-Deutsch (MD) model [98] uses the random-phase approximation (RPA)

[99] to treat the dielectric function in a plasma with arbitrary electron degeneracy. This

model considers contributions from both free and bound electrons through Coulomb

collisions and collective oscillations (plasmon modes), and allows slowing calculations

for any velocity ratio vα/ve, but neglects ion contributions. The formulation uses Fermi-

Dirac statistics to treat the degeneracy, but recovers the same results as the classical

Boltzmann case at high plasma temperature. The overall effect of degeneracy is to

reduce the stopping power, as compared to the non-degenerate case.

We will proceed to use Zimmerman’s parameterisation of the model [100] (hereafter

labelled as MDZ), which is significantly more computationally tractable as it does not
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require numerical integration:

∂E

∂x

∣∣∣∣
e

=
Z2
αe

4

4πε20

1

mev2
α

nFLF (2.14)

LF =
1

2
ln
(
1 + Λ2

F

)(
erf (w)− 2√

π
we−w

2

)
(2.15)

ΛF =
4πmev

2
e

hωpe
· 0.321 + 0.259w2 + 0.0707w4 + 0.05w6

1 + 0.130w2 + 0.05w4
(2.16)

ve =


√
πh(2πme)

−1
[
4ne

(
1 + e−µ/Te

)1/3]
degenerate√

(2kTe) /me non-degenerate
(2.17)

Zimmerman also includes a simple ion contribution, included here with a modification

to the Coulomb logarithm [101]:

∂E

∂x

∣∣∣∣
i

=
Z2
αZ

2
βe

4

4πε20

nβ
mβv2

α

ln Λ (2.18)

ln Λ =
1

2
ln

(
1 +

b2max
b2min

)
(2.19)

where the maximum impact parameter bmax =
√
λ2
D + a2

i for Debye length λD and ion

sphere radius ai = (3/4πni)
1/3, and the minimum impact parameter bmin =

√
b20 + λ2

for 90◦ impact parameter b0 and de Broglie wavelength λ = ~/2mru as defined previ-

ously.

2.1.4 Brown, Preston and Singleton

Brown, Preston and Singleton [102] use a dimensional continuation method to determine

the charged-particle stopping for a weakly coupled plasma to leading order in plasma

coupling parameter g:

g =
ZαZβe

2κβ
4πε0kbTβ

(2.20)

for a plasma species β of charge eβ, temperature Tβ and inverse Debye length κβ = 1/λD.

This gives both classical and quantum contributions for dE/dx of the form g2 ln
[
Cg2

]
for constant C, which is exactly calculable in their method, with no restrictions on

particle charge, mass or speed (beyond being non-relativistic).

The general BPS stopping power consists of three contributions from the plasma

background (for each species):

dE

dx BPS
=

(
dECS
dx

+
dECR
dx

)
+
dEQ

dx
(2.21)

where the first term corresponds to the classical short-range, Coulomb scattering, the

second term is due to long-distance, collective effects and the last term represents short-

range two-body quantum scattering.
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The full expressions are not included here, but can be found in the appendix A in

Singleton [103] or alternatively, equations (3.3), (3.4) and (3.19) in the Brown-Preston-

Singleton paper [102].

The standard Spitzer derivation combines the short-range Coulomb scattering with

the long-distance dielectric effects (j ·E loss) through the impact parameter integral

between the short-range minimum impact parameter b0 up to the long-range maximum

impact parameter of the Debye length (λD), producing the standard Coulomb logarithm

factor ln Λ, and some constants of order one. Brown, Preston and Singleton note that the

computation of these constants that accompany this Coulomb logarithm factor is more

difficult than reaching the logarithmic term itself, which can be used using relatively

simple physical arguments. Their approach instead calculates Coulomb scattering for

dimensions ν > 3 and the j ·E collective loss term for dimensions ν < 3, thus avoiding

any divergence in the respective integrals. The results are then obtained in the limit of

ν → 3.

Quantum corrections are included, calculated by considering short-range quantum

scattering effects. The importance of these effects can be gauged through the dimen-

sionless Coulomb parameter ηαβ, which measures the strength of the interaction between

the projectile particle α and the background particles β:

ηαβ =
ZαZβe

2

4πε0~vαβ
(2.22)

where vαβ = |vα − vβ| is the (average) relative velocity. When ηαβ � 1 (i.e. vαβ � 1),

quantum scattering is significant.

2.1.5 T-Matrix

Gericke et al. [104–106] considered stopping power using the quantum Boltzmann equa-

tion for two-body interactions, under both static [104] and dynamically-screened [106]

Coulomb potentials. The dynamic screening adjusts the Coulomb potential based on

a velocity-dependent effective screening length, λ(v) with a term exp(−r/λ(v)). The

model name stems from the T-matrix in the Lippmann-Schwinger equation describing

the two-particle quantum scattering interaction. The approach thus considers binary

collisions of arbitrary strength (i.e. both small-angle and large-angle scattering). While

the static case requires collective effects to be added through a first-order RPA solution

to the Lenard-Balescu equation, the dynamic-screening includes these effects ab initio.

However, the approach is not rigorous in that the screening length λ(v) is adjusted such

that the overall stopping power tends towards the correct asymptotic limits.

2.1.6 Theoretical Comparison

In comparing the validity and accuracy of various stopping models, we need to consider

both the plasma conditions for which the model is valid, as well as the physical effects

that the model seeks to address. The plasma conditions under which the stopping power
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is calculated can be measured by the degeneracy parameter, Θ = kbT/EF , for Fermi

energy EF and the plasma coupling, either through g (see equation 2.20) or Γ, where

g2 = 3Γ3; g uses the Debye length whereas Γ uses the Wigner-Seitz radius. The strength

of the coupling between the charged particle and the plasma can be measured by the

quantum parameter ηαβ, as defined above in equation 2.22. The physical interactions

between the particle and the background plasma included in the stopping model can in-

clude short-range small-angle and large-angle Coulomb scattering, long-range collective

oscillations, and quantum scattering.

Clearly, the Spitzer model is the simplest scenario, considering only classical small-

angle scattering in an ideal plasma. The Chandrasekhar function varies according to

vα/vβ, and therefore accounts for some variation in the particle-plasma coupling ηαβ.

We note that effects such as degeneracy or quantum scattering can be included ad hoc

through the Coulomb logarithm, such as by using a quadrature sum of the electron tem-

perature, Te, and the Fermi temperature, TF , in the calculation of the Debye length,

or a quadrature sum of the de Broglie length and b0 as the minimum impact parame-

ter. LP includes both small-angle and large-angle Coulomb scattering, as well as an ad

hoc collective oscillation term. As mentioned for Spitzer, the effects of degeneracy and

quantum scattering can be included in an ad hoc manner via the Coulomb logarithm

and bmin calculations respectively. In addition, the variation in ηαβ is accounted for in

a similar manner as in Spitzer, using the Chandrasekhar function in a modified form.

MD includes small-angle Coulomb scattering and long-range collective oscillations, at

arbitrary degeneracy. The result includes the effect of quantum scattering through the

quantum dielectric function, but not large-angle scattering. The MD calculation is de-

rived for arbitrary particle velocity, which is parameterised in a thermal coupling factor

similar to the Chandrasekhar function, like in the Spitzer and LP models. However,

it does not consider large-angle scattering or strong plasma coupling. BPS includes

small-angle Coulomb scattering, collective oscillations and quantum scattering, to all

orders of ηαβ for weakly-coupled plasmas, but does not include large-angle scattering

or consider degeneracy. The T-matrix approach considers Coulomb scattering beyond

first-order, including large-angle scattering and strong coupling, but uses a simple, ad

hoc dynamic screening length to incorporate the effects of collective oscillations and

does not include degeneracy.

2.1.7 Experimental Comparison

The Maynard-Deutsch and BPS have shown very similar results in the weakly coupled

(Γ ≤ 0.1) plasma regime [107]. In the less weakly coupled regime (0.1 < Γ . 1), Hayes et

al. [108] experimental study using reaction-in-flight (RIF) spectra measured on NIF im-

plosions found Maynard-Deutsch to agree the best with the measurements. Since RIFs

occur mainly in the cold fuel, the study focuses predominantly on constraining stopping

powers under these strongly degenerate and coupled conditions (n ∼ 1032m−3, T ∼
0.5keV ≈ Γ ∼ 0.2,Θ ∼ 0.6). The BPS model was not used as the plasma conditions
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were beyond the validity of the model. The LP model had significantly worse agreement

with the experimental results here. However, it is unclear that these LP calculations

included the correction [97], which should have brought the model into better agreement

with MD.

Frenje et al. [109] explored the charged-particle spectra using an OMEGA implosion

of equimolar D-He3, with plasma conditions ranging from ne ∼ 1028 − 1029m−3 and

Ti ∼ 3 − 12keV (Γ � 1 and Θ � 1). Spectra were measured for DD tritons, DD

protons, DHe3 alphas and DHe3 protons, and found that the BPS model required the

quantum corrections to agree with experimental data. The data were found to generally

agree well with both the BPS and LP (including the correction) models, particularly

for vi > vth; here, vi is the velocity of the charged particle and vth the thermal plasma

electron velocity However, due to the lack of a Te measurement, the study was un-

able to definitively discriminate between the BPS and LP models, which demonstrated

differences of ∼ 20% around vi ∼ vth.

Cayzac et al. [110] also compared various stopping models with experimental data

in fully ionized plasmas at ne ≈ 5 × 1026m−3 and Te ≈ 150eV , corresponding to weak

plasma coupling Γ ≈ 0.01 and low degeneracy. The study focuses on the energy loss

around the Bragg peak, i.e. vi ∼ vth, and shows good agreement of BPS and a T-matrix

approach [106] with the experimental data. The LP model (without the correction) is

also compared to the T-matrix model, and appears to overpredict the stopping power

by around 20− 25%.

Note that the inclusion of quantum effects on the stopping power, such as quantum

scattering and degeneracy, is significant, and can result in a 30% reduction in the overall

stopping power [107–109].

It seems that the BPS and the T-matrix models agree quite well with available exper-

imental data within the range of validity (weak coupling). The corrected LP model also

appears to give better agreement than the uncorrected version, but it is still unclear

as to whether agrees as well as BPS. Our model (described later in chapter 3) uses

the MDZ model as described above for the stopping, in combination with the Spitzer

diffusion coefficients. The MDZ model is simpler and faster to compute than either the

BPS or the T-matrix model, and it will be shown later (see section 3.5) that the MDZ

model agrees well with the BPS model, which agrees with experimental data.

2.2 Hotspot Power Balance

The power balance within a hotspot determines whether a hotspot is self-heating, which

is necessary for ignition to occur, and is dictated by the equation:

dE

dt
= Wdep +Wm +We +Wγ (2.23)

where Wdep is the power density contribution due to deposition of fusion products, Wm

due to mechanical work, We due to thermal conduction and Wγ due to radiation. Each
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Figure 2.1: Hotspot energy loss and gain regimes in ρR−T space, shown for an implosion
velocity of u = 300kms−1. Reprinted from [6] with the permission of AIP
Publishing.

of these terms will be explained in more detail in the following subsections.

Figure 2.1 shows the regions in areal density-temperature parameter space in which

each of the processes dominates the hotspot power balance, for an example scenario

where the implosion velocity is equal to 300kms−1. The two loss regions are radiation

and conduction loss dominated, while the gain region can be divided into two: the

hotspot creation region dominated by mechanical work conversion to internal energy,

and the self-heating region, dominated by deposition of fusion products (normally alpha-

particles). As the implosion progresses, the hotspot follows a trajectory moving from

low ρR and T to higher values of both through different regimes – and ideally into the

self-heating region. The boundaries as shown in figure 2.1 [6] are an example, and will

vary as the implosion velocity changes throughout the implosion.

2.2.1 Mechanical Work, Wm

Mechanical work is responsible for the creation of the hotspot, with the imploding shell

acting as a piston to compress and heat the inner region. In general, the change in

energy due to work being done by a volume at a pressure, P , with a resultant change

in volume, dV , is dE = PdV . Hence for a hotspot being formed by an imploding shell,

the volume-integrated mechanical work on the hotspot is given:

Wm =
dE

dt
= −P dV

dt
= PSv (2.24)

for a sphere of radius r, volume V and surface area S, imploding at velocity v. For a

hotspot of radius Rhs(t), v is equal to the fluid velocity at Rhs(t), not dRhs(t)/dt. This

term contributes towards heating the hotspot until stagnation, at which point the shell

can no longer do work against the hotspot pressure. Once the hotspot starts to expand
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against the inertia of the shell, it loses energy as work is instead done on the shell.

2.2.2 Thermal Conduction, We

Thermal conduction losses from the hotspot are predominantly due to electron conduc-

tion — ion conduction is much less efficient at transporting heat due to the larger ion

mass. Following [89], the thermal conduction losses from the hotspot can be calculated

in 1D from the divergence theorem:

We = −
∫
∇ · (κ∇T )dV = −

∫
κ(Rhs)

dT

dr

∣∣∣∣
r=Rhs

dS (2.25)

for a hotspot of radius Rhs with surface and volume elements dS, dV respectively.

Assuming a classical Spitzer conductivity for electron-ion collisions [92]:

κSpitz =

(
8

π

) 3
2

(
1

1 + 3.3
Z

)
(kBT )

5
2 kB

Ze4√me ln Λ
(2.26)

where ln Λ is the electron-ion Coloumb logarithm.

For a 1D implosion, the temperature profiles of the hotspot and cold shell can be

described by [89]:

T (r, t) = Ths(t)− (Ths(t)− TR(t))

(
r

Rhs(t)

)q
(2.27)

where the exponent q can be species-dependent, Ths is the temperature at the centre

of the hotspot and TR is the temperature at the edge of the hotspot (i.e. at r = Rhs).

Using equation 2.27 for dT/dr, replacing the constants in equation 2.26 with a single

constant A and integrating for the spherically symmetric, 1D case:

We =
ATCRhsq(Ths − TR)T

5
2
R

lnΛ
(2.28)

Although the thermal conduction transports heat out of the hotspot into the shell,

this process actually both drives mass ablation of shell material back into the hotspot,

and heats up this ablated mass. In this manner, less energy is required from the hotspot

itself to heat up the ablated mass and therefore heat flow from the hotspot can be seen

as being recycled into the hotspot as mass flow, rather than purely as energy lost [111].

2.2.3 Radiation, Wγ

For low-Z plasmas at high temperatures of several keV, the primary radiative mechanism

is bremsstrahlung. If optically-thin, the radiative losses would be equal to the frequency-

integrated bremsstrahlung emissivity, which is given [112]:

J =

∫ ∞
0
jνdν =

32π

3

(
2πkbTe

3me

) 1
2 Z2e6

mec3h
nine (2.29)
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for a plasma with electron temperature, Te, and electron and ion number densities ne, ni

respectively. This means that the emissive power of a given optically thin volume can

be given as:

Wγ = Aγ

∫
(ρ(r))2(T (r))1/2dV (2.30)

The density profile can be related to the temperature profile given in equation 2.27,

assuming isobaricity. Ignoring any reabsorption, the integral can be approximated to

give a profile factor of ∼ T 0.7
hs (the details of which can be found in the thesis of S. Taylor

[91], equations (3.3.9)− (3.3.12)), finally giving:

Wγ ≈ Aγρ2
hsT

1.2
hs V (2.31)

where Ths is in keV.

This provides a useful indication of how the radiative losses within the hotspot scale.

However, as will be shown in section 4.2, the hotspot is not entirely optically thin —

1keV photons in hotspot conditions have a mean free path of ∼ 25µm, which is of the

order of the size of the hotspot. This indicates that some of the radiation emitted from

the hotspot will be reabsorbed as it transits across the hotspot. Indeed, considering the

expression for the frequency-dependent bremsstrahlung absorption [112]:

κν =
4

3

(
2π

3mekbT

) 1
2 Z2e6

hcmeν3
nine (2.32)

we can see that the cold dense shell will strongly absorb radiation from the hotspot,

due to the nine scaling.

2.2.4 Fusion Product Deposition, Wdep

In a DT plasma, the fusion reaction D + T produces 3.45MeV alpha-particles and

14.1MeV neutrons. Of these products, the main interaction for the neutrons is elastic

scattering with the plasma ions, losing (on average) a fraction 2A/(A+1)2 of their energy

during a collision with an ion of mass number A. The mean free path of the neutrons is

given by ln = 1/σn for number density n and collision cross-section σ, which is equal to

0.8×10−28m2 for D and 10−28m2 for T. This gives ln ≈ 1.1×10−3m, significantly larger

than the hotspot radius Rhs ≈ 3×10−5m. Therefore, we do not include neutron energy

deposition in our studies of central hotspot ignition. It is worth noting that neutron

energy deposition can have an effect on the evolution of the propagating burn wave,

and any potential detonation transition [113].

In addition, the effect of the plasma ambipolar E-field, given by:

eneE = −∇P− βne∇T (2.33)

can be ignored for alpha-particle transport in hotspots. Assuming an isobaric, unmag-

netised DT fuel assembly (such that ∇P = 0, β = 0.7029 [114]), the electric field can be
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calculated by:

eE = −β∇T (2.34)

For a hotspot of size ∼ 30µm in radius, central temperature 7keV and edge temperature

1keV , the energy gained by an alpha-particle in this electric field ∼ 8.5keV . Since this

is much less than the 3.45MeV of the alpha-particle, the effect of this is negligible for

the dynamics of alpha-heating.

The alpha-particles deposit energy back into the plasma via Coulomb collisions, with

differing fractions of their total energy being coupled back into the electrons and ions.

The stopping power of an alpha-particle on a plasma species depends on the ratio of

the velocities between them — the closer the ratio to 1 (i.e. the closer the velocities),

the stronger the interaction. Hence, the fraction of energy coupled into each species is

highly temperature-dependent — at lower temperatures the majority of the Coulomb

collisions occur with the electrons, whereas as Te increases, the scattering due to (and

therefore contribution from) ions becomes more significant. To illustrate, the velocity

of a 3.45MeV alpha-particle is ∼ 107m/s, ∼ 3 × 107m/s for a 5keV electron, and

∼ 5 × 105m/s for a 5keV DT ion. At solid density (ρ = 225kgm−3), the fraction

deposited into the ions is approximately [12]:

fi ≈
1

1 + 32
Te

(2.35)

This gives the temperature at which equal fractions are deposited into each of the

electrons and ions as Te = 32keV . Note that this temperature has a small density

dependence, and decreases to Te = 24keV at ρ = 107kg/m3 [12]. Since the temperatures

here are significantly lower than 25-30keV, the majority of the energy will be deposited

into the electrons, which then equilibriate with the ions. The alpha-particle velocities

decrease as [12]:

dvα
dt

= − vα
2tαe

, tαe '
42T

3
2
e

ρ ln Λαe
ps (2.36)

for electron temperature Te in keV, density ρ in g/cm3, and Coulomb logarithm ln Λαe

between alpha-particles and electrons. Considering the eqns. 2.36, it is clear that the

cold, dense shell outside the hotspot is very effective at stopping the alpha-particles,

and thus there is a thin layer in the hotspot-shell boundary which is rapidly heated.

This is the process by which burn waves begin to propagate post-ignition.

2.3 Perturbations

Hydrodynamic instabilities, of which the Rayleigh-Taylor Instability (RTI) is particu-

larly prevalent, can greatly exacerbate the small imperfections inherently present within

the capsule over the course of the implosion.. In this section, we describe the growth

rate of the RTI and its relevance to ICF, in addition to how perturbations can affect

the hotspot.
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2.3.1 Perturbation Growth

The RTI occurs at the interface between two fluids of differing densities (ρ1, ρ2, where

ρ1 > ρ2), where the heavier fluid is being accelerated into the lighter fluid at some rate,

g. For the simplest case [115], a perturbation to the interface would grow exponentially

with time, ∼ eγt, with the rate given by:

γ =
√
ATkg (2.37)

for Atwood number AT =
√

(ρ1 − ρ2)/(ρ1 + ρ2) and perturbation wavenumber k.

2.3.1.1 Ablative Rayleigh-Taylor Instabilities

The ablative RTI is a modifed version of the above scenario, in which the interface is

undergoing some kind of ablation, and therefore can be seen as a moving interface. The

laser-driven ablation of the outer surface of an ICF capsule undergoes precisely this

situation, and therefore is susceptible to the ablative Rayleigh-Taylor instability.

It has been shown [80, 116–119] that ablation at the interface reduces the instability

growth rate, the effect of which can be included in an extension to the growth rate in

equation 2.37 [117] to give:

γ = α
√
ATkg − βkva (2.38)

for ablation velocity va and constants α, β, which are of order 1. Instinctively this can

be seen as the removal of material from the edge of the unstable perturbation due to

ablation, which therefore reduces the size of the perturbation.

This can be further extended to an interface of finite scale length, Lm = min |ρ/ (dρ/dx)|,
within which the density varies smoothly between the two values. The growth rate is

then given by an extension to equations 2.37 and 2.38 [120]:

γ = α

√
ATkg

1 +ATkLm
− βkva (2.39)

Physically, the finite scale length reduces the density gradient and therefore the density

discontinuity characterised by the Atwood number AT .

2.3.1.2 Deceleration Phase Rayleigh-Taylor Instabilities

The ablative RTI is most commonly considered during the ablation phase of the im-

plosion, where the ablator material is ablated by radiation and accelerates the capsule

inwards. However, it is also relevant on the inner surface of the shell during the decel-

eration phase, during which the dense outer shell is being decelerated by the rapidly

increasing hotspot pressure. The deceleration phase RTI features significant ablative

stabilisation [80, 111] due to heat flux from thermal conduction, radiation transport

and alpha-transport out of the hotspot. Sources of perturbations here can arise due to

surface defects on the inner surface, in addition to those which “feed-through” from the
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outer surface of the shell (due to, for example, radiation asymmetries or the tent scar).

2.3.2 Impact on the hotspot

While the heat flow from the hotspot can affect the size and growth of perturbations

through ablative stabilisation, the perturbations themselves also affect the energetics

and evolution of the hotspot.

Perturbations can affect the implosion velocity and synchronisation of fuel stagnation,

and therefore the overall efficiency of conversion from kinetic energy to thermal energy

[89], resulting in residual kinetic energy (RKE) in the fuel due to unstagnated mass flow

within the hotspot [40]. This can be illustrated through pressure differences between

the hotspot and perturbed regions. The spike regions take longer to decelerate and

penetrate deeper into the hotspot owing to the high ram-pressure compared to the

hotspot thermal pressure, while the lower ram-pressure bubble regions stagnate and

re-expand earlier against the hotspot thermal pressure. As a result, the KE conversion

to thermal energy is spread over a longer time period owing to the varying velocities

of different regions. If the spike amplitude is high, the KE contained in the spike may

not all be thermalised, unless a collision occurs with another spike in the centre of the

hotspot. In the unperturbed case, the entirety of the shell stagnates simultaneously,

and therefore the conversion of KE to thermal energy occurs in a shorter, higher peaked

impulse.

In general, the perturbations can increase the thermal conduction losses from the

hotspot due to both temperature gradient compression and increasing overall surface

area of the hotspot. If large-enough amplitude, the perturbation could entrain high-Z

ablator and dopant material into the hotspot (as the fill-tube does [8]), which would

increase radiative losses. The average implosion velocity of a perturbed shell can increase

owing to mass flow from spikes into bubbles [89], and in combination with a reduction in

temperature from the less efficient PdV heating, can result in higher hotspot densities

and therefore radiation emission.

Taylor and Chittenden [89] characterised perturbations into ‘shape’ and ‘mix’ pertur-

bations, as defined by the characteristic size of the hotspot bubble, Rb and the rate of

thermal conduction collapse of the bubble, which scales as ∼ R2
b . For shorter-wavelength

(smaller-scale) mix perturbations, hotspot bubble collapse occurs on a faster timescale

than the stagnation time. The thermalisation of the bubble material with the shell

(i.e. the mixing of the hotspot and shell material) removed thermal energy from the

hotspot and reduce the total hotspot volume. Longer-wavelength shape perturbations

result in bubbles which remain part of the hotspot and therefore hot compared to the

shell. These bubbles increase overall thermal conduction losses but at a slower rate

than for the mix perturbations, and does not reduce the hotspot volume. These can

be considered as an effective reduction in the hotspot radius [84]. Different modes of

perturbation can also interact with one-another, resulting in off-centre trajectories and

therefore worse KE thermalisation [89].
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Note that even with highly perturbed hotspots, early time perturbation growth does

more work on the hotspot and therefore boosts the early time fusion yield even as the

later-time fusion burn is quenched.

2.4 Hotspot Ignition and Burn

In this section, we describe the hotspot evolution towards ignition and burn after the

formation at stagnation.

2.4.1 Ignition

In magnetic confinement fusion, ignition is defined as the point where fusion reaction

energy-deposition compensates entirely for the losses, and the plasma requires no more

energy input to sustain fusion reactions. This definition is usually formulated in the

form of a Lawson-type criterion [121], such as Pτ > f(T ).

However, the non-steady-state, transient nature of ICF means that this MCF def-

inition is not directly applicable. Levedahl and Lindl [83] defined ignition as “when

energy deposition from the central hotspot is sufficient to generate a self-sustaining

burn wave in the surrounding fuel”. In their following investigation of scaling laws for

ignition, they defined the point of ‘marginal ignition’ as a capsule gain of 1 — defined

as the ratio of the capsule yield to the (estimated) energy absorbed by the capsule.

Scaling laws for this ignition energy, Eign have been explored under the conditions of

constant drive pressure, varying implosion velocity and fuel adiabat [83, 122], presented

as Eign ∼ αaifv
b
imp for in-flight adiabat αif and implosion velocity vimp, and constants

a, b. Herrmann et al. [123] explored a similar case for varying drive pressure P , resulting

in an ignition condition of the form Eign ∼ αaifvbimpP c.
Betti et al. [124] instead modified a simple Lawson criterion derived from a steady-

state balancing of alpha-particle heating with energy losses:

Pτ >
24

εαS(T0)
(2.40)

to define ignition as χ = 1 for the ignition parameter:

χ =
1

24
PτεαS(T0) (2.41)

where

S(T0) ≡ 1

Vhs

∫
Vhs

〈σν〉
T 2

dV (2.42)

and εα = 3.5MeV is the alpha-particle birth energy. Here, the confinement time τconf is

defined as Rs/vimp, for cold shell radius Rs and implosion velocity vimp (mass-averaged

across thickness of the shell). The ignition parameter definition is manipulated into

a form based on experimentally measurable parameters: the neutron averaged total

areal density (ρR)tot and temperature T . The condition can be extended into 3D using



56 Chapter 2. Theory

a ‘clean’ volume analysis [84], where the hotspot volume is effectively reduced due to

perturbations.

Cheng et al. [87, 125] derive an alternative ignition criterion by requiring the fu-

sion reproduction time, τrep, to be less than the confinement time, τconf , taken to be

hydrodynamic disassembly time of the hotspot, τH (= τconf ). This definition of the

confinement time is one of the key differences to Betti’s model; Cheng et al. define it

as the hydrodynamic disassembly time of the hotspot, rather than the entire capsule:

τH =
Rhs
C∗s

(2.43)

for hotspot radius Rhs and hotspot effective sound speed, C∗s = Cs/fT ; this is the

hotspot adiabatic sound speed, Cs, adjusted by the cold fuel tamping through tamping

factor fT ∝
√
ρshell/ρhs [7]. The fusion reproduction time is calculated as:

τrep =
ET

Ė
(2.44)

where the total hotspot energy density is:

ET = 3(nD + nT )kbT + Erad (2.45)

Erad is the radiation energy density, and the hotspot power balance is:

Ė = nTnD〈σν〉DTWα −
∑
i

Q̇il (2.46)

which includes fusion product energy deposition (the first term) as well as energy

loss terms, Qil. However, for simplicity, the electron thermal conduction losses and

bremsstrahlung were ignored, and a simple black-body radiation loss used (Erad = aT 4)

to give an ignition criterion in the form:

(ρR)hs ≥
(1 + d)2

d

[
3kbT + aT 4/nDT

]
CsADT

fT 〈σν〉DTWαNA
(2.47)

where d = nD/nT is the deuterium:tritium ratio, nDT ≡ nD + nT = ρDTNA/ADT ,

ADT is the atomic mass of the DT mixture, and ρDT = ρhs here, as nD, nT refer to

the number densities within the hotspot. This shows the other key distinction of the

model, which is the use of the hotspot areal density rather than the total areal density.

The physical reasoning here is that a necessary and sufficient condition for ignition to

occur is a sustained thermonuclear burn in the hotspot, and therefore the areal density

of interest is that of the hotspot rather than the total areal density. These differences

result in a stricter ignition criterion.

Springer et al. [85] recently proposed an ignition criterion based on incorporating

the effects of PdV expansion on the cooling of the hotspot, not just the positive PdV

work during compression. The key criteria for ignition was identified as: the net alpha-
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heating in the hotspot must be both positive and increasing faster than the rate of PdV

expansion. This criterion is equivalent to requiring dT
dt > 0 and d2T

dt2
> 0 at minimum

volume.

2.4.2 Burn Regimes

More qualitatively, we can examine the different characteristics of the hotspot when it

undergoes various phases/regimes of ‘burn’. Here, we describe briefly the properties in

each regime, but reserve a more complete illustration and discussion for chapter 4.

In the non-igniting or ‘self-heating’ phase, the alpha-particles produced by rela-

tively weak levels of fusion heat the capsule more, depositing their energy throughout

the hotspot. Although the centre of the hotspot is the hottest and therefore produces the

most alpha-particles, the non-local alpha-particles are emitted isotropically and there-

fore results in similar levels of heating throughout the hotspot. The hotspot tempera-

ture remains relatively low during this phase, and therefore the hotspot transparency to

alpha-particles is relatively low, owing to higher stopping within the hotspot; here, we

define the transparency as τα = lα/Rhs for alpha-particle mean free path lα and hotspot

radius Rhs [126, 127]. During stagnation, this self-heating phase begins in tandem with

the PdV work being done on the hotspot. Failure can occur at this phase if the timescale

of the alpha-heating is too long relative to the confinement time — in other words, if

the capsule takes longer to heat up from fusion reactions than is required for the capsule

to disassemble hydrodynamically.

The temperature increase of the hotspot due to alpha-particle energy deposition re-

sults in a significant boost to the fusion reactivity. Within the temperature range

2 − 6keV , the fusion reactivity scales roughly as ∼ T 4. Thus the increase in reac-

tivity in turn produces more fusion, which produces more alpha-particles; this is the

positive feedback/bootstrapping process by which high gain in central ignition inertial

confinement fusion occurs. We term this the ‘robust ignition’ phase. This increase in

temperature also produces a corresponding increase in pressure, which can lead to ear-

lier capsule re-expansion and can lead to failure if inadequately confined. The stopping

power within the hotspot decreases as the temperature increases, and thus the mean

free path of the alpha-particles increases, depositing more energy into the hotspot-shell

boundary layer and the shell itself.

Although there is a degree of alpha-particle energy deposition into this layer during

the robust-ignition phase, it is the significant increase in this deposition (due to the

hotspot-alpha transparency increasing) which begins the ‘propagating burn’ phase.

As the energy deposition into the shell increases, more material gets ablated off the

shell. This begins the propagation of the deflagration wave, as the front of alpha-

particle energy deposition moves into the cold fuel layer, ablating it away. Deflagration

is a sub-sonic, ablation-driven burn wave, in which the heat due to electron thermal

conduction and alpha-heating flows out of the hotspot into the shell, and mass flows from

the shell into the hotspot. This process increases the total mass of burning material,
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and thereby boosts the yield again. Note that the hotspot density does not necessarily

increase during this burn-wave propagation, due to the increase in volume through both

mechanical expansion and the propagation of the burn-wave. The build-up of hotspot

pressure during this phase accelerates the re-expansion, and can exacerbate weak points

of confinement into an aneurysm-like path to failure.

During deflagration, the deposition of alpha-heating and electron thermal conduc-

tion energy is correlated. However, the hotspot is becoming progressively hotter and

producing more fusion alpha-particles, to which it is also becoming more transparent.

This results in an intensification of the alpha-particle energy deposition into the cold

fuel, accelerating the deflagration front and compressing the cold fuel shell even more.

This compression can lead to a shockwave which transitions into a ‘detonation’ wave

[113]; a detonation wave is a supersonic burning shockwave in which the propagation of

the shock through material raises the temperature enough to ignite it. Detonation can

result in a large yield gain due to the elevation of the entirety of the fuel into a burning

plasma state, in which it continues to fuse during the post-detonation disassembly.

Gauthier et al. [113] describe an alternative path to the deflagration-detonation tran-

sition, in which neutron energy deposition reduces the deflagration-wave compression,

but allows the alpha-particles to penetrate deeper into the fuel. The pre-heating of the

cold fuel by the neutrons allows the alpha-driven deposition front to propagate ahead of

the electron thermal conduction front. The alpha-driven deposition front accelerates up

the density gradient as the reaction time in the material decreases sharply owing to the

rapid boost in temperature. The subsequent deceleration of the deflagration wave as

it propagates down the density gradient (past the peak of the shell density) allows the

plasma expansion to produce a shockwave. The amplification of this shockwave through

the rest of the shell then transitions into a detonation front. Both of these deflagration-

detonation transitions are effectively due to the acceleration of the deflagration front

into a supersonic wave.

2.5 Hydrodynamic Scaling

The theory of hydrodynamic equivalence in the scaling of ICF hotspot ignition implo-

sions was developed by Nora et al. [128] in order to compare implosions between the

30kJ OMEGA facility [14] (which can perform smaller implosions up to multiple times

a day) and the 1.8MJ NIF facility (which performs larger implosions, but at most once

a day).

A set of hydrodynamically-equivalent implosions can be defined as having the same:

unablated mass fraction, in-flight aspect ratio (both initial and during the acceleration

phase), dimensionless trajectory, and dimensionless thickness. Using a 1D rocket model

to model the implosion, hydro-equivalence can be shown to require the same implosion

velocity Vimp, adiabat α and ablation pressure or drive intensity, assuming the same

kind of pulse shape.

An implosion with initial radius R0 requires total laser energy EL ∝ R3
0 to drive it,
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with a laser power PL ∝ R2
0, implosion timescale t ∝ R0. This means that if one were

to scale up a particular capsule design by some scale factor S, then the driver energy

would need to increase by a factor of S3. In this scaling, all of the capsule radii and

shell thicknesses are therefore increased by a factor S. In the case of indirect-drive,

this would also require an increase in hohlraum size by S so as to maintain an identical

case-to-capsule ratio (CCR).

The hydrodynamic scaling is also expected to apply to the acceleration-phase RTI,

with the growth factors for all modes remaining identical due to the capsule evolving

to the same convergence ratio from the same dimensionless radius. However, in order

to obtain the correct ablation front properties and achieve the right implosion velocity,

aspects of the capsule such as the dopant concentration and ablator thickness would

have to be reduced [3]. This is because various properties of the drive do not scale

hydrodynamically, such as the optical depth for x-ray absorption.

In addition, deceleration-phase RTIs also do not scale hydrodynamically, as the ab-

lative heat flow from the hotspot also does not scale hydrodynamically. As seen in

section 2.2, the ablative heat flow involves alpha-heating, thermal conduction and radi-

ation transport. This can be seen first from scaling of the hotspot temperature, which

is not expected to be invariant; in an analytic adiabatic model of the hotspot neglecting

alpha-heating and radiative losses, and considering thermal conduction losses as com-

pletely recycled due to ablation, Zhou and Betti calculated the hotspot temperature

to scale with the laser energy as ∼ E
2/21
L . This was a reasonable match to the fit cal-

culated from 1D LILAC simulations of ∼ E0.07
L (i.e. ∼ S0.2) [129]. From the hotspot

temperature scaling (∼ S0.2), and using equations 2.28 and 2.30, it can be seen that the

thermal (T 7/2) and radiative (T 1/2) losses from the hotspot are also not scale invariant,

but scale roughly as ∼ S0.7 and ∼ S0.1. Although the radiative contribution to the

ablative heat flow is a smaller proportion of this optically-thin volume emissivity cal-

culation, this serves to indicate the non-hydrodynamic scaling nature of the radiation

transport. Naturally, the alpha-heating energy deposition in the hotspot also does not

scale hydrodynamically; intuitively this is clear from the positive feedback interaction

between alpha-heating and the hotspot temperature.

Using the same models (without alpha-heating), the yield was also predicted to scale

as ∼ E
3/2
L , or equivalently ∼ S4.5 [128]. This sets a lower bound on the expected yield

scaling from this process when including alpha-heating.
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In this chapter we describe the development of a charged particle transport package

for the radiation-magnetohydrodynamics code Chimera, with the primary application

of modelling fast fusion alpha-particles during the ignition and burn process in ICF

experiments. Section 3.1 describes Chimera and the physics currently implemented.

Section 3.2 then explains the potential ways to approach modelling fast alpha-particles,

and Section 3.3 gives details on the implementation of the Coulomb collision framework

and the relevant algorithms. Section 3.4 clarifies the underlying computational struc-

tures necessary to implement these algorithms. The unit and regression tests of the

implementation are then described in section 3.5.

3.1 Chimera

All simulations described in this thesis were performed using the radiation-magneto-

hydrodynamics code Chimera. Chimera has been developed over a number of years

by various contributors, and undergone numerous upgrades during this time. Recent

upgrades include the conversion of the radiation transport from single-group to multi-

group [130], and the implementation of extended magnetohydrodynamics (MHD) terms

[131].

Chimera uses a 3D Eulerian mesh in any of Cartesian (x, y, z), cylindrical (r, z, θ) or

spherical (r, θ, φ) geometries. Domain decomposition is used to split the computational

load, such that each processor simulates only a subset of the total simulation domain.

The MPI protocol is used to communicate boundary information between processors.

3.1.1 Hydrodynamics

In the case of no MHD (as applies to this work), Chimera solves the following fluid

equations:

∂ρ

∂t
+∇·(ρv) = 0 (3.1a)

∂ρv

∂t
+∇·(ρvv) = −∇(Pi + Pe) + Fα (3.1b)

∂εe
∂t

+∇·εev = −Pe∇·v +∇·(κe∇Te) +Qei +Qγ +Qα,e (3.1c)

∂εi
∂t

+∇·εiv = −Pi∇·v +∇·(κi∇Ti)−Qei +Qα,i (3.1d)

60
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for a fluid of density ρ and velocity v. Electrons and ions are treated as separate species,

with individual energy densities εe,i, temperatures Te,i, conductivities κe,i and pressures

Pe,i. Quasineutrality is assumed, such that the electron and ion densities have the same

velocity, and therefore they are considered as a single fluid for the hydrodynamics. Fα

is the effect of the alpha-particle Coulomb collisions on the momenta of the electron

and ion fluids. Qei is the collisional energy exchange between the electrons and ions,

Qγ is the energy exchanged between the electrons and the radiation field, and Qα,e/i is

the energy deposited into each species due to Coulomb collisions with alpha-particles.

As explained in section 2.2.4, the neutron contribution to the heating of the hotspot is

negligible and is therefore ignored.

The hydrodynamics solver consists of a 2nd order van Leer advection [132, 133], in

combination with a von Neumann-Richtmeyer artificial viscosity. A simple line interface

calculation (SLIC) [134] based method is used to maintain an approximate interface

between the ablator and fuel materials to advect the materials separately.

3.1.2 Equation of State

Chimera uses tabulated equation of state data calculated using the Frankfurt equa-

tion of state (FEoS) model [135–137], with a separate table for each material. The

thermodynamic variables are calculated from the Helmholtz free energy, F :

F = Fe + Fi + Fbond

where Fe and Fi are the electronic and ionic contributions respectively, and Fbond is

a correction to the bonding to achieve zero pressure at solid density. The electron

contribution is calculated using Thomas-Fermi theory, i.e. assuming a Fermi gas in the

presence of an atom. The ionic contribution is calculated using the Cowan Model, which

interpolates between various empirical models valid over smaller subsets of the density

and temperature ranges. These tables are pre-calculated and tabulated offline, with an

inline look-up procedure in order to expedite calculations. The look-up procedure uses

the density and internal energy of each material to look-up electron and ion tempera-

tures, which are then used in conjunction with the densities to find the pressure, sound

speed and ionisation.

3.1.3 Thermal Conduction

The thermal conduction heat flow in Chimera, as seen above in the hydrodynamic

equations, is given by:

∇ · q = ∇·(κ∇T ) (3.2)
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where the thermal conductivity, κ, is calculated following Spitzer and Braginskii [138]:

κe = AT,e
neT

5/2
e

(
∑

j Z
2
j nj) ln Λ

(3.3)

κi = AT,i
niT

5/2
i

Z2
eff (

∑
j Z

2
j nj) ln Λ

(3.4)

where the coefficients AT,e/i also include the Epperlein and Haines [114] modifications

in the case of a magnetised plasma,
∑

j are sums over different material species, j, Zj

is the effective ionisation of species, j (i.e. allowing for partial ionisation) and Zeff is

the overall effective ionisation of the plasma.

The thermal conduction algorithms were recently upgraded by C. A. Walsh [131]

(along with extended MHD capabilities, not applicable to this work) to include a super-

stepping scheme [139]. This scheme reduces the number of subcycles, s, required in the

thermal conduction algorithm (from s to
√
s), and in doing so speeds up calculations.

3.1.4 Radiation Transport

Chimera solves the following equations for radiation of energy flux, Fν , and energy

density, Uν , at frequency, ν, propagating through material of emissivity, jν , and opacity,

kν :
∂Uν
∂t

+∇ · Fν = 4πjν − kνcUν (3.5)

1

c

∂Fν

∂t
+ c∇ · Pν = −kνFν (3.6)

Equation 3.5 represents the conservation of energy for radiation of a given frequency,

and equation 3.6 the conservation of momentum. The equations are closed using the P1

approximation [140] — which substitutes Pν = 1
3Uν I into equation 3.6 — giving non-

diffusive transport. This is then adjusted into P1/3 to obtain the correct wave-speed in

the free-streaming limit (see A.3 for more details):

1

3c

∂Fν

∂t
+
c

3
∇Uν = −kνFν (3.7)

The equations are solved for multiple radiation groups. Automatic flux limiting [141]

analytically integrates equations 3.5 and 3.6 with an integrating factor exp(ckνdt), and

varies the flux smoothly between the diffusive and free-streaming limits. In doing so,

this also prevents the transport of more energy than the free-streaming limit, which

is possible under the P1/3 approximation (but not physical). This method provides

smooth flux variation between the diffusive and free-streaming limits. Here, the radia-

tion transport interacts with the hydrodynamics through the change in energy density

of the fluid, Qγ (in equation 3.1). This is calculated using the divergence of the flux,∫
∇ · Fνdν, as well the direct emission and absorption contributions from the plasma.

A more comprehensive description of the algorithms is given by C. Jennings [142] and

K. McGlinchey [130].
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3.1.4.1 Atomic Data

The detailed configuration accounting (DCA) code Spk is used to provide the atomic

data, developed at Imperial College London by N. Niasse [143]. Spk uses the screened

hydrogenic model (SHM) energy levels, including nl splitting [144], and supplemented

with experimental energy levels from the NIST atomic database [145]. The population

of these energy levels is solved for using a modified Saha equation following an effec-

tive temperature method [146], which allows for coronal-radiative (coronal) equilibrium

(CRE); CRE allows for equilibrium between radiative de-excitation with collisional ex-

citation and de-excitation. The opacities and emissivities are calculated and tabulated

offline, and then looked up in-line. Fully resolved spectra at important conditions which

the materials will undergo are used to inform the choice of frequency groups, striving

to capture as much of the spectral detail as possible [130], such as ionisation edges and

line structure.

3.1.5 Fusion Products

We refer the reader to section 3.2 below, which discusses the various approaches to

modelling fusion alpha-particles, including those implemented into Chimera. Neutron

deposition is assumed negligible.

3.2 Approaches to alpha-particle modelling

There are several different approaches to modelling fast-fusion alpha-particles, each with

varying degrees of accuracy and ease of implementation.

The simplest is local instantaneous heating, which considers only the amount of energy

contained in the alpha-particles, and ignores any transport of said energy. This is

the method originally implemented in Chimera, as it is straightforward to implement,

wherein the number of fusion reactions within a given cell is used to calculate the total

amount of alpha-particle energy released. This energy is partitioned among the electron

and ion fluids within the cell in accordance with the strength of the interactions between

alpha-particles and the respective fluids (see sections 2.2.4 for further explanation). This

partitioning can be approximated [12] to give equation 2.35:

fi =
1

1 + 32
Te

for the fraction of α-energy deposited into the ion fluid.

One level up from this is local, non-instantaneous (or delayed) heating. This accounts

for the finite time over which the slowing via Coulomb collisions occur by calculating

the energy as in the local instantaneous case, and depositing it in the local cell over the
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finite timescale (adjusted from equation 2.36):

τslow =
1.3× 103T

3
2
e

ρ ln Λαe
ps (3.8)

where Te is in eV and ρ is in kgm−3.

However, the failure of both of these models to account for the finite alpha-range leads

to significant inaccuracies. Local deposition results in the fusion heating only regions of

plasma which are already the hottest, leading to significantly faster pressure build-up

in a smaller region than would result from the non-localised heating of a much larger

volume. The energy transport out of the hotspot is restricted primarily to thermal

conduction (and radiation transport), with no direct alpha transport of energy, and

therefore naturally produces much hotter hotspots. Clearly such models cannot be

used to accurately study burn propagation, but are best-suited for order-of-magnitude

calculations of experiments with low levels of alpha-heating.

It is much more physically accurate to model the non-locality of the alpha-deposition

due to the high velocity of the alpha-particles. This charged particle transport through

plasma can be done using deterministic or stochastic (kinetic) models. Deterministic

models attempt to solve the Fokker-Planck equation, for example by reducing it to

a diffusion equation [147], or by using discrete ordinate methods [148–150]. In these

models, the energy- (or velocity-) dependence of the Coulomb scattering can be treated

using a multi-group structure. Diffusive models are based on an assumption of isotropy,

and thus struggle with anisotropic sources and sharp features, which become washed

out by the diffusive transport. Discrete ordinates methods are best suited for highly

anisotropic sources, or 1D simulations where the isotropy is given by the geometry. In

multiple dimensions, the ray effect [151] arises naturally from the discretization of angles

- that is, quantities are transported preferentially along particular angular directions,

which is non-physical.

Kinetic (or stochastic/Monte-Carlo) modelling of alpha-particles is the most physi-

cally accurate with the fewest approximations involved, but is also the most compu-

tationally demanding, requiring large numbers of particles to maximise statistical and

physical accuracy, in addition to large quantities of random numbers and particle mem-

ory. There are two general approaches for implementing Coulomb collisions in particle

simulations in plasmas; the binary approach and the grid-based Langevin approach. In

the binary approach, particles in a cell undergo Coulomb collisions in pairs, with parti-

cles paired off and scattered off one another, conserving energy and momentum in the

process [152, 153]. This approach is suited to modelling multiple species as particles,

such as in full Particle-in-Cell (PIC) simulations of plasmas with both electrons and ions

modelled as particles. The grid-based approach reduces the collisional Fokker-Planck

equation to Langevin form [154, 155], allowing the calculation of a force on the particles

using grid-based properties. This is well-suited for hybrid PIC-fluid codes, since the

force can be derived from background fluid variables.
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More recently, a third hybrid Vlasov-Fokker-Planck (VFP) approach has been devel-

oped to kinetically alpha-particles, rather than using a PIC approach [156, 157]. In

this hybrid approach, the VFP equation for the particle distribution function is solved

in 1D for both the background thermal DT ions and the suprathermal alpha-particles,

while the electrons are solved as a fluid. The treatment of the thermalisation process

via the distribution functions is more precise than the use of a thermalisation threshold

energy, as in many particle-based approaches. This formalism also includes the effect

of electrostatic fields generated by the pressure gradient, but is only computationally

tractable in 1D.

3.3 Implementation

In this section, we describe the Coulomb collision framework for the particle push, as

well as the algorithms for the particle spawn and population management.

3.3.1 Particle Push

We follow the framework set out by Sherlock [158] for implementing Coulomb collisions

between particles incident on a Maxwellian background fluid moving at a finite velocity.

The particle experiences both a deterministic frictional force and a stochastic velocity-

space diffusion due to scattering, with the coefficients determined by the fluid properties

and the particle velocity. For a particle α of charge Zαe, mass mα and velocity vα scat-

tering off background fluid β of charge Zβe, mass mβ, number density nβ, temperature

Tβ and thermal velocity vβ =
√

2kBTβ/mβ, the slowing and diffusive coefficients [158]

in the Spitzer formulation are given (repeated from equations 2.4-2.6 in section 2.1.1):

∂vα‖
∂t

= −A(1 +mα/mβ)
G(w)

v2
β

∂v2
α‖
∂t

= AG(w)/vα

∂v2
α⊥
∂t

= A
Φ(w)−G(w)

vα

A =
Z2
αZ

2
βe

4nβ ln Λαβ

2πm2
αε

2
0

G(w) =
erf(w)− w ∂ erf(w)

∂w

2w2

where w = vα/vβ, erf(w) is the error function and G(w) is the Chandresekhar function.

The finite background fluid velocity is accounted for by transforming into the co-

moving frame before calculating the coefficients for particle slowing. Equation 2.4 can

be used straightforwardly to calculate the frictional contribution to the change in particle

velocity

∆v‖,fric = ∆t
∂vα‖
∂t

(3.9)
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while equations 2.5 and 2.6 are used in calculating standard deviations σ‖ =
√

∆t∂tv2
‖

and σ⊥ =
√

∆t∂tv2
⊥. The parallel diffusion contribution is given simply by

∆v‖,diff = N̂(σ‖) (3.10)

where N̂(σ) is the selection of a random number from a Gaussian distribution of stan-

dard deviation σ. The perpendicular diffusion contributions in orthogonal directions

(i, j) are given by

∆v⊥,{i,j} = N̂(σ⊥)× {cos(θ⊥), sin(θ⊥)} (3.11)

for random angle θ⊥ ∈ [0, 2π).

Particle motion is integrated using a leapfrog scheme, in which the position and

velocity updates are half-timesteps out of sync with one another:

xi+1 = xi + vi+ 1
2
∆t (3.12)

ai = F (xi) (3.13)

vi+ 1
2

= vi− 1
2

+ ai∆t (3.14)

where the xi is the position at timestep t = ti, vi+ 1
2

is the velocity at half-timestep

t = ti+ 1
2
, and ai is the acceleration at timestep t = ti. This integration algorithm is

accurate to second order in time (i.e. errors scale ∼ (∆t)2) [159], and is subcycled

according to the particle cell-crossing time and the slowing (τs) and scattering (τ‖, τ⊥)

relaxation times:

τs =
vα

∂vα/∂t
, τ‖ =

v2
α

∂v2
α‖/∂t

, τ⊥ =
v2
α

∂v2
α⊥/∂t

(3.15)

Note that the particles are slowed against both ions and electrons in our scheme, and

therefore each coefficient is calculated twice.

The framework allows for exact conservation of energy and momentum. The conserva-

tion of momenta from individual particles crossing the grid cell can be used to calculate

the change in fluid momentum and thus the change in fluid kinetic energy (∆Kfluid),

and the conservation of energy used to calculate the change in fluid energy (∆Efluid).

This then gives the change in thermal energy in the fluid, ∆Ufluid = ∆Efluid−∆Kfluid.

Our calculations are expedited using approximate forms [160] for particle-electron and

particle-ion Coulomb logarithms, in addition to the Sherlock’s approximation for G(x)

[158]:

G(vα/vβ) ≈
vαv

2
β

2v3
α + 3

√
π

2 v3
β

(3.16)
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Magnetised transport

The scheme can be extended to magnetised transport of the charged particles, where

the Lorentz equation can be rearranged to give:

vt+∆t/2 − vt−∆t/2

∆t
=

q

m

[
E +

vt+∆t/2 + vt−∆t/2

2
×B

]
(3.17)

Following the Boris method [161], we define:

v± = vt±∆t/2 ∓
qE

m

∆t

2
(3.18)

such that equation 3.17 becomes:

vt+∆t/2 − vt−∆t/2

∆t
=

q

2m

(
v+ + v−

)
×B (3.19)

resulting in a simple v×B rotation. Ignoring the contribution from the electric field E

(which is already included through the stopping model), then v± = vt±∆t/2. The v×B

rotation through an angle θ can be achieved through an intermediate vector, v′, which

lies at the halfway angle of rotation θ/2 to v−, giving:

v′ = v− + v− × t (3.20)

where

t ≡ −b̂ tan
θ

2
=
ZαeB

m

∆t

2
(3.21)

is obtained through geometry. The final part of the rotation is given by:

v+ = v− + v′ × s (3.22)

where again, by geometry:

s ≡ −b̂ sin θ =
2t

1 + t2
(3.23)

This rotation scheme sets an additional constraint on the time-step, in order to accu-

rately resolve the particle Larmor radius, rg = mαv⊥/e|Zα||B|. With a gyroperiod of

Tg = 2πrg/v⊥ = 2πmα/e|Zα||B|, an angular rotation limit of ∆θmag gives a magnetic

time-step of:

∆tmag = ∆θmagmα/eZαB (3.24)

for a particle α of charge Zα and mass mα.

In testing this, we found that an angular limit of ∆θmag = 1◦ was stable but not

necessarily 100% accurate in maintaining adiabatic invariants in a dipole field, but

the ∆θmag = 0.1◦ required for accurate resolution was prohibitively small, resulting in

significant increases in computational runtime.

This work does not include the effects of magnetic fields, and as such this magnetised

transport is not used in this thesis. However, it is included here for completeness, and
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we note that the magnetised transport has been used in other work in the group.

3.3.2 Particle Spawn

Since for our model we are only interested in the nuclear reaction involving D + T →
α (3.5MeV ) +n (14.1MeV ) , this allows us to spawn alpha-particles in only the regions

containing significant amounts of fuel. We use the Bosch-Hale formulae [162] to calculate

the reactivity 〈σν〉DT , and then calculate the number of reactions in the cell as:

Nreactions =
1

4
n2
DT 〈σν〉DT ∆V∆t (3.25)

for an ion fluid of equimolar DT within grid cell of volume ∆V in a time-step of ∆t. In

order to keep the computational load small, we impose a constant minimum threshold on

the number of reactions per cell required to spawn macro-particles, Nmin, which can be

set at the initialisation of the simulation. If Nreactions > Nmin, then the computational

weighting for macro-particles to be spawned is set as Nα = Nreactions/Ncell where Ncell

is the number of computational particles to spawn per cell, and is a constant set at

initialisation.

Macro-particles are spawned at random locations within each cell with an energy

distribution broadened [163] around the 3.5MeV by the reacting plasma distribution,

and with a spherically isotropic velocity distribution. The cell fluid velocity is then

added to the macro-particle velocity, to transform from the fluid rest frame to the lab

frame.

The reacting DT particle pairs will also have much higher energies than the average

DT pair, and thus fusion reactions will remove particles from the tail of the Maxwellian.

Assuming that the repopulation of the tails is fast with respect to hydrodynamic and

particle-transport timescales, we therefore use the mean energy of the reacting pair

E0 = 66.46T
2
3
i (for E0, Ti in eV ) [164] to calculate the loss in energy density from the

reacting cell as:

∆Ufusion = −66.46T
2
3
i · e ·

Nreactions

∆V
(3.26)

The reacting cell density is also reduced accordingly by:

∆ρfusion =
1

2

Nreactions

∆V
(mT +mD) (3.27)

3.3.3 Population Management

We employ an intuitive population management scheme in our model, based on the

scheme employed in a PIC model previously developed at Imperial College London by

S. Vickers [165] for MHD modelling in Z-pinches. We expect the macro-particles with

the highest total energy Etotal = wmacro × Emacro (where a macro-particle represents

wmacro particles of energy Emacro) to have the most impact on the simulation. Hence

we look to reduce the population by targetting those macro-particles with the lowest

Etotal.
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We first dynamically calculate an energy threshold Emacro = Ethresh below which

some fraction of particles, 1−fsurv, will be removed. We do this by using the maximum

value of Etotal,max in the macro-particle population of size Ntotal, such that Ethresh =

kEtotal,max for some constant k. k is increased from a default value of 0.1 such that

fsurv ∈(0, 1), for:

fsurv =
(Ntarget −Nsave)

NPopControl
(3.28)

where Ntarget is the target total population, Nsave is the number of macro-particles with

Etotal > Ethresh, NPopControl the number of macro-particles with Etot ≤ Ethresh, and

Nsave +NPopControl = Ntotal.

In other words, k is adjusted in order to ensure that fsurv falls within the range

(0, 1) and sets the value for Ethresh, with typical k values of ∼ 0.1 − 0.2. Once k and

Ethresh are found, the population NPopControl is then reduced by a fraction 1 − fsurv
through random annihilation of particles. To conserve particle number, the wmacro (and

therefore Etotal) of surviving fsurv macro-particles (within the population NPopControl)

are increased by a factor of 1/fsurv.

In effect, macro-particles within the lowest total energy population are removed from

the simulation, with the weights and energies of the surviving fraction of this population

increased to conserve the total number of real particles.

3.4 Computational Methods

In this section, a description is given of the more fundamental computational methods,

including random number generation and the data structures that are used to store the

particle data.

3.4.1 Random Number Generation

For a Monte-Carlo simulation such as ours, the choice of random number generator

(RNG) is of crucial importance, given the frequency with which it will be called. Ideally,

the RNG would be both as fast and as random (uncorrelated) as possible. Although

there are two branches of RNGs — true and pseudo — the focus of our discussion

will remain with the pseudo-random number generators (PRNGs). A true random

number generator (TRNG) typically relies on an unpredictable physical process, such

as thermal noise or atmospheric radio noise in order to seed and generate random

numbers. These numbers are truly random — but the generator is often very slow,

and TRNGs are generally reserved for applications where the randomness is of critical

importance, such as encryption. Here we give only a brief overview of some of the

methods of generating pseudo-random numbers and the subsequent grounds for our

choice of PRNG, while reserving a more in-depth summary of the field for elsewhere

(for example, see [166, 167]).

PRNGs are RNGs which rely on algorithms to generate a deterministic sequence of
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“pseudo-random” numbers rather than truly random numbers. However, these numbers

can be generated quickly, do not require special hardware (e.g. to source the physical

process), and due to the deterministic nature, allows one to generate the exact sequence

of pseudo-random numbers repeatedly if needed (e.g. debugging). The algorithm used

by the PRNG is key to the success or failure of the PRNG — a poor algorithm might

produce streams of numbers with hard-to-detect underlying correlations. In general, a

PRNG produces a sequence of numbers based on recurrence:

xi = f(xi−1, xi−2, ...., xi−n) (3.29)

where n seed numbers are used to initiate the PRNG, and the function f is the heart of

the PRNG which determines both the speed and the randomness of the PRNG [168].

We shall see that there are several properties of PRNGs which need to considered,

namely: speed, statistical quality, period and parallelisability. It is worth mentioning

some sage advice from Donald Knuth: “Random number generators should not be

chosen at random” [166].

3.4.1.1 Speed

The speed of a PRNG is simple to assess — one need only look at the time taken to

produce a random number stream of a given length. It is generally dependent on both

the quantity and type of operations involved in the function f . Bitwise operations such

as bitshifts or bitwise-XORs are significantly faster than mathematical operations such

as modulo division.

Bitshifts involve shifting the actual bits of the memory in which the numbers are

stored. For example, a left bitshift on an 8-bit integer 6 stored as 0000 0110 would give

the integer 12, stored as 0000 1100.

XOR b = 0 b = 1

a = 0 0 1
a = 1 1 0

Table 3.1: The truth table for the XOR operation for input bits a and b.

The bitwise-XOR involves applying the XOR operation to the bits in two numbers,

with the truth table for XOR shown in table 3.1. In effect, the XOR operation between

bits a and b produces 1 if and only if a = 1 OR b = 1, but produces 0 if a = b (i.e.

a = 0, b = 0 or a = 1, b = 1).

However, given the PRNG is unlikely to be the speed-limiting factor in the alpha-

model calculations, it need only be fast “enough” to avoid this being the case. There

is undoubtedly a trade-off to be made between speed and statistical quality - since

one expects more operations to produce higher-quality streams (if said operations are

selected carefully).
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3.4.1.2 Statistical Quality

The “quality” of a PRNG is generally considered in terms of statistical correlations

within the output stream of random numbers. Naturally, one expects PRNGs to pro-

duce streams of numbers which are as “random” as possible — that is, statistically

uncorrelated. Therefore, correlations within a random number stream are an important

indicator of the quality (or lack thereof) of a particular generator.

There are software suites designed for testing PRNG implementations, of which

TestU01 [169] is the de-facto standard, containing a variety of statistical tests for both

bit sequences and uniform random numbers over the interval [0, 1). Passing these tests

is necessary (but not sufficient) for a “good” PRNG.

3.4.1.3 Period

The period of a PRNG need only to be “long enough” — what this means in practise

depends on the application at hand. Since the stream of (pseudo-)random numbers will

repeat itself after the period of the PRNG, the period should be significantly longer

than the expected number of calls to be made to the PRNG. For our purposes, a rough

estimate requires a period of perhaps ∼ 1015 or higher, per processor. However, as long

as the period satisfies these requirements, then larger periods no longer serve to indicate

a better PRNG.

3.4.1.4 Parallelisation

In a code that is highly parallelised (such as Chimera), the PRNG must be able to

produce p streams of numbers for p distinct processors, where the number streams are

statistically uncorrelated both within the stream of each processor, and between streams

of separate processors. There are several approaches to parallelisation of PRNGs, the

most commonly used of which are “random seeding” and “parameterisation”. Random

seeding initiates the same PRNG in each processor with a different, “random” seed,

in the hope that the resultant streams will be statistically independent of one another.

However, there is no mathematical or theoretical basis that this will be true, and thus

this is essentially choosing a random number generator at random.

Parameterisation changes the parameters in the PRNG for each processor, which is

effectively changing f slightly. For example, if we use a linear congruential generator

(LCG) (explained below in subsubsection 3.4.1.5):

xi+1 = (axi + c) mod m (3.30)

to generate random number stream xi, then parameterisation could vary the multiplier

a or the constant c for each processor. However, this method has been demonstrated

to have substantial statistical weaknesses [170], and finding sets of parameters (such

as a, c,m for an LCG) which result in good, non-correlated streams for a particular

algorithm is highly non-trivial. Therefore, this method should be avoided.
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Two robust methods of parallelising a PRNG are “block splitting” and “leapfrogging”

[171]. Block splitting involves splitting the stream xi into blocks of length L such that

each processor pj receives the random number sequences rj,i:

r0,i = xi

r1,i = xi+L

...

rj,i = xi+jL

One must know (or be able to calculate) the length L of the block of numbers in advance,

such that each processor only requires fewer than L random numbers. This method is

feasible only if the underlying algorithm allows one to skip from xi to xi+L efficiently,

without calculating all of the numbers in between.

Leapfrogging instead splits the random number stream xi in the following manner

over k processors for the nth call to the PRNG:

r0,i = xni

r1,i = xni+1

...

rk−1,i = xni+(k−1)

This is the most versatile method, since no estimate of the number of numbers required

by each processor is needed, only an algorithm which allows the efficient generation of

only every kth element in the sequence.

Unfortunately, requiring efficient block splitting or leapfrogging limits the possible

PRNG choices significantly.

3.4.1.5 Potential choices and their bases

Linear congruential generators (LCGs) are the simplest and amongst the most common

PRNGs, with a recurrence (repeated from above, equation 3.30):

xi+1 = (axi + c) mod m

to generate the random number stream xi based on multiplier a, constant c and modulo

divisor m. The quality and period of these generators are highly dependent on a, c,m

and seed value x0. While simple and fast, the output of LCGs will form a set of

hyperplanes when plotted in n-dimensions. All possible values of the LCG will lie on

these planes, with the number of planes dependent on the choice of a and m. In other

words, plotting pairs of (xn, xn−1) will produce lines between the random number pairs

in the 2D space, and similarly plotting (xn, xn−1, xn−2) produces 2D planes in the 3D

space. Figure 3.1 illustrates the spectral test for a simple LCG with a = 7,m = 71,
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Figure 3.1: A plot of the spectral test showing clear correlations for a simple linear
congruential generator with a = 7, m = 71.

showing the lines formed by plotting successive random number pairs. LCGs which can

pass most tests can still fail this particular spectral test, which measures the distance

between these planes.

Lagged Fibonacci generators are another class of PRNGs based on a generalisation

of the Fibonacci sequence to give:

xi = (xi−j � xi−k) mod m, 0 < j < k (3.33)

for binary operator �, such as addition or multiplication. These generators require a

seeding block, and are highly dependent on the seed choice — a seed-block xk = 0 ∀ k
would result in a terrible PRNG!

The Mersenne Twister [172] is generalised feedback shift register (GFSR) PRNG, a

class of Lagged Fibonacci generators which use the XOR operation. The algorithm

has a period given by the Mersenne Prime Mn = 2n − 1, n ∈ N. The implementation

MT19937() having n = 19937 is one of the most commonly used PRNGs, with imple-

mentations available as the default PRNG in many languages and libraries. However,

in spite of its popularity, the Mersenne-Twister is no longer particularly fast or efficient,

and is rather unwieldly algorithmically, requiring a large number of operations. The

standard implementation MT19937 requires hundreds of thousands of iterations to pro-

duce useful PRNGs, and it also requires a large amount of memory to store the internal

and generator states, compared to other PRNGs. In addition, implementations with

existing parallelisation capabilities are uncommon and slow.

The PRNG ran2() is another popular option from Numerical Recipes, and is com-

monly available in many languages by default. However, while it passes all statistical

tests, it is slow and has a comparatively small period of ∼ 1018. It is also outdated and

lacks parallelisability.
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In choosing our PRNG, we consider not only the standard speed, quality, period and

parallelisability requirements, but also ideally whether there is an existing implemen-

tation of the algorithm in Fortran — since most PRNGs are written in C++. This

lead to the choice of PRNG based on the xorshift generators [173], which combine the

bitwise-XOR operation with bitshifts (operations which are explained earlier in section

3.4.1.1). These are extremely fast and very simple — but also do not pass all statistical

tests [174]. xorshift variants can be produced by combining the bitwise-XOR and bit-

shift operations (explained above in section 3.4.1.1) with either addition (xorshift+) or

multiplication (xorshift*) in 64-bit operations [175], which can eliminate the statisti-

cal problems while still maintaining the speed and simplicity. In fact, the xorshift128+

generator proposed by Vigna [176] is the PRNG of choice in Google’s Javascript engine

V8, in addition to Firefox and Safari.

The generator xorshift1024* [175] was chosen as the default PRNG. With a period

of ∼ 21024, it is a high-quality generator with a fast, simple implementation (available

also in Fortran as a translation from C++) and a low memory-footprint. There is also a

jump function which performs the block splitting functionality described above, allowing

for robust parallelisation. jump skips 2512 values, and therefore allows for 2512 strictly

non-overlapping streams of length 2512, which should cover both enough processors and

individual calls within a processor. The (slightly) faster and more compact generator

xoroshiro128+ (the successor to xorshift128+ which also uses rotation operations) was

also included, but is reserved for use with smaller-scale simulations (although with jump

periods of 264 ≈ 1019, should still be sufficient for our purposes).

3.4.1.6 Non-uniform distributions - Gaussian

Most PRNGs produce uniformly distributed streams of bits, translated into either reals

in interval [0, 1) or integers between [0, Imax] for maximum integer Imax. However,

Gaussian-distributed random numbers are also needed, and there are a number of ways

in which one can transform a uniform PRNG, U , producing a uniformly distributed

number α in the range (0, 1) to a Gaussian number, x. These can be reduced to 4

categories: cumulative density function (CDF) inversion, transformation, rejection and

recursion.

The first of these simply inverts the CDF Φ(x) such that x = Φ−1(α). However, these

require approximations for the Gaussian distribution, the quality of which affects the

quality of the Gaussian random number generation. Transformation methods involve

a direct transform from U to x. Rejection is like transformation, but also includes

a conditional rejection dependent on the value of the transformation. The recursive

method uses previously generated Gaussian numbers to produce new ones. Accurately

sampling values from the tails of the distribution is particularly difficult, and for some

methods requires a separate routine.

Thomas et al. [177] give an in-depth review of the available methods and algorithms

for Gaussian random number generation, in addition to testing the quality and speed
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of a significant number of these algorithms. They found that the Ziggurat method [178]

was the second fastest, but did not suffer from correlations that the fastest algorithm

suffered from — and therefore is the most appropriate.

We use the Ziggurat method as our default for generating Gaussian random numbers,

using whichever uniform RNG is chosen for the simulation (by default xorshift1024*,

but xorshiro128+ also available, as detailed above).

3.4.2 Memory Structures

Since we will require large numbers of computational particles in order to maintain

statistical accuracy, the question of how best to store the particle data is critical to the

computational speed of the alpha-particle transport. We will first consider the demands

that will be made of the particle data storage structure in our model, and then examine

some common data structures to see how well they fit our requirements.

Requirements

At every hydrodynamic time-step, the number of new alpha-particles spawning through-

out the hotspot will be on the order of 1014. In an ideal world, we would have as many

macro-particles as actual particles to obtain physical accuracy — however, this is sim-

ply infeasible with today’s computational resources. The number of macro-particles and

the physical weighting (the number of particles) represented by each macro-particle is

therefore a compromise between computational expense and physical/statistical accu-

racy, and is affected by both the maximum cap on the number of macro-particles and

the rate at which macro-particles are spawned.

Considering the hydrodynamic grid of Chimera, we are given the choice of either

fixing the weight per macro-particle and dynamically varying the number of macro-

particles spawned in each cell, or fixing the number of macro-particles per cell and

varying the weighting of each macro-particle. Since we will be simulating capsules with

yields from ∼ 1014 − 1018, the former option would result in variations in the number

of macro-particles of ∼ 5 orders of magnitude. The latter option provides much more

predictable performance, with the number of macro-particles more easily estimated

simulation to simulation. Regardless, the higher the total number of particles that can

be simultaneously handled, the more accurate the simulation will be.

As an illustrative example, if we consider a hotspot of radius 30µm in a simulation of

resolution 3µm, then we are spawning particles in roughly 203 = 8000 cells. Statistical

accuracy would require that we need to be spawning somewhere in the region of ∼
104 − 105 macro-particles in any one spawn cycle, at a minimum.

In addition, alpha-particles with thermal velocities contribute very little to heating,

and thus thermalised particle motion does not need to be calculated. Thermalised

macro-particles should therefore be removed throughout the simulation, with a macro-

particle removal rate similar to the rate of generation.
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Thus, the primary demand on the data structure used to store our particle data is the

ability to easily add and remove many elements (i.e. macro-particles, in this case) in

any order, multiple times, and a secondary demand is being able to store a large number

of particles. In addition, since the simulation domain is split across processors, we also

need to be able to pass the information on the macro-particles between processors as

they travel through the hotspot.

At each time step, all particles will need to be evolved individually, which means

that we will need to cycle through all the particles at each time. Actions that need

to be taken on an individual particle, such as thermalisation or transferring between

simulation domains, will either need to be done during this cycle, or the particle marked

in some manner, then found and processed in a call later on in the alpha-heating cycle.

3.4.2.1 Arrays

The simplest and most commonly used form of data storage is the array, consisting of

a collection of indexed elements, typically stored in a contiguous section of memory.

The index of an element in the array is used to identify the corresponding memory

address for storage or selection, which can be achieved in constant time. Since the data

is stored in contiguous memory, sequential access to elements is fast, and there is little

memory-overhead, resulting in a relatively compact data structure.

Dynamic arrays allow for variable sizing of the array and therefore insertion and

deletion of elements — by allocating an entire block of memory, and then using elements

in this block (or not) as needed. However, if the allocated memory is not enough to

store the entire dynamic array, then the entire array must be reallocated to a new block

of memory, taking Θ(n) time for an array of n elements. This reallocation step also

requires two chunks of contiguous memory, one for the existing (too small) array and one

for the new (expanded) array. This can be seen in figure 3.2, showing the entire process

of reallocation of dynamic arrays. Here, the new block of memory for the resized array

large enough to contain the new elements to be inserted is allocated (1) and the existing

elements then shifted across to the new block of memory (2). During these steps, the

total memory required is the sum of that required for the existing array and the larger,

resized array. After moving the existing elements, the old array can be deallocated

and the memory requirement reduced to just the resized array (3), into which the new

elements are then inserted (4).

Insertion/deletion of an element at any position also requires moving all the following

elements of the array, which can also require expensive re-allocation if the array is not

large enough. Moving all the elements can be avoided by storing a list of indices at

which elements are deleted and into which new elements can be inserted, but such a list

can rapidly become cumbersome with a large number of insertions and deletions. If one

needs to search for a specific element in the array, this is fast if the index of the element

is already known, but otherwise requires looping through the entire array.
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Figure 3.2: A schematic showing the process of reallocation of dynamic arrays to illus-
trate the memory overhead. 1) The memory required by the new data to
be added to the initial array is larger than the available allocated memory,
and so a new, larger array must be allocated. 2) The old data must then be
moved between the two arrays, during which the total memory allocated is
the memory required for both arrays. 3) Only once the old data is transferred
can the old array be deallocated and the memory recovered. 4) The new data
can be inserted into the new array, which has enough memory available to
store it.
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3.4.2.2 Linked Lists

Linked lists are a collection of nodes containing “pointers” and “data” fields, with the

pointer field containing the memory address of the next node. Linking nodes in a linked

list can be done in a number of ways, such as singly linked (in which each node links only

to the next node), doubly linked (where each node links both backwards and forwards),

circular (where the last node of the list links back to the first) and multiple (where each

node links to two or more other nodes).

Naturally, linked lists have a significantly higher memory overhead per element than

dynamic arrays do, since each element has references as well as data (as opposed to

only one set of references for the entire structure). Elements in a linked list can only be

accessed sequentially, and such sequential access is slower than that of dynamic arrays

due to the incontiguous memory storage.

However, linked lists do not require a single contiguous block of memory for the entire

structure, and therefore its length is limited not by the length of contiguous memory,

but rather the total memory available. Use of a linked list also does not require a

priori knowledge or estimates of the number of elements needed — the memory for

each element can be allocated and deallocated at the point of insertion and deletion.

Compared to the dynamic array, insertion/deletion operations are much faster due to

avoiding the slow reallocation step, and removing the need to move all the following

elements — one needs only to change the pointers of the surrounding nodes.

3.4.2.3 Comparison

Using dynamic arrays would not be computationally efficient, since we do not know a

priori how many particles we will be spawning — indeed this will be changing every

time-step with new particles spawning and thermalising. If a larger array is needed

than initially allocated, we would need to allocate a new, larger block of continuous

memory and move all the old data before deallocating the old memory — a highly

computationally expensive task which becomes ever more problematic the larger the

arrays involved (see Fig. 3.2). This structure puts an upper limit on the number of

particles that the memory can handle as a function of available blocks of contiguous

memory, which is more restrictive than the limit of the total memory available.

In addition, operations involving the deletion and insertion of new particles become

even more complicated since the indices at which particles will be deleted or inserted

will be scattered throughout the array — some variation of a stack would need to be

implemented in order to track the indices of available memory within the array which

can be reused before needing to reallocate. These insertions and deletions would be

significantly slower than with linked lists, which allow rapid insertion and deletion of

elements from the lists and therefore for easy spawning and thermalising of particles,

without the restriction of contiguous memory blocks (provided the elements do not need

sorting, which they do not in our scenario). This simple insertion and deletion of par-

ticles from lists, combined with the ease of merging lists, also enables easy handling of
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Figure 3.3: A comparison of Spitzer (black) and Maynard-Deutsch-Zimmerman (MDZ)
(green) stopping powers from the Chimera burn module to the Li-Petrasso
(LP) (blue) and Brown-Preston-Singleton (BPS) (red) models in a uniform
background equimolar DT plasma at (left) ne = 1031m−3 (equivalent to
ρDT = 4.1×104kgm−3) and Te = 3keV , and (right) ne = 1033m−3 and
Te = 30keV , following Singleton [103]. The stopping power is separated into
contributions from electrons (solid) and ions (dash-dot).

any particles moving between processor domains. Therefore, we chose to use linked lists

because of the more relaxed memory restrictions, as well as the speed and suitability of

the method for implementing the processes required — namely spawn (insertion), ther-

malisation (deletion) and transfer between domains (moving particles between lists).

3.5 Testing

In this section, we describe the testing of the alpha model in order to ensure its accuracy.

We compare the stopping power of our model to results from other models. The im-

pact of various aspects of the model are tested in integrated simulations, including the

spawn threshold, Nmin, the population control and the overall convergence of yield with

resolution. Finally, the ignition of an isobaric hotspot is examined as a comprehensive

test problem.

3.5.1 Stopping Power

It is important that we are confident in the accuracy of the underlying microphysics of

our charged-particle transport model, and therefore the stopping power of the model.

In figure 3.3, we compare the stopping power for the two models implemented in

Chimera — Spitzer and Maynard-Deutsch-Zimmerman (MDZ) — with two established

models: the Brown-Preston-Singleton (BPS) model [102] and the Li-Petrasso (LP)

model [96]. The Chimera model stopping powers are calculated for 3.5MeV alpha-

particles in a uniform background plasma of equimolar DT at: (a) electron number

density, ne = 1031m−3 and temperature Te = Ti = T = 3keV , and (b) ne = 1033m−3

and T = 30keV , comparing to values from Singleton [103] for BPS and LP. We find
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Figure 3.4: Yield (blue ×) and runtime (red +) as a function of the spawn threshold,
Nmin, (as defined in section 3.3.2) for integrated 1D simulations of N130927
at 1µm resolution.

good agreement of our models in stopping power and range for both electrons and ions

with BPS, especially for the MDZ model, and in particular for the (a) conditions. The

default stopping model used in the module is the MDZ model, owing to the excellent

agreement with the BPS model, and the ease of calculation.

We note that throughout the majority of the slowing, the diffusive coefficients calcu-

lated using equations 2.5 and 2.6 are significantly smaller than the frictional, stopping

power term of 2.4. For this reason, and the lack of other formulations with similar levels

of computational simplicity, we calculate these diffusive coefficients using the Spitzer

model, as in Sherlock and Rose [158] and section 3.3.1.

3.5.2 Spawn Threshold

In section 3.3.2, we defined a minimum threshold of reactions in a cell, Nmin, which

the number of reactions in the cell, Nreactions, was required to surpass (i.e. Nreactions >

Nmin) in order to spawn computational macro-particles within that cell. This reduces

the number of particles being handled, and therefore the computational demand.

In figure 3.4, we examine the sensitivity of our model to this value within integrated 1D

radial simulations of Highfoot shot N130927, restarted from peak radiation temperature

(15.7ns) at 1µm resolution. (Details on how the simulations are set-up can be found

in chapter 4.) The spawn threshold, Nmin, was varied, and the neutron yield (blue

×) and simulation runtime (red +) examined. The yield is stable across the range of

Nmin = 106 − 1011, dropping off only at Nmin = 1012.

We note that this value is particular to the simulation set-up. In general, Nmin must

be sufficiently low in order to be able to resolve the time-period of interest — in this

case, the burn history. If we wish to resolve the burn pulse to within e.g. 1%, then
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Figure 3.5: Variation in macro-particle number, N , over time, shown for all domains
(Ntotal, solid) and only the central domain of the capsule (Ncentral, dash-
dot) in 1D 0.5µm simulations of N130927 run with the following values of
Ntarget: 2 × 107 (red), 3 × 106 (blue), 1 × 106 (cyan) and 3 × 105 (black).
The dotted line indicates the fusion production rate (i.e. the burn history)
for Ntarget = 2× 107, which is effectively unaffected by population control.

Nmin must be below the production of individual cells at this point in time. Since

the simulation has on the order of ∼ 102 cells producing Nreactions ∼ 1012−14 fusion

reactions per hydrodynamic time-step during the burn pulse (of width ∼ 100ps), this

gives a rough guideline of Nmin <∼ 10−2 ×O(Nreactions).

3.5.3 Population Control

Section 3.3.3 described our population management scheme which targets and reduces

the particle population by a proportion of the total target population, Ntarget. Due

to the domain decomposition parallelisation, some domains (such as those containing

a significant proportios of the hotspot) will produce significantly more macro-particles

than other domains (e.g. regions containing very little fusing material). This is partic-

ularly prominent in 1D, where the simulations are split into radial domains, in which

the central-most processors contain the majority of the macro-particles.

The effect of this can be seen in figure 3.5, which shows the variation in macro-particle

number, N , over time for 1D simulations of N130927 run with Ntarget = 2×107, 3×106,

1 × 106 and 3 × 105. These simulations are run at 0.5µm resolution and restarted at

peak radiation temperature. Both the spawn threshold, Nmin, and number of particles

per cell, Ncell, (see section 3.3.2) were held constant at 107 and 1000 respectively. The
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Figure 3.6: Yield (blue ×) and runtime (red +) as a function of the target total popula-
tion per processor, Ntarget (as defined in section 3.3.3) for 1D simulations of
N130927 at 0.5µm resolution. The dashed line indicates the maximum total
number of macro-particles at any point for the uncapped case.

total number of macro-particles across all processors, Ntotal, and the number of macro-

particles in just the most central domain, Ncentral, are both plotted. The central-most

processor contains the centre of the hotspot, and therefore will contain the majority of

the fusing particles during burn. The dotted line displays the normalised fusion rate

for Ntarget = 2× 107, for which the simulation was effectively unaffected by population

control as the macro-particle population did not hit the limit.

Considering first the uncapped simulation (red), it can be seen that after initialisa-

tion the total population, Ntotal, climbs to ∼ 9 × 106, of which ∼ 3 × 106 is in the

central processor. As the capsule implodes, the region containing fusion compresses

and Ntotal decreases as fusing material moves into the central processor, such that by

∼ 16.57ns, only the central processor contains any fusing material and therefore any

macro-particles. The macro-particle population variation with time is reminiscent of

the time-variation of the hotspot radius, which decreases to a minimum, and then ex-

pands after peak compression as the hotspot begins to burn. Indeed, that is what is

seen here, with Ntotal beginning to increase as the hotspot expands and a larger volume

(and therefore more cells) producing fusion reactions.

Reducing the population limit to Ntarget = 3×106 (blue) restricts Ntotal, such that the

population immediately after initialisation is capped. Ntotal and Ncentral vary in tandem

up to 16.5ns, indicating that the population is limited only in the outer processors rather

than the central processor. As Ntotal falls, the Ntarget = 3×106 simulation behaves very

similarly to the uncapped simulation. A further reduction in the population limit to

Ntarget = 1× 106 (cyan) results in all domains hitting the limit, indicated by flat lines

for Ntotal and Ncentral. Even when there are macro-particles only in the central domain,

Ntotal for Ntarget = 1 × 106 is still below Ntotal for the uncapped population. This
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is particularly important as it indicates that significant levels of population control

are happening during the key ignition and burn phases of the implosion in which the

majority of the fusion reactions are occurring. Additional reductions in the population

limit to Ntarget = 3× 105 (black) result in similar capped behaviour.

Figure 3.6 examines the impact of this population limit, Ntarget on the yield (blue

×) and the runtime (red +). The dashed line indicates the maximum total number of

particles in a particular processor at any given point (∼ 7× 106).

Comparing the results from figure 3.5 with figure 3.6, we see that the significant degree

of population control in the smallest population limits actually has very little effect on

the yield. Even as the population limit is set to ∼ 5% of the uncapped maximum total

number of particles, the simulation yield remains relatively constant, with less than

0.5% variation from the uncapped value.

Notice also that the degree to which population control is utilised does not appear

to have a significant effect on the simulation runtime. The simulations with the most

frequent population control are those with the lowest population limits, but these have

the shortest runtime. The dominant effect appears to be that of a greater total number

of particles increasing the simulation runtime.

3.5.4 Convergence

In this section, we examine the convergence of the simulation DT neutron yield with

spatial resolution. Since the alpha-heating process results in a positive feedback loop,

any small variations in burn-off yield might be enhanced through the alpha-heating pro-

cess. In addition, high-resolution (small cell-size) simulations take significantly longer

to run, particularly in 3D — a doubling in resolution increases the number of cells by

23, and the simulation time-step halves, resulting in a 16× increase in runtime (not

including the delay due to MPI communication between processors). Because of this,

it is preferable to use as low a resolution as convergence will allow, and if not, to know

how the simulations would be affected by smaller cell-sizes and therefore extrapolate.

In figure 3.7, DT neutron yield variation of 1D simulations of N130927 with increasing

resolution is shown for both alpha-heating on (in blue ×) and off (in red +). All simula-

tions were restarted at the same implosion time by merging cells from the same 0.25µm

dataset, using a frequency-dependent radiation drive and explicit thermal conduction

with sufficiently high subcycles to avoid hitting flux limiters.

We see that the alpha-heating off case converges steadily with decreasing cell-size,

and by 0.5µm has converged to the 0.25µm yield. However, the alpha-heating on case

displays a small step-change between 1.5µm and 1.0µm, beyond which the yield contin-

ues to increase but at a much slower rate. The graph indicates that a cell-size of 1.0µm

is mostly converged, with relatively small increases in yield beyond this resolution. Note

that the positive feedback loop of alpha-heating necessarily stresses the other models

in Chimera as well (such as thermal conduction, radiation transport, EoS). Therefore,

this convergence test is not only a test of the alpha-model itself, but an integrated test
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Figure 3.7: Yield against cell-size for alpha-heating on (blue ×) and off (red +). Yields
appear to converge at cell sizes below 1µm.

of the entire code applied to modelling ICF implosions with significant alpha-heating.

3.5.5 Isobaric Hotspot Evolution

Finally, we examine an isobaric hotspot ignition and burn problem with initial hotspot

conditions of ρ = 4×104kgm−3, Ti = 7keV as a comprehensive test problem which

further stress-tests the integration of the alpha-heating with other models in the code.

Figure 3.8 shows the results of a 1D simulation by Atzeni and Meyer-ter-Vehn [7], with

radial profiles of (a) ion temperature, Ti, (b) density, ρ and (c) pressure, at times (1)

t = 0ps, (2) t = 100ps, (3) t = 120ps, (4) t = 130ps and (5) t = 140ps.

We can compare this with the results from Chimera using both MDZ (left) and Spitzer

(right) stopping models in figure 3.9, showing the temperature, density and pressure

profiles as in figure 3.8, in addition to the alpha-heating power deposition (Qα) profiles

in the bottom panels (g,h). The initial profiles are slightly different, with a smoothed

transition between hotspot and shell in order to avoid the generation of non-physical

shocks due to discontinuities.

Comparing first the MDZ results to those of Atzeni, we note a similar time-evolution

in temperature profiles, but with a sharper edge in the MDZ case. Similarly, the peaks

in the density profile are also sharper. The peaks in the pressure profile coincide with

the radial position of the peaks in the alpha-deposition, as well as with the drop-off

in temperature and rise in density. Curves (2)-(4) in MDZ show the deflagration wave

propagating through the fuel, with a deflagration-detonation transition [113] occurring

between (4) and (5).

The (Chimera) Spitzer profiles are similar in their shape of evolution to those with

the MDZ model, except that the evolution occurs faster for Spitzer — the deflagration-

detonation transition appears to occur between (3) and (4) for Spitzer. This is due
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Figure 3.8: 1D radial profiles of a simulation of ignition and burn for an initially iso-
baric equimolar DT capsule, showing (a) ion temperature, (b) density and
(c) pressure at (1) t = 0ps, (2) t = 100ps, (3) t = 120ps, (4) t = 130ps
and (5) t = 140ps. Initial conditions for the hotspot are ρ = 4×104kgm−3,
Ti = 7keV . Reproduced from [7] with the permission of Oxford Publishing
Limited.
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Figure 3.9: 1D radial profiles of (a,b) ion temperature, (c,d) density, (e,f) pressure and
(g,h) alpha-deposition at (1) t = 0ps, (2) t = 100ps, (3) t = 120ps, (4)
t = 130ps and (5) t = 140ps from a Chimera simulation of the isobaric hotspot
ignition and burn, with the MDZ (left) and Spitzer (right) stopping models.
Initial conditions for the hotspot are as in figure 3.8: ρ = 4×104kgm−3,
Ti = 7keV .
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to the higher stopping-power of the Spitzer model resulting in higher alpha-heating

deposition. As a result, the hotspot heats up faster and loses less heat to the shell, and

therefore ignites and burns faster. We note that the different stopping model does not

seem to affect the qualitative evolution of the hotspot from assembly through ignition

to burn here, but merely accelerates (or decelerates) the process.

The rate at which the hotspot evolves under the Spitzer model is more similar to

Atzeni’s results, noticeable particularly in the final time profiles (5) in both pressure

and density. This is primarily due to Atzeni’s use of a model which is also based on the

Spitzer slowing coefficients [179].

The stronger edge-like and peak-like features in both the MDZ and Spitzer profiles

relative to the Atzeni profiles are likely due to the kinetic nature of our model, com-

pared to a multi-group diffusion model. Diffusive models are not non-local, and as such

struggle to capture features such as the Bragg peak in the energy-deposition profiles

[91]. Although the multi-group aspect brings the modelling into better agreement with

full non-local treatments (such as the Monte-Carlo model as has been implemented in

Chimera), it is still less capable of capturing non-local behaviour.



4 1D Hotspot Behaviour

In this chapter we explore the behaviour of the hotspot in one dimension (i.e. radial

dependence only), particularly in relation to its power balance. Section 4.1 describes the

1D simulations of the ablation and implosion phases which establish the platform for

the work in this thesis. In section 4.2, the validity of the assumption that the hotspot is

optically thin is investigated. Section 4.3 illustrates the various burn regimes through

which a hotspot can evolve, as described in section 2.4. The properties and power

balances of the hotspot in each regime are compared. In section 4.4, we quantify the

error in the hotspot calculations described in section 4.3 by examining various definitions

of the hotspot and comparing their properties and power balances in the various burn

regimes.

4.1 Ablation Phase Calculations

The 1D simulations of the ablation and implosion phases are described in this section.

Much of the work to ensure accuracy and reliability in these simulations was done

by K. McGlinchey, and described in his thesis work [130]. The simulations were run

ab initio, can be driven through either a radiation temperature pulse, or a frequency-

dependent spectrum which includes non-Planckian emission properties, such as the m-

band emission from the hohlraum [130]. The radiation transport for these simulations

are run using 54 frequency groupings, chosen non-uniformly in order to capture spectral

detail such as ionisation edges and line structure from the ablator in order to ensure the

correct interaction between the radiation drive and the capsule, as described in [130].

Work by McGlinchey [130] includes adjusting the radiation drive to ensure the correct

shock timings. Comparisons between results using Chimera and HYDRA are used [130]

to ensure the accuracy of our simulations of NIF implosions, matching criteria such as

implosion velocity, fuel adiabat and neutron yield.

Figure 4.1 shows a density contour map as a function of radius and time. The entire

implosion is shown and the 4 stages of the implosion highlighted: ablation, implosion,

stagnation and burn. The positions of the material interface between the DT and the

ablator is shown alongside the first and second shocks.

The radiation drive incident on the ablator (from the top of the figure) drives the

implosion, launching the shocks inwards. The shock merger of the 1st and 2nd shocks at

the edge of the DT ice marks the implosion phase, in which the shell accelerates inwards

and compresses the inner DT gas. The hotspot formation denotes the beginning of the

stagnation phase, in which the hotspot decelerates the shell. During this process, the

88
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Figure 4.1: A contour map of density as a function of radius and time, showing the entire
capsule implosion broken down into 4 stages: ablation, implosion, stagnation
and burn. The first and second shocks propagating through the capsule are
identified, and the black dashed line indicates the material interface between
DT and the ablator.
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shell does work on the hotspot, further compressing and heating it until the shell is

completely decelerated (or stagnated). This marks the beginning of the burn phase, in

which an igniting hotspot heated by sufficient alpha-heating would begin to burn the

surrounding shell.

In these original simulations, no alpha-heating is included, and therefore no burn

phase is included either. The focus is on ensuring the correct ablation characteristics

and implosion behaviour for a given implosion set-up (in this case, N130927). The work

in this thesis concentrates on the hotspot behaviour during the stagnation and burn

phases of the implosion.

4.2 Radiative Losses

In this section, we explore the radiative losses in the hotspot. The hotspot is often

modelled as being optically-thin (e.g. in [180]), owing to the relatively high temper-

ature and low density (compared to the shell). Under this assumption, the hotspot

bremsstrahlung free-streams out of the hotspot, with all the emitted radiative power

leaving the hotspot. Such an assumption allows for both theoretical and computa-

tional simplification: theoretically, the radiative losses from the hotspot can be cal-

culated simply from the bremsstrahlung emissivity; and computationally, the radia-

tion transport model is computationally-intensive, requiring large numbers of subcycles

(∼ 102 − 103) (owing to the short cell-transit time of radiation compared to the hydro-

dynamic timescale) for ∼ 50 frequency groups. Here, we examine the validity of this

assumption by comparison to a full radiation transport model, which includes contribu-

tions from emission and absorption as the radiation is transferred through the plasma.

4.2.1 Radiation models and simulation setup

We compare the results of simulations using two separate radiative loss models: one

using the full radiation transport model (as described in section 3.1), and an “elementary

emission” model. This elementary emission model considers radiation as purely lost from

the hotspot, where the type of radiative emission is dependent on the opacity. This is

done first by calculating the frequency-integrated bremsstrahlung emissivity, J using

equation 2.29. Then, using the black-body emissivity:

Upc = σT 4 (4.1)

where Up is the Planckian radiative energy density, we calculate a frequency-averaged

opacity κ = J/cUp. This is used to calculate the optical depth of a cell of size ∆x:

τ = κ∆x (4.2)

This optical depth is used to determine whether a given cell emits as an optically-

thick black-body surface (i.e. using equation 4.1) or as an optically-thin bremsstrahlung
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Figure 4.2: (a) The neutron burn history from the original 1D data set, and (b) radial
profiles of density (black), ion temperature (red, solid) and electron temper-
ature (red, dashed) at t = 16.475ns.

volume (i.e. using equation 2.29). This elementary emission model does not incorporate

any method for absorption of radiation, only emission. The full-radiation transport

model is as described in 3.1.

The simulations in this section are based on the NIF shot N130927, and are restarted

from a 1D dataset generated as described in the previous section. Both simulations are

restarted from the same data at the same point in time of 16.475ns, just before the start

of the neutron pulse. The restart conditions are shown in figure 4.2, showing (a) the

neutron burn history and (b) the radial density and temperature profiles at the time of

restart.

4.2.2 Model comparison

The elementary emission model resulted in a DT neutron yield of 8.45× 1014, while the

full transport model gave 3.47 × 1015. This difference in yield is significant, with the

radiation-transport yield around 4× that of the elementary emission model.

We explore the differences in the implosions in figure 4.3, showing the contour maps

as a function of time and radius for the density and ion temperature for both models.

Considering the density maps, the dense shell (in red) for the full transport decelerates

at around 16.7ns and rebounds off the forming hotspot at around 16.9ns. In contrast,

the shell in the elementary emission model continues to implode towards the origin,

converging on the origin at just past 17.0ns.

The radiation emission from the hotspot in the elementary emission model removes

energy density from the hotspot, reducing the temperature and the pressure. The

degree of this radiative loss is so significant that instead of decelerating the shell and

heating up, the hotspot continues to cool and be compressed by the shell, becoming

indistinguishable from the shell in the process. This is a stark difference compared to

experimental results, in which hotspot formation is clearly observed. One can conclude
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that the hotspot is therefore not entirely optically-thin, and must be reabsorbing some

of the bremsstrahlung emission, as the elementary emission model causes too high a

radiation loss.

The nature of the radiation transport in the hotspot is complex — each hotspot cell

has a certain emissivity depending on its density and temperature, but also reabsorbs

some of this self-emission as well as incoming radiation from surrounding regions, with

the opacity also dependent on density and temperature. Rather than examining the

opacity and emissivity profiles of the hotspot, we consider the simplified but illustrative

problem with only the radiation emitted from the centre of the hotspot at bang time

(i.e. for a single time snapshot — the full problem is also time-dependent), where bang

time is defined as the time of peak neutron output.

Figure 4.4 shows the radial density and temperature profiles at bang time for the sim-

ulation. Figure 4.5(a) shows the spectrum of the source function from the centre of the

hotspot — effectively the emission spectrum from the cell — compared to the optically-

thin bremsstrahlung emission spectrum (∝ exp(−hν/kbT ) [181]) and the optically-thick

black-body spectrum. The peak emission in the spectrum is at ∼ 670eV , and is a result

of the plasma at the centre of the hotspot being optically-thick to low-energy radiation.

For low photon energies, the plasma is optically-thick and emits as a black-body, but

the spectrum transitions to a bremsstrahlung emission spectrum as the photon energy

increases.

Figure 4.5(b) shows the cumulative optical depth from the centre of the hotspot as a

function of radius and photon energy. This is effectively the cumulative spatial integral
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Figure 4.5: (a) The spectrum of the source function (blue) in the central cell of the
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and the optically-thick black-body (orange) and (b) the integrated optical
depth as a function of photon energy and radius. This is a running integral
of opacity over radius from the centre of the hotspot to the radial value. The
dashed line indicates the hotspot radius, Rhs.

of the opacity, i.e.

τi,ν =

∫ xi

0
κν(x)dx (4.3)

Beer’s law describes the intensity of radiation of a given energy, Iν at a given radius:

Iν(x = xi) = Iν(x = 0)e−τi,ν (4.4)

The limits of the colour bar range from τ = 10−3 (i.e. effectively optically-thin, with

little to no absorption of this photon energy at this point) to τ = 1. At τ = 1, 63% of

the radiation from the centre of the hotspot at this photon energy has been absorbed

by the time the radiation has travelled outward to this radius.

For radiation at 1keV , this radius is about 25µm, and around 40µm for 4keV photons.

Comparing the spectrum from figure 4.5(a), 18% of the radiative energy emitted from

the centre of the hotspot is at photon energies < 1keV which is reabsorbed before the

edge of the hotspot is reached.

From this simplified scenario, we can then consider figure 4.6, which shows the radial

profiles of the net radiation loss from each of the elementary emission and the full

radiation transport models at bang time, in addition to the emission and absorption

contributions to the full transport model. Note that the full transport emission and the

elementary emission profiles are similar in the centre of the hotspot, up to around 20µm.

This is to be expected, as the centre of the hotspot is where the optically-thin assumption

is most valid. However, the absorption in the centre is not insignificant, although still

small (∼ 1
3× the emission). The contribution from the absorption increases significantly

towards the edge of the hotspot, as does the emission. This is due to the higher density
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— both emission and absorption scale as n2. The emission then drops further out as

the temperature drops, with the absorption following suit.

The net radiative loss (emission − absorption) is significantly lower than the optically-

thin model in the centre (∼ 1
2). Even as the emission increases towards the edge of

the hotspot, the corresponding increase in absorption results in the net radiative loss

remaining at a relatively constant power density throughout most of the hotspot. As

the emission falls off beyond the edge of the hotspot, the absorption overtakes it and

results in a net absorption of radiation in the denser regions of the shell.

Overall the full radiation transport profile differs significantly from that of the optically-

thin model, particularly at the edge of the hotspot. Although the elementary emission

model could, in theory, be artificially reduced in order to produce better agreement with

the emission from the full transport, it would still be unable to reproduce the full radia-

tive behaviour from the absorption of radiation. The fundamental inability to account

for reabsorption of radiation results in an overall volume-integrated power loss that is

3× higher than that of the full transport model. Under the elementary emission model,

the volume-integrated hotspot power loss is equal to 1.08W , while the full transport

model gives a much lower 0.38W . This is broken down into 0.83W emitted and 0.45W

reabsorbed within the hotspot, such that the overall emission is less than half of the

that emitted. Clearly, under the full transport model the hotspot reabsorbs a significant

proportion of its own emission. In addition, the hotspot-shell boundary region is opaque



96 Chapter 4. 1D Hotspot Behaviour

enough to result in significant absorption of radiation. The overall profiles indicate net

transport of energy from the hotspot to the shell, and must therefore be considered

as this can result in mass ablation, increase density- and temperature-gradient scale

lengths and reduce instability growth.

4.3 Hotspot Burn Regimes

We now explore the properties of the hotspot as it progresses through the various

regimes of burn as described in section 2.4. Simulations in this section are again based

on NIF implosion N130927, starting from a 0.25µm resolution 1D dataset run with 54

non-uniform radiation groups and a frequency-dependent x-ray drive spectrum which

includes the m-band component of the radiation flux [8]. All simulations are restarted

at 0.5µm resolution from the same dataset at the same time (the time of peak radia-

tion temperature, 15.7ns), and hydrodynamic scaling (section 2.5) is used to access the

various regimes while keeping the implosion design similar. This scaling is applied at

the time of restart, with the initialisation data (temperatures, densities and velocity)

effectively radially stretched in order to match the scaling requirements, while the mag-

nitudes remain unchanged. These simulations are run with the MDZ stopping model in

the alpha-particle transport, and explicit thermal conduction.

Recall the descriptions of the various burn regimes from section 2.4: in the self-heating

phase, there is only a low level of alpha-heating present, which primarily deposits heat

within the hotspot, but has little impact overall on the hotspot temperature or evolu-

tion. In ‘robust ignition’, alpha-heating boosts the temperature significantly, thereby

increasing the fusion reactivity and causing yield amplification. However, the confine-

ment is insufficient to allow burn to develop. In propagating burn, the hotspot ignites

robustly with adequate ρR to confine it, and as a result a burn wave develops and prop-

agates outward through the confining shell. The gain in yield occurs due to the ablation

of mass into the hotspot, corresponding to an overall increase in burning material.

Figure 4.7 shows the time-evolution of radial profiles of a scaled down, S = 0.9

N130927 simulation. Profiles are shown for the fuel (DT) and ablator (CH) densities,

ion and electron temperatures, and the contributions to the hotspot power balance

from alpha-heating (Qα), thermal conduction (Qe), radiation (Qγ) and mechanical work

(Qm). The vertical dotted line indicates the hotspot radius, Rhs, as defined by Ti ≥
2keV . Note that the next section will explore different potential hotspot definitions and

their differences. Times are shown relative to the time of peak compression, t0. Figures

4.8 and 4.9 show the time-evolution of the radial profiles for S = 1.0 and S = 1.1

capsules exhibiting the robust ignition and propagating burn regimes respectively. The

timesteps between panels are equal when scaling is accounted for, and the radial scale is

also adjusted by the scale factor S. These allow for direct comparison across the figures

in order to compare behaviour between regimes.

In the self-heating regime, from figure 4.7, we can see that after peak compression,

the alpha-heating contribution to the power balance is less than the combination of the
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losses from thermal conduction, radiation and mechanical expansion. As a result of this

power balance, the hotspot temperature does not increase after peak compression, but

gradually falls. The mean free path of the alpha-particles, lα (i.e. the alpha-range) is

less than the size of the hotspot, such that ≈ 80 − 85% of the alpha-heating energy is

deposited within the hotspot. Defining the transparency to alpha-particles, τα [126, 127]:

τα =
lα
Rhs

(4.5)

for a hotspot of radius Rhs, the transparency of the self-heating hotspot is relatively

constant throughout the burn pulse at around 75%.

In this regime, the total hotspot heating timescale is long relative to the confinement

time of the hotspot. Even though the majority of the alpha-heating is deposited in the

hotspot, there is not enough alpha-heating overall to raise temperatures significantly or

to overcome the losses by other mechanisms. There is little mass ablation of the shell

(alpha-driven or otherwise), and the overall fraction of fuel mass contained within the

hotspot remains low, at < 20%.

Figure 4.8 illustrates the time-evolution of a capsule in the robust ignition regime,

using an at-scale (S = 1.0) simulation of N130927. Here, stronger alpha-heating levels

boost the hotspot temperature significantly, with the central temperature 1keV hotter

than for the self-heating regime at peak compression, and continuing to increase after

peak compression. The mechanical work produces a hotspot of a similar temperature

from hydrodynamic scaling arguments, but the larger size (and therefore areal density)

of the hotspot results in better retention of any initial alpha-heating produced. In

addition, the larger scale of the capsule results in greater levels of fusion, and therefore

more alpha-heating. The resultant alpha-heating is enough to increase the temperatures

by around 1keV during the 100ps after peak compression, even against the hotspot

expansion losses. However, the alpha-heating is not enough to result in significant

heating beyond the hotspot — the areal density of the shell is not enough to confine

this robustly igniting hotspot. The resultant increase in temperature increases the fusion

reactivity and leads to a resultant boost in yield (from 4× 1016 to 1.4× 1017), but the

lack of confinement leads to only a modest increase in hotspot mass fraction to around

∼ 30% from fuel ablation. This leads to a burn-up efficiency of Φ . 1%, where we can

define the burn-up efficiency [7]:

Φ =
Nfus

N
(0)
DT

(4.6)

Nfus is the total number of fusion reactions, and N
(0)
DT is the initial total number of DT

pairs present in the capsule.

The alpha-heating profile shifts from the self-heating profile (with energy deposition

relatively constant throughout the hotspot, and sigmoid-like at the edge of the hotspot)

towards a Bragg-peak like profile throughout the implosion. This is due to the increase

in hotspot temperature from heating, and the decrease in density due to expansion,



4.3 Hotspot Burn Regimes 101

both of which result in a larger alpha-range. In addition, more alpha-particles are

being produced at larger radii, i.e. closer to the shell, and therefore overall more alpha-

particles will be reaching and thermalising in the dense fuel layer. The proportion of

alpha-heating energy deposited in the hotspot decreases from ≈ 80% to ≈ 75%. The

increased ablation and hotspot pressure result in sharper density- and temperature-

gradients.

The evolution of the propagating burn regime illustrated by figure 4.9 shows the

propagation of a burn wave into the dense shell. The temperature in the hotspot con-

tinues to increase even as the capsule expands, building the pressure in the hotspot and

resulting in a faster re-expansion rate. The alpha-heating contribution is significantly

greater than the combination of the loss terms (from radiation, thermal conduction and

mechanical expansion). The profile evolution of Qα from heating primarily the hotspot

(as in the self-heating regime) through a small Bragg peak (as in robust ignition) to a

strongly Bragg-peaked profile can be seen in the middle 3 timesteps of figure 4.9. This

can be explained as an extension of the earlier Bragg peak formation in the robust igni-

tion profiles; with stronger fusion production in close proximity to the shell (i.e. more

alpha-particles being born in the outermost regions of the hotspot, rather than the pre-

dominantly in the centre in the earlier regimes), more alpha-particles experience the

strong stopping power in the dense shell and deposit energy abruptly in the thin layer.

As a result, the alpha-heating (in conjunction with an increased thermal conduction)

propagates the burn wave, driving significant mass ablation. Note that the radiative

deposition into the fuel ahead of the alpha-heating and thermal conduction heat flows

effectively pre-heats the fuel for the deflagration wave. This allows the alpha-heating to

penetrate deeper into the shell, which could act to increase the propagation speed of the

burn wave. The ρR of the shell is high enough to adequately confine the high-pressure

burning hotspot, thus compared to robust ignition, where the yield amplification is

due to the increase in hotspot temperature, the hotspot propagates a burn wave into

the shell, ablating material and increasing the hotspot mass, and therefore the mass of

burning material. The hotspot mass fraction increases to include almost the entirety of

the fuel for this S = 1.1 simulation, leading to a burn-up of Φ ≈ 5% (corresponding to

a DT neutron yield of 1.7× 1018). The temperature- and density-gradients are sharper

than the robust ignition case, again due to even more ablation and higher pressures.

As the alpha-heating contribution to the power balance increases from the self-heating

regime to the propagating burn regime, the thermal conduction and radiation contribu-

tions also increase, scaling as ∼ T 7/2 and ∼ T 1/2 (for a simple bremsstrahlung emission)

respectively (see section 2.2). The stronger alpha-heating regime and respective temper-

ature scalings result in the increased importance of thermal conduction relative to the

radiation loss. The thermal conduction transports heat from the centre of the hotspot,

where it is hottest, to the edges, where it is deposited into the closest region of the shell.

The radiation loss instead peaks near the outer edges of the hotspot, where the density

begins to increase and before the temperature has become too cold, and is deposited

further out into the shell than the thermal conduction. A significant proportion of the
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overall radiation is reabsorbed in the dense shell, reducing the amount that escapes the

capsule completely. Since much of the energy from the hotspot loss in these processes

heats up shell material, these losses could be considered as recycled [111] if the corre-

sponding material is ablated into the hotspot. This is because mass ablated into the

hotspot must be heated up, and therefore the heating of the shell material from these

losses reduces the heating required when this material is ablated into the hotspot. The

thermal conduction is deposited just outside the hotspot, and thus the thermal heat flow

is easily recycled by a hotspot propagating a weak burn wave. Recycling the radiation

heat flow would require a much stronger burn wave than for the thermal conduction

case, due to the deposition being further out.

Figure 4.10 compares the neutron burn history and various hotspot properties against

scaled time for the three regimes. These properties include: the fraction of fuel mass con-

tained within the hotspot, Mhs/MDT ; the burn-averaged density, 〈ρ〉; the burn-averaged

ion temperature, 〈Ti〉; the scaled areal density, (ρR)hs/S; and the scaled hotspot radius,

Rhs/S. Here, a burn-averaged quantity, 〈Q〉 is the fusion-weighted volume average of

Q, calculated as:

〈Q〉 =

∫
Vhs

QFdV∫
Vhs

FdV
(4.7)

where F = 1
4n

2〈σν〉 is the fusion production.

The hotspot mass fraction clearly illustrates the different regimes, showing very little

mass ablation for self-heating, modest ablation for robust ignition and significant abla-

tion for propagating burn. The propagating burn mass reaches almost 100% of the DT

fuel in this example of the regime.

The burn-averaged densities and temperatures follow similar scaled time evolutions

before stagnation. The stronger alpha-heating regimes are already slightly hotter by

peak compression, and therefore less compressible, resulting in slightly lower densities.

After stagnation, the self-heating temperature gradually begins to fall, while the robust

ignition temperature continues to increase very slightly. The propagating burn regime

results in much starker differences in the time-evolution. The density reaches a similar

peak as for self-heating and robust ignition, but then is maintained at a similar level

due to ablation, even as the others fall due to re-expansion. Here we can see that

the hotspot density does not actually appear to increase from the mass ablation, as

the expansion due to hydrodynamics (and to a lesser extent, the burn propagation)

produces an opposing effect. Instead, the time-width of the peak in density is broader.

The temperature continues to build as more and more fusion occurs, demonstrating the

central ignition bootstrap process.

The hotspot radii are initially exactly the same (when adjusted for the scale factor),

as expected from hydrodynamic scaling. However, they diverge as the differing levels

of alpha-heating begin to contribute to heating the hotspot, increasing the pressure

and accelerating expansion. The robust ignition expansion is only mildly faster than

that of the self-heating regime, but significantly faster for propagating burn. This is
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Figure 4.10: (a) Neutron burn history (solid) and fraction of DT mass in the hotspot
(Mhs/MDT ) (dashed); (b) hotspot burn-averaged density, 〈ρ〉 (solid) and ion
temperature, 〈Ti〉 (dashed); and (c) scaled hotspot areal density, (ρR)hs/S
and radius Rhs/S against scaled time, shown for the three regimes of alpha-
heating: self-heating (black), robust ignition (yellow) and propagating burn
(red).
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Figure 4.11: The volume-integrated hotspot power balance, ∂Uhs/∂t for the simulations
in the (a) self-heating, (b) robust ignition, and (c) propagating burn regimes.
The total (Wnet, green) is broken into contributions from alpha-heating (Wα,
black), thermal conduction (We, red), radiation (Wγ , blue) and mechanical
work (Wm, cyan).



4.4 Hotspot Definitions 105

due both to the increased pressure causing faster hydrodynamic expansion, and the

inherent increase in hotspot size due to burn propagation. The hotspot areal density

can be explained from the variations in hotspot density and radius. The self-heating

areal density increases up until stagnation, then gradually begins to fall off. Robust

ignition follows a similar trend, but increases slightly with the faster hotspot expansion.

The propagating burn areal density simply continues to increase past stagnation, as

the stagnation hotspot density is maintained for a significant period of time (∼ 100ps)

while the hotspot radius increases significantly.

Figure 4.11 shows the volume-integrated hotspot power balance for all three burn

regimes discussed, including the individual contributions from alpha-heating, thermal

conduction, radiation and mechanical work. In the self-heating regime, the alpha-

heating is still significant with a magnitude around 2× that of either radiation or thermal

conduction, but not enough to also overcome the hotspot expansion. In this regime, the

radiative losses are more significant than the thermal conduction losses, primarily due

to the lower hotspot temperature. The re-expansion losses are similar in magnitude to

the radiative losses. The stronger alpha-heating of the robust ignition regime results

in a net positive, relatively constant ∂Uhs/∂t until almost 100ps after stagnation, even

against the capsule expansion. The radiation and thermal conduction losses are very

similar in magnitude in this regime, while the capsule re-expansion is initially similar

in magnitude but becomes the largest loss term. For the propagating burn regime,

the alpha-heating contribution continues to build for much longer, and to a much larger

magnitude than in the previous two regimes due to the igniting hotspot. The similar in-

crease in scale from robust ignition produces an alpha-heating contribution with a peak

over 10× greater, compared to the 4× larger peak from robust ignition to self-heating,

in addition to the longer confinement time. The resultant higher temperature results in

the thermal conduction contribution peaking at around 3× that of the radiation. Again

however, the increased pressure and resulting faster expansion lead to expansion cooling

becoming the most significant loss mechanism for the hotspot for the majority of the

hotspot burn.

4.4 Hotspot Definitions

Although there are various ways in which one can define the hotspot, in general, these

definitions refer to broadly the same region of the capsule. In the initial foundations

and designs of ICF, there was a clear boundary between the hotspot and the shell. The

hotspot was characterised by a lower density and higher temperature, and the shell by

the opposite higher density and lower temperature. However, in reality, such a clearly

defined boundary between the hotspot and the shell does not exist, particularly given

the various mechanisms of heat flow from the hotspot which result in mass flow from

the shell and increase the gradient scale-lengths. As a result, a variety of definitions

are used throughout current ICF literature, all of which encompass the same hot, less

dense core, but by definition include differing amounts of the boundary region. In this
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section, we provide a non-exhaustive list of definitions for the hotspot, explore their

differences and compare hotspot parameters and power balances calculated for these

different definitions using the same simulation data.

4.4.1 Definitions

We begin with a list of potential ways to define the hotspot, noting that some of these

are purely theoretical definitions, and are not intended to be experimentally measurable.

� By considering the hotspot as the hottest region of the capsule, we can define the

hotspot using the 1keV contour, i.e. the region satisfying Ti > 1keV [89, 91, 182].

Such a definition is intuitive, since the expectation is that the hotspot should

be hotter than the shell. It is also easy to find for simulations, and corresponds

well to the region of dominant fusion, given the temperature-dependence of the

reactivity. The 2keV contour as used in the previous section is a variation on this

definition. Hotspots using this definition will be referred to by the value of the

temperature contour they are defined by, i.e. 1keV hotspot or the 2keV hotspot.

� An experimentally measurable definition is the 17% neutron contour [183]. Here,

the hotspot is enclosed by the contour at 17% of the peak intensity in the 2D

image, where 17% is high enough to distinguish from the noise levels present in

the imaging system. Considering a 1D sphere of radius R0 and constant neutron

emissivity, this definition encloses approximately 95% of the volume of the sphere.

� By considering the hotspot as the volume in which the majority of the fusion

occurs, we can define the fusion hotspot as the volume containing 90% of the total

fusion output at any given time (i.e. the 90% fusion volume). Note that due to the

strong-temperature dependence of the reactivity this results in a similar hotspot to

one defined by an ion temperature contour. Although similar to the 17% neutron

contour, which encompasses 95% of the volume of a sphere of constant emission,

the hotspot emission is not constant throughout the volume. The 17% contour

from a simple self-similar neutron emission profile ∝ (1− r2/R2
0) would consist of

just 58% of the total volume, while 90% of the fusion volume would require a 2%

contour. This simple emission profile is intended merely to illustrate the relative

size of this hotspot definition.

� Since the hotspot can be considered as the central region of low density, we can

use the density to define the hotspot. Christopherson et al. [184, 185] define the

boundary of the hotspot using ρ(Rhs) = 1
2(ρ0 + ρpeak), where ρ0 is the central

hotspot density and ρpeak is the peak shell density. Here, we shall refer to this

as the density-average hotspot. Other possible density-related definitions could

include ρ(Rhs) = e × ρ0 and ρ(Rhs) = e−1 × ρpeak. This latter definition will be

referred to as the density e-fold.
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Figure 4.12: The hotspot radii against time for the scale S = 0.9 simulation of N130927
in the self-heating regime, for various definitions: heat source (green dashed),
90% fusion volume (red dashed), 2keV (blue solid), 1keV (magenta solid), the
density e-fold (e−1ρpeak) (blue dash-dot), and the density-average ( 1

2 (ρ0 +
ρpeak)) (magenta dash-dot). The edge of the fuel is also shown (cyan dotted).
The time snapshots shown in figure 4.13 are indicated with the dotted lines.

� Since we expect the hotspot to heat up the rest of the shell, the heat source

hotspot could be defined as the volume which acts as the heat source in the centre

of the hotspot. In other words, this is the region, V , with the largest outward

heat flow,
∫
V ∇ · (κ∇T )dV , which acts to heat the surrounding volume.

4.4.2 Comparison

We look to determine how different hotspot definitions might affect calculations of

parameters of the hotspot, such as the temperature, density, radius. In addition, given

the shape of the radial profiles of various contributions to the hotspot power balance,

we expect that the definition of the hotspot might affect the significance of different

contributions. Given the variation in hotspot behaviour with the burn regime, we also

examine how the respective definitions vary.

Figure 4.12 shows the hotspot radii against time for the self-heating S = 0.9 sim-

ulation of N130927, for the 1keV , density-average, density e-fold, 2keV , fusion and

heat-source hotspots, as well as the overall fuel volume. Figure 4.13 shows the radial

density, temperature and power balance contribution profiles over several time step

around peak compression, focussing on the edge of the hotspot. Figure 4.13 is effec-

tively a zoomed in version of the central three time-steps of figure 4.7. The boundaries
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Figure 4.13: A zoomed in version of figure 4.7 in the self-heating regime, focussing on the
boundary region between the hotspot and the shell. Radial profiles are shown
for: (top) DT density (black dashed), ablator density (cyan dashed), ion tem-
perature (red solid) and electron temperature (red dashed); and (bottom)
the alpha-heating (black), thermal conduction (red), radiation (blue) and
mechanical work (cyan) contributions to hotspot power balance. The verti-
cal lines indicate the boundary of the hotspot as defined by: (1) heat-source
(dash-dot), (2) fusion (solid), (3) 2keV (dotted) and (4) density-average
(dashed).
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Figure 4.14: Volume-integrated contributions to the hotspot power balance for the self-
heating S = 0.9 scale simulation of N130927, showing alpha-heating (black),
thermal conduction (red), radiation (blue) and mechanical work (cyan), for
hotspots definitions: (a) heat-source, (b) 90% fusion, (c) 2keV and (d)
density-average.

of the hotspot as defined by the heat-source, the 90% fusion volume, the 2keV contour

and the density-average are shown. Only a few of the possible hotspot definitions are

shown on this plot to retain clarity.

We see that the heat-source hotspot is the most central, since energy deposition

by the thermal heat flow (Qe) occurs at a small radius (compared to other hotspot

boundaries) and high temperature (∼ 3.5keV ). Note that beyond ∼ t0 + 150ps, the

heat source hotspot falters as a valid definition — however, this is after the majority of

the neutrons have already been produced, i.e. beyond the period of significant fusion

production. The fusion hotspot is the second smallest of those shown, roughly 2− 3µm

larger than the heat source hotspot. The radii of the 2keV hotspot and the density e-fold

hotspot follow very similar trajectories for the majority of the implosion, around 5µm

larger than the heat source hotspot, as do the 1keV hotspot and the density-average

hotspot, which are roughly 8− 10µm larger.

In this regime, we can see that the relationships between various hotspot definitions

are generally well-behaved and vary little for the most part. The boundaries of the

definitions shown in figure 4.13 do not vary in their size-ranking, with the gap between

boundaries varying only by a constant factor.

Figure 4.14 shows a comparison of the volume integrated contributions to the hotspot

power balance from each of alpha-heating, thermal conduction, radiation and mechanical
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Figure 4.15: Burn-averaged (a) ion temperature, 〈Ti〉 and (b) density, 〈ρ〉 for the self-
heating S = 0.9 scale simulation of N130927, shown for hotspot defini-
tions: heat-source (dash-dot), 90% fusion (solid), 2keV (dotted) and density-
average (dashed).

work for the same four definitions shown in figure 4.13. The heat source hotspot by

definition has the strongest thermal conduction losses, and due to its small radius, does

not encompass the entire radiation loss region, as seen in figure 4.13. As a result, the

comparatively low radiation loss is comparable in magnitude to the thermal losses.

The alpha-heating contributions seem to increase with relative hotspot size, as ex-

pected from the inclusion of more of the radial profiles. The magnitude of the thermal

conduction contributions decrease with relative hotspot size, as the larger hotspots

incorporate more and more of the region of absorption of thermal heat flow. The mag-

nitude of the radiative contributions increase at first, as the transition between radiative

emission and absorption lies around 5− 8µm beyond the transition for thermal conduc-

tion. This results in a maximal radiation loss for the 2keV hotspot, which has a relative

thermal conduction loss of ∼ 1/2. The density-average hotspot has a similar thermal

conduction to radiation peak loss ratio of around half, while for the fusion hotspot this

is ∼ 2/3.

Figure 4.15 shows the burn-averaged ion temperatures and densities for the same

hotspot definitions as above. We can see that the larger hotspot definitions result in

higher burn-averaged ion temperatures and densities, with the 2keV and density-average

hotspots consistently around 300−400eV hotter than the smallest heat-source hotspot.

The burn-averaged density of the heat source hotspot is almost 30% smaller than for the

density-average hotspot, which is the largest and therefore includes more of the shell.

Note that while the intuitive mass-averaged ion temperatures would decrease with in-

creasing hotspot definition radius, the fusion-weighting in the burn-averaged quantity

results increase with increasing hotspot definition radius, as these larger hotspot defi-

nitions include more fusing material.

Figure 4.16 shows the hotspot radii for various hotspot definitions as a function of

time for the robustly igniting S = 1.0 N130927 simulation, as figure 4.12 showed for
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Figure 4.16: Hotspot radii against time for the scale S = 1.0 simulation of N130927 in
the robust ignition regime in the same format as figure 4.12. The definitions
included are the heat source (green dashed), 90% fusion volume (red dashed),
2keV (blue solid), 1keV (magenta solid), density e-fold (e−1ρpeak) (blue dash-
dot), and density-average ( 1

2 (ρ0 + ρpeak)) (magenta dash-dot). The edge of
the fuel is also shown (cyan dotted).
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Figure 4.17: An enlarged version of the radial profile time-evolution for the robust igni-
tion regime from figure 4.9, focussed on the hotspot-shell boundary region in
the same format as figures 4.13. Again the vertical lines indicate the hotspot
boundaries, for the following hotspots: (1) heat-source (dash-dot), (2) fusion
(solid), (3) 2keV (dotted) and (4) density-average (dashed).

the S = 0.9 self-heating case. Similarly, figure 4.17 shows the density, temperature and

power balance contribution radial profiles, zoomed in around the edge of the hotspot.

The various definitions remain similar to the self-heating case, except for the heat-

source hotspot, which is larger and more comparable in size to the fusion hotspot.

This is due to the higher alpha-heating levels in this regime producing higher central

temperatures. The 1keV and the density-average hotspots remain similar, as do the

2keV and the density e-fold hotspots. The range of the hotspot radii stays at around

7 − 8µm as for the self-heating regime, but is small proportionally due to the larger

hotspot sizes.

Figure 4.18 shows the volume-integrated hotspot power balance contributions for the

heat-source, 90% fusion, 2keV and density-average hotspots, as in figure 4.14 but for the

robustly igniting S = 1.0 regime. In all of the definitions shown, the radiative losses are

roughly comparable to the thermal conduction losses for this regime. The peak alpha-

heating contributions are ∼ 15% lower for the smaller heat-source and fusion hotspots,

compared to the 2keV and density-average hotspots.

The comparison of burn-averaged ion temperature and density between hotspots for

the S = 1.0 robust ignition scenario shows that the variation in temperature decreases

to a gap of around 250 − 300eV in this stronger regime, compared to the self-heating

regime’s 300 − 400eV . Similarly, the difference in burn-averaged density between the

density-average and the heat source hotspots reduces from 20−30×103kgm−3 to around

10− 20× 103kgm−3, or a ∼ 20% difference.
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Figure 4.18: Volume-integrated contributions to the hotspot power balance for the robust
ignition S = 1.0 scale simulation of N130927, in the same format as figure
4.14.
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Figure 4.19: Burn-averaged (a) ion temperature, 〈Ti〉 and (b) density, 〈ρ〉 for the ro-
bust ignition S = 1.0 scale simulation of N130927, shown for hotspot defini-
tions: heat-source (dash-dot), 90% fusion (solid), 2keV (dotted) and density-
average (dashed).
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Figure 4.20: Hotspot radii as a function of time for the scale S = 1.1 simulation of
N130927 in the propagating burn regime, in the same format as figure 4.12.
The definitions included are the heat source (green dashed), 90% fusion
volume (red dashed), 2keV (blue solid), 1keV (magenta solid), density e-fold
(e−1ρpeak) (blue dash-dot), and density-average (1

2 (ρ0 + ρpeak)) (magenta
dash-dot), as well as the edge of the fuel (cyan dotted).
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Figure 4.21: An enlarged version of the radial profile time-evolution for the propagating
burn regime from figure 4.9, focussed on the hotspot-shell boundary region
in the same format as figures 4.13 and 4.17. Hotspot boundaries are shown
for the following hotspots: (1) heat-source (dash-dot), (2) fusion (solid), (3)
2keV (dotted) and (4) density-average (dashed).

Figure 4.20 show the hotspot radii time-variation for the S = 1.1 propagating burn

scenario. As the hotspot ignites and begins to expand through burn propagation into

the shell, the various definitions are compacted into a much smaller range. This is due

to the increased heat flow, mass ablation and pressure reducing the temperature and

density gradient scale-lengths (as mentioned in the previous section, section 4.3). The

resultant size gap in hotspot radii varies from ∼ 10µm before stagnation (similar to self-

heating) down to ∼ 5µm. Notice that as the hotspot ablates mass away from the shell

and reduces the peak density, the density e-fold ceases to be a useful definition, with

the radius falling off towards 0 even as the hotspot expands and continues to heat up.

Within this range, the positions of various hotspot definitions relative to one-another

change a lot, with each definition expanding at a different rate. Figure 4.21, analogous

to figures 4.13 and 4.17, shows the positions of different hotspot definition boundaries

in relation to the radial profiles of the S = 1.1 propagating burn case, as shown in figure

4.9. The variation in hotspot expansion rate for different definitions is clear, with the

heat source (1) and 2keV (3) hotspots increasing in radius faster than the fusion hotspot

(2) or the density-average (4).

Figure 4.22 shows the volume-integrated hotspot power balance contributions for the

heat-source, 90% fusion, 2keV and density-average hotspots for the propagating burn

S = 1.1 regime, analogous to figures 4.14 and 4.18. The thermal conduction losses

are greater than the radiative losses for all definitions here, while the mechanical work

losses peak at around 50% of the peak alpha-heating contribution, similar to for the
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Figure 4.22: Volume-integrated contributions to the hotspot power balance for the prop-
agating burn S = 1.1 scale simulation of N130927, in the same format as
figures 4.14 and 4.18.

other regimes.

Considering figure 4.23, we can examine the variations in calculated burn-averaged

temperature and density for this regime. The temperature variation reduces to less than

100eV , which combined with the increased magnitude of temperature values equates to

a ∼ 1% variation between definitions. The density variation also decreases relatively to

weaker alpha-heating regimes, to around 10-15×103kgm−3, around 20%. The 4 hotspot

definitions seem to coalesce roughly into two positions, which is clearly shown in figure

4.23b. These density differences become negligible at t0 + 125ps, as the expansion of

the capsule becomes the dominant factor in determining the hotspot density.

4.5 Summary

In this chapter, we have explored the hotspot behaviour in a 1D spherical geometry.

Work done by K. McGlinchey [130] to ensure accuracy of the base implosion charac-

teristics (particularly in the ablation and implosion phases) through comparisons with

simulations and experimental data from LLNL was outlined. This included the adjust-

ment of radiation drive characteristics to match shock timings.

The radiative loss properties of the hotspot were explored by comparing two models,

the full radiation transport model and an “elementary emission” model in which the

radiative emission from the plasma is calculated based on its opacity; the elementary
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Figure 4.23: Burn-averaged (a) ion temperature, 〈Ti〉 and (b) density, 〈ρ〉 for the propa-
gating burn S = 1.1 scale simulation of N130927, shown for hotspot defini-
tions: heat-source (dash-dot), 90% fusion (solid), 2keV (dotted) and density-
average (dashed).

emission model asymptotes to black-body emission and bremsstrahlung emission in the

optically-thick and -thin regions respectively. Significant disparities were found between

the models, with the elementary emission model hotspot emitting ∼ 3× more radiation

than the full transport model hotspot. The hotspot self-absorption reduces the radiative

emission from the hotspot by a factor of ∼ 1
2 . In addition, the absorption of radiative

energy in the shell is significant, and affects the mass ablation and scale lengths of the

density- and temperature-gradients. We therefore expect the transport of radiation to

play a non-negligible role in the evolution of the hotspot.

1D simulations based on the NIF Highfoot implosion N130927 were hydrodynamically

scaled in order to explore different regimes of alpha-heating. The separate mechanisms

of yield amplification between the robust ignition and propagating burn regimes were

demonstrated. In the former case, yield amplification occurs due to an increase in the

hotspot temperature only, while in the latter case it is also due to an increase in the

total hotspot mass undergoing fusion reactions.

In the self-heating regime, the alpha-heating contribution to the power balance is un-

able to compensate for the power losses, such that dWnet/dt < 0 at peak compression.

In the robust ignition regime, the alpha-heating contribution increases at a comparable

rate to that for the combined losses and so dWnet/dt ∼ 0. This results in the temper-

ature of the hotspot being maintained (but not really increasing) even as the capsule

expands, although there is little ablation of mass into the hotspot. In the propagating

burn regime, the alpha-heating contribution significantly outweighs the combined losses,

resulting in dWnet/dt > 0. The temperature of the hotspot continues to increase after

peak compression, and the significant mass ablation from the hotspot heat flow into the

shell means the hotspot density decreases at a much slower rate and the hotspot mass

increases significantly.

It is worth emphasising the importance of the time-evolution of the hotspot within
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these regimes. In order for the hotspot to propagate a deflagration wave into the shell,

it must first undergo the characteristic temperature increases of robust ignition. As this

occurs, it must also be adequately confined by the shell for heat flow to ablate significant

material into the hotspot. The robust ignition regime effectively encompasses capsules

that are igniting in the sense of producing enough fusion to have significant temper-

ature increases, but are inadequately confined by the surrounding shell. Propagating

burn requires a hotspot to be able to reach robustly igniting conditions, and also have

sufficient confinement from the shell to develop a propagating burn wave.

We note that these regimes are also effectively characterised through Cheng et al.’s

[87] and Springer et al.’s [85] prescriptions of hotspot ignition. Compared to Cheng’s pre-

scription [87, 125] that ignition effectively requires the heating timescale of the hotspot,

τH , to be shorter than the confinement timescale of the hotspot, τC , the three alpha-

heating regimes identified in this work can effectively be categorised into τH > τC , τH ∼
τC and τH < τC for self-heating, robust ignition and propagating burn respectively. Sim-

ilarly, considering Springer et al.’s [85] criterion that ignition requires both dT/dt > 0

and d2T/dt2 > 0, our regimes exhibit the characteristics of d〈Ti〉/dt < 0, dWnet/dt < 0;

d〈Ti〉/dt ∼ 0, dWnet/dt ∼ 0; and d〈Ti〉/dt > 0, dWnet/dt > 0 for self-heating, robust

ignition and propagating burn respectively.

The alpha-heating deposition is roughly uniform across the hotspot in the self-heating

regime, but transitions towards a Bragg-peak-like profile for stronger alpha-heating

regimes. This is due in part to the higher temperature of the hotspot increasing the

“transparency” of the hotspot to alpha-particles, and in part due to an increase in

the number of alpha-particles being produced in close proximity to the shell. The

electron thermal conduction deposits heat at a similar depth into the shell to the pen-

etration depth of the alpha-heating deposition, with radiation being absorbed further

out. Stronger levels of alpha-heating also drive stronger thermal conduction heat flows

due to the boost in temperature, while the net radiation lost from the hotspot does not

increase as quickly with strength of alpha-heating.

The alpha-heating has a significant impact on the hydrodynamics of the capsule

implosion, owing to the non-linear feedback loop. The increases in hotspot temperature

and pressure drive faster hotspot re-expansion, while the heat flow from the hotspot

produces an ablative force and further compresses the shell. The temperature and

density gradients between the hotspot and the shell are larger, resulting in significantly

more distinct hotspot and shell regions than in a non-igniting scenario. This is in part

because of the higher peak temperature and density in the hotspot and shell respectively,

and in part due to the shell ablation and hotspot pressure.

We have explored ways in which the hotspot can be defined, and note that defining the

hotspot by a particular density or temperature value, while convenient, has less physical

reasoning behind it. The ad hoc nature of the value selection does not adapt well to

different burn regimes — for example, while using the 1keV contour may make sense

in the self-heating regime, the stronger heating in the robust ignition and propagating

burn regimes pushes this contour much further out into the shell and ablator region. A
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more conservative contour such as the 2keV contour is more robust to this, although

still not dynamically adjusted to the strength of the alpha-heating in the hotspot. The

experimentally measurable nature of the 17% neutron contour makes it uniquely useful,

although the conservative self-similar neutron emission profile in the earlier calculation

(in section 4.4.1) would give a hotspot that contained a much smaller proportion of the

fusing material than many of the other hotspots considered here. However, stronger

levels of alpha-heating would shift the neutron emission profile closer to the uniform

emission, and therefore the 17% neutron contour hotspot would encompass more of the

fusing material. The heat-source hotspot is intuitively very easy to understand, and by

definition adjusts dynamically to account for stronger alpha-heating levels. The fusion

volume is also dynamic in accounting for stronger alpha-heating levels, but fails when

the entirety of the capsule is burning (and therefore ought to be considered as a part of

the hotspot). Such definitions may be more involved to calculate and thus it is unclear

that any particular definition is more correct than any other.

In general, we see that the variation in quantities such as the hotspot burn-averaged

temperature and density, decreases with the increasing strength of the alpha-heating

regime. In effect, different definitions of the hotspot include a different proportion of

the boundary region between what is clearly definable as the hotspot and what is clearly

definable as the shell. Thus, as a result of the hotspot becoming hotter and larger, the

boundary region constitutes a smaller proportion of the entire hotspot, and therefore

contributes less to the overall hotspot parameters. In addition, the boundary region

decreases in width due to ablation and the increased pressure, and therefore there is

less scope for variation in hotspot definitions. This can also be seen as the hotspot (as a

region) becoming more distinct as the gradient scale-lengths decrease and the boundary

between the hotspot and the shell becomes clearer. Conversely, it is at the weaker levels

of alpha-heating that the uncertainty in hotspot quantities due to the hotspot definition

are greatest, not only proportionally but in an absolute sense as well. Indeed, this is

where any uncertainties stemming from hotspot definitions are the most important, as

this is the regime which is currently the most experimentally relevant. It is clear that

when we compare hotspot quantities, whether between experiments or simulations, it is

necessary to know how the hotspot is defined, in order to accurately understand whether

any differences are merely due to definition or in fact due to some physical effect.
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In this chapter we investigate the behaviour of hotspots under the influence of idealised

perturbations using 3D simulations. In the previous chapter, we examined the hotspot

evolution towards igniting and burning in a 1D scenario by considering the time variation

of the hotspot power balance, and the influence of alpha-heating. However, as noted in

chapter 1, the capsule implosion is rarely, if ever, 1D, and therefore the consideration of

higher-dimensional effects is required. The simplified context of idealised perturbations

allows for a thorough investigation of their impact on the performance of a capsule,

including the mechanisms of degradation and potential burn truncation. First, the

initialisation procedure of 3D simulations is explained in section 5.1. We then explore

two scenarios: in section 5.2, we examine the impact of a cold, dense spike from the

shell impinging into the hotspot during its formation, and the subsequent impact on

ignition. In section 5.3, we explore the impact of a region of reduced shell areal density

(and therefore reduced confinement), and how it might affect the burn propagation.

5.1 Initialisation

In this section, the procedure for initialising our 3D simulations is explained. Due to

the increased computational demand of 3D simulations compared to 1D simulations, a

number of approximations have to be made in order to explore the 3D physics of the

stagnation and burn phases of an ICF implosion.

5.1.1 1D-3D data remap

The first of these involves using radial 1D simulation data as a base for the 3D sim-

ulations. Running start-to-finish 3D simulations of ICF capsules with Chimera at a

resolution which accurately resolves the physics in phases of the implosion would re-

quire an impractical amount of computational resources. Therefore, we instead remap

1D radial simulation data onto a 3D Cartesian grid at the time of peak radiation tem-

perature, with cells being merged during said remap into a lower resolution grid. Even

with a reduced simulation domain size, these 3D simulations need to be run at a re-

duced resolution owing to the N3 scaling. The impact of regridding high-resolution

data onto a lower resolution in a stagnation-phase reinitialisation was also investigated

by K. McGlinchey [130]. Regridding to a lower resolution of 2µm produced a yield

reduction of 5% compared to the nominal 0.25µm case, while a full simulation at the

lower resolution reduced the yield by 20%. This indicates that using the high-resolution

1D simulation to more accurately capture the ablation phase physics and length-scales,

120
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and then using lower resolutions from the stagnation phase onwards produces reason-

able agreement with the using high-resolution the entire way through. We can increase

the velocity by a small percentage at the point of reinitialisation in order to compensate

for decrease in yield from remapping to lower resolutions.

5.1.2 Radiation group structure

We also introduce the concept of hydrodynamic decoupling [130], in which the radiation

absorbed by the ablator at times beyond the peak radiation temperature is unable to

affect the hydrodynamics of the hotspot formation during the stagnation phase, due to

the sufficiently high implosion velocity of the shell. Following this, the 3D simulations

are restarted at the time of peak radiation temperature without an external radiation

source, which also allows us to use a reduced number of radiation groups. The level

of atomic detail given by the structure of the 54-group radiation transport is necessary

to ensure accuracy of radiative deposition during the early phases of the implosions.

However, without an external radiation source, the detail of the atomic data required is

reduced to only what is necessary to model the radiation transport within the hotspot.

This fully ionized, pure DT plasma is much simpler to model than the complex radiative

dynamics of partially ionized carbon involved in the ablation phase. Hence, the reduced

10-group structure allows for accurate modelling of the hotspot radiative losses while

also reducing the computational demand of the radiation transport by a factor of 5.

Both the hydrodynamic decoupling approximation and the reduced radiation group

structure were compared to the full scenario by K. McGlinchey [130], showing good

agreement in the time and magnitude of the peak implosion velocity, as well as in the

density and temperature profiles at the time of peak neutron output.

5.1.3 Perturbations

Perturbations are applied in the velocity field after the remap, using Layzer’s approx-

imate analytic treatment [186] of the Rayleigh-Taylor instability, following S. Taylor’s

methodology [91]. We briefly summarise the methodology here, a full description of

which can be found in S. Taylor’s thesis work [91].

Layzer’s cylindrical model for the velocity field is given as:

uz = F (t)e−|z|J0(ρ) (5.1)

uρ = F (t)e−|z|J1(ρ) (5.2)

where u = u(z, ρ) is the velocity field of the Rayleigh-Taylor bubble, z is the cylindrically-

symmetric axis of the spike, ρ is the radial distance from the z-axis, F (t) is some

time-dependent amplitude, and J0, J1 are the zeroth- and first-order Bessel functions

respectively. When applying these to our scenario, the cylindrical axis z becomes the

capsule radial axis r. The perturbing velocity field is applied on top of the existing

velocity field at the point of maximum density gradient on the outer surface of the cap-
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sule in order to emulate the feed-through mechanism of ablation-phase perturbations. S.

Taylor showed that applying the perturbation in this manner reproduces the expected

behaviour of the Rayleigh-Taylor instability in the deceleration phase [91].

Although in this chapter we apply the perturbing field at one point only, these pertur-

bations can be applied in a quasi-spherically symmetric manner by using the vertices of

a geodesic sphere generated from an icosahedron (a regular 20-faced polyhedron) [91],

as used in chapter 6. This method generates an approximation to a sphere by subdivid-

ing the triangular faces of the icosahedron into more regular triangles, and projecting

these vertices onto the surface of a sphere. The order of the geodisation determines the

number of vertices used to approximate the sphere, and therefore the distance between

each vertex. The wavelength of a given “mode” of perturbation is therefore determined

by the order of the geodisation used to generate it, with higher orders producing smaller

wavelengths.

Superposing multiple modes can generate multi-mode perturbations rather than single-

mode. By rotating the co-ordinates of the vertices produced by different orders of geodis-

ation through random angles, coherent interference between modes can be avoided. The

perturbations can also be pointed slightly off-centre from the central point of the simu-

lation to further avoid coherent interference, and to add non-spherical symmetry to the

perturbation. For the multi-mode case, the amplitudes are randomised using a uniform

distribution between 0 and the given amplitude, although not for the single-mode case

to avoid unintended long-wavelength perturbations.

5.2 Single Spike

Perturbations which grow on the outer ablator surface can feed through to the dense

shell and produce spike-like structures which intrude into the hotspot. Therefore, in this

section, we investigate the impact of spike-like perturbations on the hotspot through the

simplest case of a single, idealised spike. We explore the interaction of the perturbation

with the hotspot heat flow, considering how it affects hotspot properties as well as the

converse of how the heat flow affects the perturbation growth. This is investigated for

the robust ignition regime, as we look to understand how the perturbation may prevent

or otherwise impede ignition.

5.2.1 Setup

We use the 1D simulation of N130927 mentioned in section 4.1 as the base for this

simulation, at scale S = 1.0. Using S. Taylor’s Layzer-like perturbation methodology

(section 5.1.3), a single-mode perturbation of λ ∼ 40µm is applied at a radius of 304µm,

with the capsule at a convergence ratio of ∼ 3 at the point of reinitialisation. The

velocity perturbation amplitude δv/〈vimp〉 ∼ 2
3 , where the shell-averaged implosion

velocity 〈vimp〉 ∼ 370− 380km/s. This generates a single, inward propagating spike of

cold, dense shell. A small velocity multiplier of 2% is also applied to the velocity field
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Figure 5.1: Hydrodynamic time evolution around peak compression of the single-spike
implosion based on a scale S = 1.0 Highfoot N130927 shot, showing the ion-
temperature contours of the hotspot, and a slice through the shell density.
A velocity multiplier of 2% has been applied in order to account for the
lack of radiation drive, and the effect of reduced resolution on the capsule
performance.

throughout, in order to account for the reduction in yield stemming from the reduced

resolution.

5.2.2 Results

Figure 5.1 shows the hydrodynamic time evolution around peak compression (at t =

t0) of the single-spike simulation, showing the 3D ion temperature contours in the

hotspot, and a 2D central slice through the shell. The spike perturbation can be clearly

seen penetrating the hotspot from the top right of the figure. Note that although the

perturbation does not appear to intrude too deeply in density, the distortions in the ion

temperature extend much deeper. This is because the variation in density within the

hotspot is small relative to the variation between the hotspot and the shell, the majority

of which occurs at the edge of the hotspot. By contrast, the majority of the temperature

variation between the hotspot and the shell occurs within the hotspot itself.

Figure 5.2 shows the time evolution of radial profiles along the perturbed line-of-sight

(LoS) directly into (solid) and the unperturbed LoS away (dashed) from the perturba-

tion (along the axis of the spike), showing density and ion temperatures (top) and the

hotspot power balance contributions (bottom), including alpha-heating, thermal con-

duction, radiation and mechanical work. The time-steps shown are the same as in figure

5.1. The density and temperature profiles are clearly compressed towards the centre for

the perturbed LoS compared to the unperturbed LoS. The intruding spike reduces the

hotspot radius along the line of sight by up to 20µm.

The temperature drops rapidly from the centre for the perturbed LoS, in a slightly
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Figure 5.2: The time evolution of radial profiles directly into (solid) and away from
(dashed) the perturbation spike, showing (top) density (black) and ion tem-
perature (red), and (bottom) the hotspot power balance contributions from
alpha-heating, Qα (black), electron thermal conduction, Qe (red), radiation,
Qγ (blue) and mechanical work, Qm (cyan).
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Figure 5.3: 2D central slices showing the power deposition maps for the single spike at
t = t0 + 30ps for alpha-heating, Qα (left), thermal conduction, Qe (middle)
and radiation, Qγ (right). All maps are shown on the same colour scale, with
blue indicating regions of power emission or loss, and red indicating regions
of power absorption or gain.
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Figure 5.4: 3D volume plots showing the power absorption only (not emission) for the
single spike at t = t0 + 30ps for alpha-heating, Qα (left), thermal conduction,
Qe (middle) and radiation, Qγ (right). The darker regions indicate stronger
absorption.

sharper manner than for the unperturbed LoS. The temperature gradient directly into

the spike is slightly higher than for the unperturbed case, and the peak gradient also

occurs closer to the centre of the hotspot and therefore at a higher temperature. The

combination of this, along with the increase in surface area results in significantly more

thermal conduction being absorbed into the spike region; the peak thermal conduction

absorption is ∼ 5× larger in the perturbed LoS than for the unperturbed LoS.

The alpha-heating into the spike peaks at ∼ 2× that of the unperturbed LoS. Alpha-

particles not encountering the perturbation still deposit the majority of their energy

within the hotspot as they transit across it, leaving little to deposit into the shell — as

in the case for the 1D scenario of robust ignition. However, the proximity of the cold

dense spike to the centre of the hotspot results in a much larger flux of alpha-particles

into the spike, which then deposit the majority of their energy in a very small region

owing to the higher stopping power of the cold dense material. Note that these particles

retain a significant proportion of their initial energy at the point of encounter with the

spike.

The PdV expansion work also increases (more negative on the figure) around the spike,

due to the stronger heat deposition (from thermal conduction and alpha-heating as

above) producing stronger ablation and mass flow off the shell material into the hotspot.

The radiative contribution into the spike is relatively similar to the unperturbed LoS,

with the largest difference simply being the difference in radial extent due to the spike’s

penetration depth into the hotspot. At later times, the radiative absorption and the

edge of the thermal conduction and alpha-particle heat flow have heated the material

and expansion has lowered the density, such that the radiation lost from the hotspot

and the radiation absorbed at the edge both decrease in magnitude.

These 3D effects are best illustrated by figures 5.3 and 5.4 rather than the 1D radial

profiles of figure 5.2. Figures 5.3 and 5.4 show the alpha-heating, thermal conduction

and radiative contributions to the power balance at t = t0 + 30ps. Figure 5.3 shows
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these contributions as a 2D slice representation of the deposition map in the plane of the

perturbation, with all contributions shown on the same colour and spatial scale for ease

of comparison. Figure 5.4 shows 3D volume representations of only the absorption com-

ponent of the power balances, with the darker regions indicating stronger absorption.

Each component is shown on its own individual scale.

From figure 5.3, the alpha-heating can be seen to be relatively uniform throughout

most of the hotspot, agreeing well with the deposition maps seen in chapter 4. The

solid angle around the spike has reduced alpha-heating deposition, which absorbs the

majority of particles propagating in that direction and produces a shadow behind it.

The extent of the alpha-heating is similar to that of the thermal conduction, which

mostly deposits in a thin shell around the hotspot, as expected from the radial profiles

of figure 5.2 and chapter 4. There is strong thermal conduction heat deposition into

a broad region around the spike — this is due to the increase in surface area around

the spike’s distortion, in combination with an increased temperature gradient, and the

position of the peak temperature gradient moving deeper into the hotspot (i.e. closer to

the centre, and therefore to higher temperatures and thermal conductivities (κ ∝ T )).

Similarly, the radiative deposition is stronger only in a narrow region deep into the

spike, but with only a small increase in magnitude. These depositions are cylindrically

symmetric around the axis of the spike, as can be seen from figure 5.4. The shell-like

nature of the thermal conduction and radiation heat flow depositions is clearly shown,

with the regions of strong absorption around the spike from figure 5.3 also visible.

Overall, it seems that the thermal conduction is the most significant component in

the power balance into the spike, while the alpha-heating is more important in the un-

perturbed shell regions. The increase in surface area has a larger effect on concentrating

the thermal conduction heat flow out of the shell than on the alpha-heating heat flow.

This is because the thermal conduction heat flows perpendicular to the temperature

contours (and effectively, the surface of the hotspot), while the alpha-particle flux is net

radially outwards, since the centre of the hotspot is the region of strongest production.

The regions around the sides of the spike produce fewer alpha-particles than the centre,

and therefore the sides of the spike do not see the same flux as the tip of the spike.

Figure 5.5 compares various hotspot volume-integrated properties over time for the

single-spike simulation and a companion unperturbed, symmetric P0 simulation, show-

ing the burn-averaged density, 〈ρ〉, ion temperature, 〈Ti〉, mass as a percentage of the

total fuel, MV /MDT , volume, V and surface area, SA, in addition to the overall burn

history. Figure 5.6 shows the volume-integrated hotspot power balance contributions for

the single-spike and companion symmetric simulations, with parts (b) and (c) showing

zoomed in regions on the early-time power balance.

The perturbation reduces the yield by ∼ 40%, from 1.4 × 1017 to 8.1 × 1016, as

well as shifting bang time 27ps earlier. Within the hotspot, 〈Ti〉 diverges at roughly

t = t0 − 50ps, while the differences in the burn history are only visible later on. After

peak compression, 〈Ti〉 flattens off quickly for the single-spike case, while it continues

to increase for the unperturbed case. This is inextricably linked with the weaker alpha-
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Figure 5.5: A comparison between the single-spike (solid) and the symmetric companion
(dashed) simulations, showing: (a) hotspot burn-averaged density (black) and
ion temperature (red); (b) hotspot volume (blue) and mass as a fraction of
the entire fuel (green); and (c) hotspot surface area (cyan) and the neutron
burn history (magenta).
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Figure 5.6: (a) Volume-integrated power balance contributions for the 2keV hotspot for
the single-spike (solid) and companion symmetric (dashed) simulations, shown
for alpha-heating, Wα (black), electron thermal conduction, We (red), radi-
ation, Wγ (blue), mechanical work, Wm (cyan) and total, Wnet (green). (b)
and (c) are zoomed in on the regions indicated by dashed boxes in (a), showing
the early-time variations during the deceleration phase.
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heating.

The burn-averaged densities are almost identical between the perturbed and unper-

turbed simulations, with significant deviations only after the majority of burn has oc-

curred. The single-spike density initially drops off slightly faster than for the symmetric

case; somewhat counter-intuitively, the symmetric case ablates more material as the

stronger ignition produces a stronger heat flow. Although material is ablated off the

cold dense spike in the single-spike case, weakened alpha-heating bootstrap results in

less shell ablation overall than for the symmetric case. The single-spike hotspot has both

a lower fractional mass and a lower volume than the symmetric case, which matches

the similar densities between the two scenarios. Around peak compression, the single-

spike case has a higher surface area, but falls below that of the symmetric case as the

symmetric case heats up more and expands faster after peak compression.

The weaker bootstrap in the single-spike scenario produces not only a lower net

heating, but also weaker contributions from thermal conduction, radiation and PdV due

to the lower temperature, volume and pressure in the hotspot respectively. The thermal

conduction is particularly low for the single-spike case; this is due to the sensitivity of

the hotspot boundary as defined by the 2keV contour, which includes a significant

proportion of the spike and therefore reduces the calculated magnitude of the thermal

conduction loss.

The early-time (before peak compression) differences in the power balance manifest

themselves through lower hotspot temperatures as the shell stagnates. This is the most

important time, as the conversion of mechanical work done during the stagnation to

hotspot thermal energy is what determines the strength of the alpha-heating bootstrap-

ping — effectively the ‘spark’. The perturbation moves in faster than the rest of the shell

and increases the PdV work early on (t ∼ t0 − 200ps). However, overall the symmetric

case has a more synchronous shell stagnation, resulting in a higher peak PdV work

which produces hotter temperatures than for the perturbed case (from t ∼ t0 − 100ps).

These hotter temperatures result in stronger alpha-heating and therefore a stronger

bootstrap.

We note that the yield degradation due to enhanced power losses in the hotspot after

formation and yield degradation due to a weaker alpha-heating feedback loop from early-

time variations in the conditions of the hotspot formation are distinct processes, but

difficult to distinguish from one another. We can attempt to do so by considering the

hotspot as two separate but connected parts, and comparing the properties of each of

the perturbed and unperturbed ‘hemispheres’ (noting that the perturbed ‘hemisphere’

will not actually be hemispherical in shape). These comparisons are shown in figures

5.7 and 5.8. Figure 5.7 compares the hotspot burn-averaged density, burn-averaged

ion temperature, mass fraction, volume, surface area and fusion rates, analogous to

figure 5.5 but for the two hemispheres of the single-spike simulation rather than across

two simulations. Similarly, figure 5.8 is analogous to figure 5.6, showing the volume-

integrated power balance contributions for the two hemispheres.

The perturbed hemisphere has a lower temperature and higher density than the un-
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Figure 5.7: A comparison between the hemisphere containing the perturbation (solid)
and the hemisphere without the spike perturbation (dashed), showing: (a)
hotspot burn-averaged density (black) and ion temperature (red); (b) hotspot
volume (blue) and mass as a fraction of the entire fuel (green); and (c) hotspot
surface area (cyan) and the DT fusion reaction rate (magenta).
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Figure 5.8: (a) Volume-integrated power balance contributions for the 2keV hotspot for
the perturbed hemisphere (solid) and unperturbed hemisphere (dashed) sim-
ulations, shown for alpha-heating, Wα (black), electron thermal conduction,
We (red), radiation, Wγ (blue), mechanical work, Wm (cyan) and total, Wnet

(green). (b) and (c) are zoomed in on the regions indicated by dashed boxes
in (a), showing the early-time variations during the deceleration phase.
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perturbed hemisphere. The higher density is likely due to the colder hemisphere being

more compressible, which combined with the lower mass fraction also result in a lower

volume and surface area. The reduced fusion rate also results from the lower temper-

ature. The perturbed hemisphere has lower magnitudes for all of the contributions to

the power balance, and also a lower net heating. Before t = t0−210ps, more PdV work

is being done on the perturbed hemisphere, but the unperturbed hemisphere passes it

after this point. This is due to the poor synchronisation of PdV work from the shell due

to the faster-moving spike, as mentioned earlier. The lower temperatures throughout

the perturbed hemisphere also produce less alpha-heating in the region, and partially

explain the lower thermal conduction and radiative losses, which are also affected by

the lower volume and surface area. The spike’s presence reduces the temperature of the

entire hemisphere, through both the poor PdV work synchronisation and the weaker

alpha-heating within the volume.

Contrary to any notion that a spike might feed extra fuel to the hotspot and allow it

to burn more material, the cold, dense shell material transported towards the hotspot in

this regime acts as a sink, drawing energy out of the hotspot and reducing the bootstrap

heating. The spike enters the hotspot before the burn has had a chance to develop, and

therefore both reduces the strength of the ignition ‘spark’ and impedes the development

of a burn wave. It is perhaps possible that the spike might be able to feed the hotspot

burn, but only in the difficult scenario of having ignited the hotspot before the spike can

influence it. This would require the hotspot to begin propagating a burn wave before

having reached peak compression.

5.3 Single Bubble

The confinement of a hotspot is determined by the areal density of the confining shell.

Significant deviations from uniformity in the shell can therefore result in asymmetric

confinement of the hotspot. Of particular interest is the possibility of confinement loss

through a region of locally weak confinement in the shell, i.e. a region of particularly

low areal density. In this section, we investigate the impact of a perturbation designed

to produce a region of low areal density in the shell, and therefore result in the hotspot

‘bubble’ expanding faster into this region.

5.3.1 Setup

As in section 5.2, we again use the 1D data on N130927 as the base, again at scale

S = 1.0. Here, instead of using the velocity field perturbation to generate a bubble,

the Layzer perturbation structure is used to apply a reduction in the density to the

shell. Using a velocity field to generate the bubble would effectively require a significant

reduction in shell convergence due to a low implosion velocity, whereas the proposed

method should result in the natural evolution of a bubble as the shell re-expands under

the central hotspot pressure. The region with reduced density will have less inertia
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Figure 5.9: Hydrodynamic time evolution around peak compression of the implosion
based on a scale S = 1.0 Highfoot N130927 shot perturbed with a density
reduction to induce a bubble-like perturbation, showing the ion-temperature
contours of the hotspot, and a slice through the shell density. A velocity
multiplier of 5% has been applied in order to account for the lack of radiation
drive, and the effect of reduced resolution on the capsule performance.

to confine the hotspot, and will expand faster, producing a bubble, or an ‘aneurysm’

[39, 187]. This method does not conserve the mass in the shell but simply removes it,

whereas a more physical method would redistribute the mass from the region to other

regions in the shell. We justify this method as simply a ‘toy’ model which is used to

investigate the underlying physics, rather than as an accurate depiction of a particular

experiment.

We wish to explore this perturbation for a hotspot with sufficiently high pressure to

organically generate a bubble from the region of low areal density. A velocity multiplier

of 5% is applied to the capsule in order to boost the implosion velocity, and therefore

boost the capsule performance. In this simulation, we also explore the possibility of at-

tempting to reach the propagating burn regime through simply increasing the implosion

velocity of a design rather than undergoing full hydrodynamic scaling of entire capsule,

as this effectively necessitates a larger driver.

5.3.2 Results

Figure 5.9 shows the hydrodynamic time evolution around peak-compression of the

simulation with the single-bubble perturbation applied. As in figure 5.1, the ion tem-

perature contours of the hotspot can be seen in the centre of the capsule, alongside a

2D slice through the centre of the density of the confining shell. The bubble can be

seen forming already in the first time-step just before stagnation, with the velocity flow

beginning to converge towards this region. This is because the reduced shell density

of the region has less incoming ram pressure, and therefore stagnates earlier than the
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Figure 5.10: The time evolution of radial profiles directly into (solid) and away from
(dashed) the perturbation bubble, showing (top) density (black) and ion
temperature (red), and (bottom) the hotspot power balance contributions
from alpha-heating, Qα (black), electron thermal conduction, Qe (red), ra-
diation, Qγ (blue) and mechanical work, Qm (cyan).
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rest of the shell against the central hotspot pressure. The resultant earlier re-expansion

of this region from the hotspot pressure is what produces the bubble region. As the

hotspot heats up and the pressure grows, both the forming bubble and the rest of the

capsule start to re-expand, with the bubble re-expanding slightly faster and the hotspot

material flowing towards the bubble.

Figure 5.10 shows the time evolution of the radial profiles along lines of sight directly

into the bubble and away from the bubble. Profiles are shown for the ion temperature

and density (above) and the hotspot power balance components (below) (similar to the

time evolution of profiles for the single-spike in figure 5.2). With the perturbed bubble

axis effectively expanding ahead of the rest of the shell, the temperature profiles seem

to simply be stretched to match the larger extent along the bubble perturbation axis,

while the shell peak density is reduced as well.

We note that this simulation exhibits characteristics of a robustly igniting capsule

entering the propagating burn regime, in which the hotspot heats up significantly and

begins to strongly ablate shell material, but the shell areal density is unable to contain

rapidly growing pressure. Despite the inadequate confinement, the hotspot temperature

continues to rise even after peak compression. This is due to the boosted velocity

producing central hotspot temperatures of Ti ≈ 10keV by the time of peak compression,

resulting in a very strong alpha-heating feedback loop. The subsequently shortened

heating timescale of the hotspot allows the hotspot temperature to rise and burn the

innermost region of the shell. However, the confinement time is still not long enough to

allow burn propagation throughout the shell before the capsule disassembly.

Considering the power balance profiles, it can be seen that the increased distance

between the shell and the centre of the hotspot along the perturbed axis removes the

Bragg peak from the alpha-heating profile. This illustrates that the Bragg peak is

primarily due to the proximity of the shell to the regions of strong fusion production,

resulting in alpha-particles encountering the cold-dense material before depositing much

energy in the hotspot, and depositing the majority of it into the shell. With both the

perturbed and unperturbed axes sharing the same central conditions, the shell being

further from the centre effectively extends the deposition region for alpha-particles to

gradually deposit their energy in the hotspot, producing a gradual sigmoidal profile,

similar to that seen in the self-heating regime.

The thermal conduction is also noteworthy along the perturbed axis in that there

is very little deposition of heat flow along this radial direction. This is because the

direction of the largest temperature gradient is no longer radial along the bubble’s axis,

but rather in directions transverse to the bubble’s axis. Consequently, the gradient in

the radial direction is reduced. Alternatively, this can be considered in terms of the

increased divergence from the increased surface area of this region — the same amount

of heat is flowing out through the region of solid angle, but is being directed out through

a larger surface area, resulting in less energy deposited in a given part of the shell.

As in the previous section, we can again compare the properties between the hemi-

sphere containing the bubble perturbation (the perturbed hemisphere) and the hemi-
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Figure 5.11: A comparison between the hemisphere containing the perturbation (solid)
and the hemisphere without the bubble perturbation (dashed), showing: (a)
hotspot burn-averaged density (black) and ion temperature (red); (b) pres-
sure (blue) and mass as a fraction of the entire fuel (green); and (c) the DT
fusion reaction rate (magenta) and the ratio of the surface area (cyan) and
volume (yellow) between the perturbed and unperturbed hemispheres.
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(c) Heat Source

Figure 5.12: (a) Volume-integrated power balance contributions for the 2keV hotspot
for the perturbed hemisphere (solid) and unperturbed hemisphere (dashed)
simulations, shown for alpha-heating, Wα (black), electron thermal conduc-
tion, We (red), radiation, Wγ (blue), mechanical work, Wm (cyan) and total,
Wnet (green). (b) is zoomed in on the regions indicated by dashed box in
(a), showing the early-time variations during the deceleration phase, and (c)
shows the same quantities calculated for the heat-source hotspot.
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sphere not containing the perturbation (the unperturbed hemisphere). Figure 5.11

compares the hotspot burn-averaged density, burn-averaged ion temperature, pressure,

fractional mass, DT fusion reaction rate, surface area ratio and volume ratio between

the two hemispheres. The ratios are calculated as the perturbed hemisphere quantity

over the unperturbed hemisphere quantity. We note that the two hemispheres overall

are very similar across all of the properties shown. The burn-averaged temperature is

effectively identical across the entire time period shown. The burn-averaged density of

the perturbed hemisphere is slightly below that of the unperturbed hemisphere after

peak compression, corresponding to the earlier bubble re-expansion seen in figures 5.9

and 5.10. Both hemispheres contain a similar mass fraction, and therefore the larger

volume of the perturbed case results in a lower density. The smaller increase in pres-

sure is also linked to this, as the reduced confinement does not allow the pressure to

properly build in this part of the hotspot — some of this pressure instead does work

on the shell to expand the hotspot into this region of reduced confinement. The lower

density material also therefore corresponds to less fusion occurring in the perturbed

hemisphere.

Figure 5.12 shows the volume-integrated power balance contributions for the two

hemispheres, calculated for the 2keV hotspot in (a) and the heat-source hotspot in (c).

Figure 5.12(b) shows a zoom of (a) during the deceleration phase, as indicated by the

dashed box in (a). The power balance comparison shows the slightly reduced levels

of alpha-heating in the perturbed hemisphere, the peak of which occurs ∼ 10ps before

the peaks in fusion rate. The notably low thermal conduction rate is due to the 2keV

contour being well beyond the region of deposition of the thermal conduction heat flow.

The thermal conduction contribution to the power balance of the heat-source hotspot is

significantly higher, although the other contributions are also significantly smaller due

to the smaller volume of this type of hotspot.

In the exploration of this perturbation, we note that there was not enough areal

density in the rest of the capsule to isolate the confinement loss to the developing

hotspot bubble. While the bubble re-expands faster than the rest of the shell, the

difference is not quite significant enough to produce loss of confinement through the

bubble alone. The S = 1.0 capsule does not have the shell areal density to achieve this

rapid localised loss of confinement due to low ρR, even though the increased velocity

generated the pressures required to investigate this phenomena. The creation of a real

“aneurysm” of a hotspot might require higher hotspot pressures or larger differences

in shell areal density, such as with a higher average shell areal density or a larger

amplitude perturbation. Note that both the pressure and the difference in shell areal

density conditions could be achieved with higher scale factor capsule.

This simulation also highlights the difficulties in attempting to explore stronger burn

regimes by simply increasing the implosion velocity of a particular design. Increasing

the implosion velocity does indeed increase the total work done on the hotspot and

generate higher temperatures in the hotspot. However, the correspondingly higher

pressures are not also matched by better shell confinement. As a result, rather than
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the hotspot burning significant proportions of the shell, the shell simply fails to confine

the hotspot and is re-expanded before the burn wave can propagate through it. In

other words, the hotspot converges faster, and then simply rebounds faster as well.

Hydrodynamic scaling therefore combines the improved hotspot conditions with the

enhanced confinement required to allow an igniting hotspot to propagate a burn wave

through the shell.

5.4 Summary

In this chapter, we have described the methodology behind 3D simulations in this the-

sis. High resolution (0.25µm or 0.5µm) 1D and 2D spherical geometry simulations are

used to accurately capture the physics of the ablation phase, complete with detailed

radiation transport using 54 radiation groups to model the complex radiative dynamics

of partially ionized carbon. This data is then remapped onto a lower resolution (2µm

or 3µm) 3D Cartesian grid at peak radiation temperature, with any perturbations or

hydrodynamic scaling (for chapter 6) applied at this reinitialisation point. A reduced

10-group radiation transport is used to capture the radiative dynamics of the DT in the

hotspot during the stagnation and burn phases of the calculation. These 3D simulations

are run without radiation drive, although this does not have a significant impact on the

overall shell implosion velocity [130]. The velocity at reinitialisation is increased by

. 5% in order to compensate for the reduced yield of lower resolution simulations.

A perturbation methodology used in both this chapter and chapter 6 is described, in

which the perturbations are applied through a method developed by S. Taylor [91], using

Layzer’s approximate analytic treatment of the RTI [186] to perturb the velocity field of

the perturbation. These velocity perturbations reproduce the expected behaviour of the

RTI in the deceleration phase [91], and can be applied approximately uniformly across

the surface of a sphere using the vertices of geodesic spheres, with different wavelengths

dependent on the number of vertices. These perturbations can be pointed off-centre to

induce non-spherical motion. In addition, coherent interference between multiple modes

can be avoided through rotation of the vertices’ co-ordinates, and the amplitudes can

be randomised.

Using this method, a perturbation was applied to generate a single spike-like per-

turbation intruding into the hotspot in order to investigate its impact on the hotspot

behaviour and capsule evolution. The spike effectively acts as a heatsink for the hotspot,

drawing energy out of the hotspot and increasing the hotspot’s energy losses. The ther-

mal conduction losses increase due to the increased surface area, the increased temper-

ature gradient, ∇T , around the spike, and an increase in the thermal conductivity due

to the higher temperature at the location of the peak temperature gradient. Alpha-

heating absorption increases into the spike, as the cold dense shell material is in closer

proximity to the core of the hotspot; this increases the flux of the alpha-particles into

the spike, and also increases the proportion of their energy deposited in the spike rather

than the hotspot. The radiative losses are minimally affected by the spike. The overall
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performance of the simulation is strongly impacted by these processes, both due to the

enhanced losses after the hotspot formation, and a weaker alpha-heating feedback loop

from the effect of poorer synchronisation of PdV work on the hotspot formation process.

A single bubble perturbation was applied to investigate confinement loss through a

region of low areal density and therefore weak confinement. The bubble was found

to have a small impact on the hotspot formation through the mistiming of the PdV

compression during stagnation. However, unlike the spike perturbation, the bubble

does not preferentially absorb heat from the hotspot and increase the heat flow out of

the hotspot. The main effect occurs after the hotspot temperature and pressure have

increased significantly; faster re-expansion into the region of weaker confinement than

the rest of the shell acts to truncate burn by dropping the hotspot pressure.

From our simulations, we expect that a spike perturbation would be significantly more

detrimental to the hotspot ignition process than a bubble perturbation. The significant

increase in early time heat flow out of the hotspot will act to dampen the alpha-heating

bootstrap behaviour, and potentially inhibit ignition. A bubble affects the hotspot

confinement and can therefore truncate the burn propagation through confinement loss.

However, it is likely to have a much smaller impact on the ignition of the hotspot due

to the minimal effect on the heat flow out of the hotspot.

In these simulations, we have also examined the difficulties in attempting to reach

the propagating burn regime through increases in implosion velocity alone. In addi-

tion to the increased susceptibility to perturbation growth, we find that although the

higher implosion velocities result in more PdV work on the hotspot, higher tempera-

tures and therefore a stronger alpha-heating bootstrap, the increased hotspot pressure

is not matched by a corresponding increase in hotspot confinement. As such, the shell

re-expands faster under the higher hotspot pressure before burn propagation can occur,

although the hotspot is more likely to ignite robustly. Conversely, hydrodynamic scal-

ing increases the shell areal density and therefore the confinement, while the hotspot

heating is improved not by a higher initial temperature but by the longer duration for

alpha-heating to occur, and a larger proportion of the alpha-heating being absorbed

within the hotspot.
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Recent experimental campaigns on NIF have been aimed at demonstrating the control

and predictability of implosion designs through smaller scale designs and reduced laser

energy [55, 188]. Although work continues towards reducing the magnitude of pertur-

bations, the presence of perturbations will likely persist. Therefore, moving towards

megajoule yield performance requires the scaling of these implosion designs [3] in order

to improve performance while maintaining similar levels of symmetry control.

In this chapter, we hydrodynamically scale 3D perturbed hotspots in order to exam-

ine their behaviour and performance, particularly as they undergo ignition and burn.

This is investigated for different forms of perturbation to consider the scaling of each

perturbation scenario individually, rather than for a particular implosion design with a

comprehensive set of perturbations, as in Clark et al. [3]. In the process, we also demon-

strate the effects of alpha-heating on hydrodynamic scaling from Chapter 4 under 3D,

perturbed conditions, and the resultant impact on the rest of the capsule.

Section 6.1 explores the hydrodynamic scaling for the Highfoot shot N130927, which

was also the base implosion design used in Chapters 4 and 5, a full scale implosion

shot at 1.8MJ [189]. In section 6.2, we explore this for a more recent HDC implo-

sion N161023, originally shot at subscale S = 0.8 and 1.1MJ laser drive energy [55].

These HDC implosions have demonstrated improved symmetry control, and as a result

have produced the highest yield experiments to date [9]. By exploring the scaling of

two different designs, we can consider the impact of not only the different forms of

perturbation, but also the yield degradation level, on the resultant performance scaling.

6.1 Highfoot Scaling

This section explores the impact of hydrodynamic scaling on perturbed implosions based

on N130927. N130927 was a full-scale design with a 1.13mm outer radius capsule and

a 5.75mm Au hohlraum shot at 1.8MJ using a 3-shock laser pulse [36, 189]. Despite

being one of the better performing Highfoot implosions, N130927 still suffered from se-

vere perturbations resulting in a ∼ 45× yield degradation [2] compared to the expected

symmetric implosion. We begin with an explanation of various aspects of the method-

ology behind this scaling study, before examining the impact of two highly degrading

perturbations on the scaling of this design.

141
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Figure 6.1: Comparison of neutron yield scalings for 3D 3µm and 1D 0.5µm simulations
based on NIF highfoot shot N130927, for burn on (1D - green triangle, 3D -
cyan circle) and burn off simulations (1D - magenta cross, 3D - black square).
The 3D scales have been adjusted by a multiplier of 0.84 to fit the 1D curve.
The dashed line indicates the expected burn off scaling of S4.5 [128].

6.1.1 Methodology

As in Chapters 4 and 5, the simulations in this section are based on the same 0.25µm 1D

simulation of N130927. Our 3D simulations here are run at 3µm resolution due to the

dual computational constraints of simulating in 3D and the large number of simulations

required in order to explore the scaling range. In addition, larger scale factors also

require a corresponding increase in simulation domain size and runtime.

We note that the reduction in burn off yield of lower resolution 3D simulations also

results in a diminished yield enhancement from alpha-heating, exacerbating the yield

loss due to resolution. In this section, we can consider this as a reduction in the scale

factor, S. Figure 6.1 shows the yields of 1D and 3D symmetric P0 simulations at

0.5µm and 3µm respectively, for both burn on and burn off. Both the 1D and the 3D

simulations were restarted from the same dataset at the same point in time, as described

in section 5.1. The 3D simulations were run at scale factors S=1.0, 1.1, 1.2, 1.3 & 1.4,

but are plotted with a multiplier of 0.84× applied to the scale factor S in order to fit

the curvature of the expected burn on 1D yield scaling. Although the 3D burn off yields

do not match the 1D burn off yields with this multiplier, the hydrodynamic scaling

is strongly affected by the alpha-heating and therefore we should not expect the same

multiplier to fit both burn on and burn off. Indeed, using a multiplier of 0.94× allows

the 3D burn off yields to fit the 1D burn off yields.

The first perturbation scenario is based on the asymmetries in the radiation drive,
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Figure 6.2: Time-dependent amplitudes of P2 (black) and P4 (red) Legendre modes ap-
plied in original 2D simulations of HF shot 130927 (left) and HDC shot 161023
(right), from which the corresponding RA scenarios in this chapter are reini-
tialised. The respective radiation drive pulses are also shown in arbitrary
units (blue). Reproduced from [8] with the permissions of AIP Publishing.

labelled as the radiation asymmetry (RA) scenario. Data from 2D laser-hohlraum sim-

ulations [130] can be used to drive a 2D spherical geometry capsule simulation. The

time-dependent amplitudes of the P2 and P4 Legendre modes used in this RA source

simulation [8] are shown in figure 6.2 for both the HF scenario in this section, and

the HDC scenario in the following section (6.2). This method results in the 2D source

dataset at S = 1.0 inherently including effects such as mass redistribution [8], from

which the 3D simulations are reinitialised at peak radiation temperature (i.e. 15.7ns

here) and scaled. In doing so, we avoid the impact of the non-hydrodynamic scaling of

the radiation drive, which would require adjustments to the ablator thickness [3] in order

to obtain the correct optical depth, ablation front properties and implosion velocity.

The second perturbation scenario investigated is a short wavelength multi-mode (MM)

perturbation. In this scenario, the 1D data is remapped onto the 3D Cartesian grid,

and then perturbations applied at points distributed approximately uniformly around

the surface of a sphere, as described in section 5.1. The vertex co-ordinates of different

modes are rotated relative to one-another, and are each pointed off-centre (by a random

distance up to 100µm in a random direction) to induce non-radial components to the

perturbation. These perturbations are applied at an outer fuel radius of 394µm at t =

15.7ns, corresponding to the time of peak radiation temperature. The amplitudes are

adjusted such that the simulation matches the yield of a comprehensive 3D simulation

of the perturbations of N130927 [2] at the unadjusted scale factor S=1.0 (∼ 3× 1015),
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2 4 6500400300200
30µm

Figure 6.3: Hydrodynamic time evolution of the RA scenario showing the ion temperature
contours of the hotspot and the density of the shell, within ∼ ±100ps of
bangtime. The central time-step t0 − 100ps is at bangtime.

and are given below:

Wavelength, λ/R Amplitude, δv/〈vimp〉
1/
√

12 0.15

1/
√

42 0.3

1/
√

162 0.36

1/
√

642 0.06

1/
√

2562 0.18

Table 6.1: Relative perturbation wavelengths, λ/R, and amplitudes, δv/〈vimp〉, for the
HF MM scenario.

6.1.2 Results and Discussion

Figures 6.3 and 6.4 show the hydrodynamic time evolution of the RA and MM scenarios,

showing the ion temperature contours in the hotspot, and the density of the shell around

bang-time, tb, showing timesteps t ∼ tb ± 100ps. These illustrate the shape and nature

of each of the perturbations; the multi-mode involves many spikes of various amplitudes

and wavelengths penetrating and cooling the hotspot, while the radiation asymmetry is

a P2-P4 swing in which the drive is initially stronger at the waist, and then stronger at

the pole. This drives perturbation spikes in from the poles of the capsule which penetrate

deeply into the hotspot and meet at the centre, effectively turning the hotspot (or what

remains of it) into a toroid. In both cases, bang-time is ∼ 100ps before the time of peak

compression; for MM, tb = t0 − 120ps, while for RA, tb = t0 − 100ps.

Figure 6.5 shows the yield scaling of various 3D simulations, comparing the symmetric

burn on and off scenarios with RA and MM. These are plotted for the adjusted scale

factor, Ŝ = 0.84×S to fit the 1D scaling, as explained in section 6.1.1. Note that we will
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Figure 6.4: Hydrodynamic time evolution of the MM scenario showing the ion tempera-
ture contours of the hotspot and the density of the shell, within ∼ ±100ps of
bangtime. The central time-step t0 − 120ps is 15ps before bang time.
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Figure 6.5: Neutron yield scaling of 3D simulations based on NIF highfoot shot N130927
for various implosion scenarios - symmetric burn off (black square), symmetric
burn on (cyan circle), radiation asymmetries (blue diamond) and multi-mode
A (red downwards triangle). The scale factor, S has been adjusted by a 0.84×
multiplier to give the adjusted scale factor, Ŝ which fits the 1D scaling. The
dashed line indicates the theoretical burn-off scaling of Ŝ4.5.
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Figure 6.6: The rate of PdV work done on the hotspot, Wm, (solid) and the hotspot
burn-averaged ion temperature, 〈Ti〉, (dash-dot) against time, for scenarios
P0 (cyan), MM (red) and RA (blue) at scale factor S=0.8.

continue to refer to the scale factor of individual simulations by the unadjusted scale

factor S, for ease of notation (S=1.0, 1.2, 1.4 and Ŝ=0.84, 1.008, 1.176). The symmetric

burn off case here scales as ∼Ŝ4.05, slightly below the Ŝ4.5 found in literature [128]. The

burn on scenario is beginning to curve upwards in the characteristic non-linearity of

ignition. Despite the lower yields, the perturbed burn on scenarios all scale faster in

yield than the burn off scenario. This is encouraging, as it indicates that alpha-heating

increases with scale and therefore improves yield scaling, even at low yields.

The radiation asymmetry, which was the dominant yield degradation mechanism for

N130927 [2], scales linearly as ∼Ŝ5.0, although the simulations perform worse than the

1D burn off scenario. The multi-mode scales faster at ∼Ŝ5.6, despite the initially lower

yield. This can be understood, in part, through the mechanical work delivered to the

hotspot. In figure 6.6, we examine the PdV work on the hotspot, Wm, and the hotspot’s

corresponding (burn-averaged) ion temperature, 〈Ti〉. We note that the mechanical work

contribution, Wm, falls off at a very gradual gradient for both MM and RA scenarios,

compared to the unperturbed P0 case.

Figures 6.7a and 6.7b quantify this, showing the scaled width of the PdV power

delivery, τm/S, where τm is defined as the FWHM of the Wm delivery:

τm = tb − ta (6.1)

where ta,b satisfy Wm(ta,b) = 1
2 ×max(Wm) and tb > ta, and the total PdV work done

on the hotspot:

Um =

∫ tb

ta

Wm(t)dt (6.2)

These are plotted for MM, RA and P0 for S=1.0, 1.2 & 1.4 (for MM and RA only).
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Figure 6.7: (a) Scaled PdV delivery width, τm/S (where τm is defined by the FWHM
of Wm shown in 6.6) and (b) PdV work done on the hotspot, Um (defined as
the integral of Wm over the FWHM, as in equation 6.2) against scale factor
for all scale factors, shown for P0 (cyan), MM (red) and RA (blue) scenarios.

τm/S is largest for MM, coinciding with the earliest drop in 〈Ti〉, while the P0 scenario

has the shortest τm/S and largest boost to 〈Ti〉, in addition to the highest total work

done, Um. This indicates how the deceleration of the shell (and therefore the conversion

of shell kinetic energy into hotspot thermal energy) is spread out over a longer time

period in the perturbed scenarios, and therefore provides a much weaker boost to the

hotspot temperature, also shown in figure 6.6. The slower compression allows more time

for heat flow from the hotspot to the shell and therefore lower the temperature increase.

Conversely, more synchronised compressions allow less time for heat flow and therefore

the heating of the hotspot is more efficient.

Both the total work done, Um, and the time-frame in which the work is done, τm/S,

on the hotspot affect the quality of the PdV compression on the hotspot. Although

MM does more work in total than RA, the time-frame of delivery is also longer, such

that at S=1.0 the yield is lower (∼ 3 × 1015 compared to ∼ 4 × 1015). However, Um

increases with Ŝ similarly across scenarios, and thus for a given increase in scale factor,

the increase in Um is higher for MM than for RA. In addition, τm/S decreases faster with

Ŝ for MM, meaning that the improvement in the synchronisation of the PdV delivery

is more significant for MM. This results in a larger increase in 〈Ti〉 with S for MM than

for RA, which can be seen in figures 6.8a and 6.8b, and helps to explain, in part, the

faster yield scaling of MM as compared to RA.

Figure 6.8 shows the burn-averaged ion temperature, 〈Ti〉, burn-averaged density,

〈ρ〉 and (volume-averaged) pressure, P , of the hotspot, as well as the burn history for

the MM and RA scenarios at (unadjusted) scale factors S=1.0, 1.2 and 1.4. Figure 6.9

shows a side-by-side comparison of the net hotspot power balance and the alpha-heating

contribution between the scale factors S=1.0, 1.2 and 1.4, with MM and RA shown for

each scale

The burn-averaged ion temperatures, 〈Ti〉, are low in both perturbation scenarios,



148 Chapter 6. 3D Perturbed Scaling

2

3

4

5

6

〈T
i〉
/
k
eV

(a)

MM

2

3

4

5

6

〈T
i〉
/
k
eV

(b)

RA

S=1.0

S=1.2

S=1.4

0

20

40

60

80

〈ρ
〉/

k
g
m

−
3

(c)

0

20

40

60

80

〈ρ
〉/

k
g
m

−
3

(d)

0

50

100

150

200

P
re
ss
u
re

/
G
ba
r

(e)

0

50

100

150

200

P
re
ss
u
re

/
G
ba
r

(f)

−300 −200 −100 0 100
(t− t0)/S /ps

0.00

0.25

0.50

0.75

1.00

1.25

N
eu
tr
o
n
s
/
×
1
0
2
6
s−

1 (g)

−300 −200 −100 0 100
(t− t0)/S /ps

0.00

0.25

0.50

0.75

1.00

1.25
N
eu
tr
o
n
s
/
×
1
0
2
6
s−

1(h)

Figure 6.8: (a,b) Hotspot burn-averaged ion temperatures, 〈Ti〉; (c,d) hotspot burn-
averaged density, 〈ρ〉; (e,f) hotspot pressure; and (g,h) burn history for MM
(left) and RA (right) respectively, across scales: S = 1.0 (blue), S = 1.2
(yellow) and S = 1.4 (red). Scales are not adjusted by the 1D-3D multiplier
here, but the native 3D scale. Times are normalised by the time of peak
compression, t0 and adjusted for scale factor S.
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Figure 6.9: Comparison between RA (solid) and MM (dash dot) hotspot power balances
for unadjusted scale factors (a) S=1.0, (b) S=1.2 and (c) S=1.4. The net
power balance, Wnet (green) is shown alongside the contributions from alpha-
heating, Wα (black).

compared to the unperturbed scenario. For MM, the temperatures drop after the first

shock flash (indicated by the first peak in 〈Ti〉), with a small boost in temperature

coinciding with the peak of the PdV power delivery. For RA, this PdV peak coincides

with the peak in 〈Ti〉, but in both cases the temperature drops beyond this time. The

higher early time 〈Ti〉 with scale factor also corresponds to a decrease in 〈ρ〉, since the

hotter material is harder to compress.

Neither scenario produces a significant level of alpha-heating — only for S=1.4 is

the peak alpha-heating deposition rate, Wα in the hotspot larger than that of the

mechanical work, Wm. Although not shown in figure 6.9 for clarity and simplicity, the

mechanical work, Wm, is the most significant contributor to the early-time positiveWnet.

We would expect hydrodynamic scaling to improve the alpha-heating levels due to a)

higher hotspot areal densities absorbing greater proportions of alpha-heating, b) a larger

hotspot with more material producing more fusion reactions and c) lengthened implosion

timescales allowing more fusion reactions to occur and produce alpha-heating before

disassembly. However, the initial alpha-heating levels at S=1.0 are too weak in both

perturbation scenarios for hydrodynamic scaling to produce a significant improvement in

performance within this range of S. As such, the hydrodynamic scaling of these scenarios

which struggle to progress even beyond the self-heating regime does not produce a

significant yield enhancement. A significant proportion of the hotspot energy still stems

from PdV work rather than alpha-heating, with total alpha-heating in the hotspot

amounting to ∼ 35% of the PdV work done on the hotspot for MM at S = 1.2 (Ŝ ≈ 1.0)

and ∼ 55% for RA.

MM scales faster than RA, but it can be seen that from the yield degradation levels

of this implosion design, both scenarios still scale linearly and slowly. Achieving a high
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yield from this starting yield would require a large increase in scale and laser energy.

The yield scaling curve (figure 6.5) indicates that, increasing the scale factor to Ŝ=1.2

from experimental yield levels might only result in a yield of ∼ 2 × 1016. This would

require laser energies of 3.1MJ to drive, and would only produce a yield which has

already been achieved in the HDC campaign with a laser energy of 1.7MJ [9]. Although

our perturbation scenarios are not a comprehensive set of realistic perturbations, this

study remains informative about the prospects of scaling experiments from low yields,

for both short- and long-wavelength perturbations. It is clear that increasing the scale

factor on poorly performing existing designs will not be a viable way to reach ignition

level yields. Instead, this indicates that reducing perturbation levels are necessary in

order to achieve good performance, even if hydrodynamic scaling and larger lasers are

to be used.

6.2 HDC Scaling

In this section, we explore the impact of hydrodynamic scaling of perturbed implosions

based on the HDC [55] implosion design N161023 [3]. N161023 was a S=0.8 subscale

implosion design consisting of a 0.91mm outer radius capsule with a 64µm thick layer of

HDC, 19µm of which is doped with 0.22% by atomic weight of tungsten. This implosion

was shot using 1.1MJ of laser energy in a 5.75mm depleted uranium (DU) hohlraum,

and achieved good levels of symmetry control (within ±5µm of a round implosion, even

at a convergence ratio of 27), even at peak fuel velocities of 390km/s [55]. N170601 and

N170827 were S = 0.9 versions of this design, shot at increased laser energies of 1.5MJ

and 1.7MJ respectively to achieve yields of 1.7× 1016 and 1.9× 1016 [9], and therefore

provide experimental data on the scaling performance of this implosion design. This was

also used as the basis for HDC implosion scaling in a study extrapolating performance

from current NIF experimental designs [3]. Therefore, N161023 is well-characterised,

and provides a capsule design with a good initial performance from which to study the

impact of hydrodynamic scaling on perturbations.

6.2.1 Methodology

As in section 6.1, the large numbers of simulations required in 3D present computational

constraints which require us to use 3µm resolution simulations. However, in this section

we instead apply a small multiplier to increase the velocity of our simulations at ini-

tialisation, rather than adjusting the results through a scale factor multiplier post hoc.

This allows us to better explore the range of scale factors while keeping the simulation

domain size as small as possible in order to minimise computational runtime.

In figure 6.10, we compare the yields of symmetric P0 simulations run in 1D at 0.5µm

resolution to those run in 3D at 2µm resolution with a velocity multiplier sv = 3%

and at 3µm resolution with sv = 4.8%. We can see that the use of a resolution-

dependent multiplier, sv, gives good agreement between the yields of the 2µm and 3µm



6.2 HDC Scaling 151

0.8 1.0 1.2

Scale Factor, S

1016

1017

1018

N
eu
tr
o
n
Y
ie
ld

1MJ

100kJ

1D 0.5µm

3D 3µm, sv = 4.8%

3D 2µm, sv = 3%

Figure 6.10: Yields as a function of scale factor on a log-log scale for symmetric P0

simulations run at 0.5µm 1D (black diamond), 2µm 3D (red ×) and 3µm
3D (cyan circle). The 3D simulations have a velocity multiplier applied to
increase the velocity by sv; the 2µm 3D simulations are increased by sv = 3%
and the 3µm 3D by sv = 4.8%. 1MJ and 100kJ yield levels are marked in
dashes.

3D simulations, and reasonable agreement between the 3D and 1D yields also.

This multiplier allows us not only to account for the effect of the reduced burn-off

yield of lower resolutions inherently reducing the alpha-heating bootstrap effect, but

also allows us to account for the lack of radiation drive. While this ‘hydrodynamic

decoupling’ was previously verified [130], it was verified for normal scale capsules, rather

than increased scale factor capsules which also have an increased implosion timescale.

The lack of radiation drive allows the material at the outer edge of the capsule to

trail behind and decompress, rather than remaining compressed against the core of the

shell by the external drive. At normal scale factors, we do not expect this to have

a significant effect on the confinement of the capsule as the timescales are too short

for this to occur [130]. However, the lengthened timescales at increased scale factors

could allow the outermost material to contribute to the confinement of the capsule,

particularly since the increased scale factors will also increase the time duration of the

burn pulse. Not accounting for this effectively equates to an increase in the coast-time

— the time between the time at which the laser drive is shut off and the time of peak

compression — which can affect the stagnation pressure and fusion yield [190].

As in sections 5.2, 5.3 and 6.1, we reinitialise our 3D simulations after peak radiation

temperature (here at t = 7.05ns) from 1D and 2D spherical geometry calculations of

the ablation phase, with the hydrodynamic scaling applied during this reinitialisation

step. Similar to the Highfoot scaling study in section 6.1, we explore two types of
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perturbation scenario: a short-wavelength multi-mode and a long-wavelength radiation

asymmetry. All simulations in a particular scenario are initialised from the same dataset

for reliability of comparison, as in the previous section.

The radiation asymmetry scenario (RA) is based on a 2D spherical geometry simula-

tion with P2 and P4 Legendre modes applied in the radiation drive, as derived from 2D

laser-hohlraum calculations [191]. The time-dependent amplitudes of these modes in

the source HDC simulation were shown in the previous section (6.1)in figure 6.2 (right).

The multi-mode scenario (MM) is initialised from a 1D simulation, and Rayleigh-Taylor

spikes applied at multiple wavelengths approximately uniformly across the capsule sur-

face (as described in sections 5.1.3 and 6.1), at an outer shell radius of R = 309µm.

Here, the multi-mode amplitudes are tuned such that the S=0.8 multi-mode simulation

yield matches the S=0.8 radiation asymmetry yield of ∼ 6.5×1015, and are given in the

following table: These simulations overpredict the yield compared to the experiment

Wavelength, λ/R Amplitude, δv/〈vimp〉
1/
√

12 0.0

1/
√

42 0.4

1/
√

162 1.1

1/
√

642 1.7

1/
√

2562 1.6

Table 6.2: Relative perturbation wavelengths, λ/R, and amplitudes, δv/〈vimp〉, for the
HDC MM scenario.

(∼ 4.5 × 1015), which was subjected to multiple sources of perturbation in addition to

the radiation asymmetries modelled (and matched by the multi-mode) here.

6.2.2 Differences in performance scaling

Figures 6.11 and 6.12 show the ion temperature contours in the hotspot and the density

of the shell for timesteps t ∼ t0±100ps for the RA and MM HDC perturbation scenarios

respectively. These show the shape and nature of the perturbations, similar to figures

6.3 and 6.4 in the previous section on Highfoot scaling. The multi-mode is significantly

less distorted in shape than its Highfoot counterpart, which is a strongly contributing

factor to the improvement in performance of these scenarios. The radiation asymmetry

for N161023 is predominantly a P4 perturbation, with rings of material constricting

at polar angles θ = 45◦, 135◦. This radiation asymmetry scenario is also weaker in

amplitude than its Highfoot counterpart.

Figure 6.13 shows the yield scaling for 3D 3µm simulations of P0, MM and RA

scenarios. Both MM and RA scenarios display signs of ignition in the upwards curvature

on the log-log scale, with the yield increasing exponentially with scale factor. Both

scenarios scale faster than the burn off 1D scaling of S4.5, shown by the dotted line.

Note that although at S=0.8 the MM and RA scenarios are matched in yield, the MM

scenario yield increases faster with scale factor than the RA scenario.
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Figure 6.11: Time evolution of the RA scenario showing the ion temperature contours
of the hotspot and the density of the shell, within ∼ ±100ps of peak com-
pression.
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Figure 6.12: Time evolution of the MM scenario showing the ion temperature contours
of the hotspot and the density of the shell, within ∼ ±100ps of peak com-
pression.
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Figure 6.15: (a) Scaled PdV power delivery width, τm/S and (b) PdV work done on the
hotspot, Um, against scale factor for HDC scaling P0 (cyan), MM (red) and
RA (blue).

To understand the reason for this, we again examine the rate of PdV work done on the

hotspot and its relationship to the burn-averaged ion temperature, 〈Ti〉 in figure 6.14.

Compared to the equivalent figure 6.6 in section 6.1, we note that the PdV delivery of

both MM and RA are qualitatively more similar to that shown for P0 for HDC than for

the Highfoot scalings. Between the HDC scenarios, it is clear that the MM scenario is

more 1D-like than the RA scenario, while the most PdV work is done on the hotspot

for the P0 case.

In the symmetric case, all regions of the shell have the same implosion velocity,

and will therefore stagnate simultaneously. However, in the perturbed case, velocity

variations throughout the shell will cause different regions to stagnate at different times,

spreading the PdV work over a longer time period. The effect of this is more prominent

for RA than for MM. This may be due to the mass redistribution [8] from the longer

wavelength perturbation, which results in larger variations in shell momentum than for

the smaller short wavelength MM spikes, and therefore affects the time synchronisation

and efficiency of the shell stagnation.

Figure 6.14 illustrates the relationship between the time synchronisation of the PdV

work and the compression heating of the hotspot. Although initially the PdV power

for MM is higher than for P0, the P0 power peaks higher, which coincides with a larger

increase in the hotspot burn-averaged temperature. Both 〈Ti〉 and Wm are generally

lower for RA, with the lower peak Wm coinciding with a lower increase in 〈Ti〉. More

synchronised PdV stagnation allows less time for the hotspot to lose heat to the shell

during the compression, and thereby results in better heating of the hotspot.

Quantifying this, the scaled width of the PdV delivery, τm/S (equation 6.1) and the

total PdV work done, Um (equation 6.2) are shown for all scales and scenarios in figures

6.15a and 6.15b respectively. Here, we can see that the more synchronous (i.e. shorter

τm/S) PdV delivery extends to larger scale factors, with τm lowest for the P0 scenarios,

and larger for RA than MM. Similarly, the total PdV work done on the hotspot, Um
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Figure 6.16: (a) The dimensionless surface area to volume ratio, (SA)1.5/V and (b) the
combined thermal conduction and radiation power losses from the hotspot
for MM (red) and RA (blue) scenarios at S=0.8. The dotted lines show the
normalised neutron production rate to indicate the timing of burn. In (a),
(SA)1.5/V is also plotted for the P0 scenario (cyan dashed) as a point of
reference.

is largest for P0 scenarios and lowest for RA. The higher PdV power delivery results in

better heating and higher temperatures of the hotspot, a trend that continues to higher

scale factors.

However, in spite of more PdV work being done on the hotspot in the MM scenario,

the overall performance still matches that of RA at S=0.8. Figure 6.16a shows the

dimensionless surface area to volume ratio of the hotspot, (SA)1.5/V for all three sce-

narios at S=0.8, with normalised neutron production rate of MM and RA shown in

the dotted line. The combined rate of energy loss from the hotspot due to thermal

conduction, We, and radiation Wγ for MM and RA at S=0.8 is shown in figure 6.16b.

Figure 6.17 shows the net hotspot power balance, Wnet, for MM and RA across scale

factors S=0.8, 1.0, 1.2 & 1.4, in addition to the contribution from alpha-heating, Wα.

For a perfect sphere, (SA)1.5/V is constant (= 6
√
π). The P0 scenario remains roughly

constant (albeit 6= 6
√
π due to spatial discretisation). The MM has a consistently higher

ratio than for either of RA or P0, indicating that it is the least spherical in shape of

the scenarios. The increased temperature, in addition to the larger (SA)1.5/V ratio,

contribute to an increased thermal conduction loss rate (∼ 10%) for MM compared to

RA.

Although the PdV work produces an initially higher 〈Ti〉 for MM, the MM also cools

faster such that over the duration of burn, the hotspot temperature and density are

only slightly higher for MM than RA. Both scenarios at S=0.8 produce similarly small

levels of alpha-heating, but slightly higher for MM due to the better PdV delivery

and higher temperature. However, the small differences in 〈Ti〉 and 〈ρ〉 also cause a

higher radiation loss rate (∼ 5%) for MM. The higher pressure also results in a faster

re-expansion, causing the hotspot to disassemble faster and reducing the burn duration.
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Figure 6.17: Volume-integrated hotspot power balance contributions for (a) S=0.8, (b)
S=1.0, (c) S=1.2 and (d) S=1.4 for the MM (dash-dot) and RA (solid) sce-
narios, showing the net power balance, Wnet (green) and the alpha-heating
contribution, Wα (black).
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Overall, this results in a similar performance for MM to RA at S=0.8.

As S increases, alpha-heating becomes increasingly dominant in the overall power

balance. The larger radius and volume of the hotspot result in more mass contained

within the hotspot, while the density and temperature profiles (and therefore the fusion

reaction profile also) remain self-similar. This therefore results in more fusion reactions

overall within the hotspot, and more alpha-particles to deposit and heat the hotspot at

the start of the alpha-heating bootstrap. In addition, the larger hotspot areal density

also retains more of the alpha-particle energy, and the longer timescale of higher scale

factor implosions allow more time for fusion reactions to occur.

The more synchronous PdV compression in the MM scenarios (in which more work

is done on the hotspot in a shorter time period) produce higher hotspot temperatures

and densities at peak compression, and therefore result in stronger ignition in MM than

in RA due to the nature of the alpha-heating bootstrap process. As in the Highfoot

scaling in section 6.1, the short wavelength perturbation (MM) produces better yield

scaling than the long wavelength perturbation (RA).

6.2.3 Effects of scaling on perturbed hotspots

Figures 6.18 and 6.19 show grids of plots of the MM and RA hotspots as a function

of scale factor (across the grid) and time after peak compression (down the grid), dis-

playing 2D slices of density (left half) and ion temperature (right half). The physical

scale is normalised by scale factor in order to better compare the hydrodynamics. The

side-by-side comparison of the time evolution of the different scale factors (and therefore

different burn regimes) demonstrate not only the effects of alpha-heating on hydrody-

namic scaling shown in section 4.3, but also demonstrate effects particular to perturbed

3D scenarios.

Figure 6.20 shows, for scenarios (MM,RA) respectively, the 2keV hotspot’s: (a,b)

burn-averaged ion temperature, 〈Ti〉; (c,d) burn-averaged density, 〈ρ〉; (e,f) mass relative

to total DT fuel mass, Mhs/MDT ; (g,h) pressure; and (i,j) dimensionless surface area to

volume ratio, (SA)1.5/V .

The alpha-heating regime of each simulation is indicated by 〈Ti〉, 〈ρ〉 and Mhs/MDT in

figure 6.20. S=1.4 MM demonstrates propagating burn in a perturbed hotspot, shown

by the sustained increase in 〈Ti〉 beyond peak compression in addition to significant

ablation of shell material; this is indicated by the large increase in Mhs/MDT and

the broadened peak in 〈ρ〉. Similar features are seen for S=1.4 RA but less prominent,

suggesting a weaker level of burn; the increase in 〈Ti〉 is slower and smaller in magnitude,

and less material is ablated, such that the increase in hotspot mass is ∼ 20% lower

and the peak broadening in the time evolution of 〈ρ〉 is less pronounced. Both S=1.2

MM and RA show robust ignition, with 〈Ti〉 remaining relatively stable around peak

compression, and a modest increase in hotspot mass. All simulations at S=0.8 & 1.0

show falling temperatures at peak compression, and no increase in hotspot mass after

peak compression.
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Figure 6.18: A grid showing the time-evolution (down the grid) of density (left half) and
ion temperature (right half) slices for increasing scale factor, S across the grid
for the multi-mode scenario. The physical scale is normalised, x/S (µm), in
order to better compare the features across scale factors. Times are shown
relative to the time of peak compression, t0. Annotations ‘1’ and ‘2’ indicate
features exhibiting perturbation ablative stabilisation and bubble expansion.
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Figure 6.19: A time-evolution grid plot of density and ion temperature against scale
factor as in figure 6.18, but for the radiation asymmetry scenario.
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Figure 6.20: (a,b) Burn-averaged ion temperatures, 〈Ti〉; (c,d) burn-averaged density,
〈ρ〉; (e,f) mass relative to total DT fuel mass, Mhs/MDT ; (g,h) pressure,
P ; and (i,j) dimensionless surface area to volume ratio, (SA)1.5/V of the
hotspot for MM (left) and RA (right) respectively, across all four scales:
S = 0.8 (blue), S = 1.0 (yellow), S = 1.2 (red) and S = 1.4 (green). Times
are normalised by the time of peak compression, t0 and adjusted for scale
factor S.
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The hotspot temperatures seem to roughly agree with T ∼ S0.2 [128, 129] until

t ∼ t0 − 100ps. Beyond this point, 〈Ti〉 diverges from this scaling for the higher scales

as the alpha-heating starts to become significant, with the largest divergence for S=1.4.

S=1.0 still seems to weakly agree with T ∼ S0.2 due to the relatively weak alpha-heating

levels. The hotspot pressure does not remain constant in this scaling, even for the weak

alpha-heating levels seen at S=0.8 & 1.0.

Here we note that the profiles in figures 6.20a and 6.20b remain slightly shifted as

the times are scaled to the time of peak compression, rather than the time of the first

shock-flash (which coincides with the first peak in the figures). The scaled time between

the time of peak compression and the time of the first shock-flash reduces with scale

factor as the alpha-heating increases the hotspot pressure earlier, resulting in a faster

deceleration of the shell for higher scale factors. Although the pressures shown in figures

6.20g and 6.20h appear to indicate lower pressures at higher scale at this time, this is

again due to the timings being relative to the time of peak compression.

The pressure serves as a good indication of the hotspot performance, with the strongest

performers producing the highest peak pressure. The increase in pressure between

S=1.2 and S=1.4 for MM is significantly larger than for RA, matching the faster yield

scaling for MM. The peak pressure remains relatively similar between MM and RA

at S=0.8 and S=1.0, with the corresponding yields (for each scale factor across the

scenarios) also being similar. The non-hydrodynamic scaling of the pressure results in

the same increased back-compression of the shell as seen in section 4.3. This can be

seen most clearly comparing across the scale factors in figures 6.18 and 6.19, with the

back-compression increasing the shell density and reducing the shell thickness.

The enhanced heat flow from the increased alpha-heating and thermal conduction at

larger scale factors produces stronger shell ablation, evidenced by the increased mass

accrual of the hotspot. This ablation pressure further contributes to the thinner and

denser shell. The higher peak density is also a factor in sharpening the density gradient

between the hotspot and the shell, and similarly the increased temperature gradient at

the edge is influenced by the significant boost in the central temperature. The hotspot-

shell boundary region is also thinner, with the hotspot and the shell each more strongly

defined in this regime.

As initially seen in figure 6.16a, figure 6.20i and 6.20j show the ratio (SA)1.5/V is

higher for MM than for RA across all scales.

The enhanced ablation results in stronger perturbation stabilisation and reduced

growth due to fire-polishing, which can be readily seen at the regions indicated by

‘1’ on figures 6.18 and 6.19. Visually, the perturbation penetrates less deeply and re-

cedes faster. More quantitatively, this can be seen in the plots of (SA)1.5/V in figures

6.20i and 6.20j for S=1.4, and is clearest for MM due to the stronger burn. The ratio

for S=1.4 MM is noticeably lower than for the lower scale factors, and in particular

increases much slower between (t− t0)/S ∼ −50ps and (t− t0)/S ∼ 50ps. The reduced

perturbation growth slows the increase in (SA)1.5/V and therefore results in a more

spherical hotspot than for the lower scale factors without the fire-polishing.
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Figure 6.21: Time evolution of the MM scenario showing multiple “aneurysms” of the
hotspot (shown here by the Ti = 3keV contour in orange) bursting out
through the shell (shown by the ρ = 210, 000kgm−3 contour in blue).

The increased hotspot pressures at larger scale factors also result in correspondingly

faster hotspot re-expansion. Re-expansion into regions of weaker confinement (i.e. low

ρR) will naturally occur faster than for regions of stronger confinement (high ρR) due to

their lower inertia. The increased hotspot pressures exacerbate this differential expan-

sion rate between the weak and strong confinement regions, and result in ‘aneurysms’,

i.e. loss of confinement through these weak regions [39]. This loss of confinement results

in a significant deviation in shape from spherical symmetry, and can be noticed by the

particularly sharp increase in (SA)1.5/V at (t− t0)/S ∼ 50ps for S=1.4 MM and RA in

figures 6.20i and 6.20j. This increase coincides with the peak and subsequent drop-off

in pressure seen in figures 6.20g and 6.20h, indicating a loss of hotspot pressure. The

difference in expansion rates can be seen at the region annotated ‘2’ in figures 6.18 and

6.19, which expands significantly faster than the high ρR region indicated by ‘1’. Note

that this expansion in figures 6.18 and 6.19 is faster even in real time, not just scaled

time — implosion timescales should be lengthened by S, and so hydrodynamic scaling

would expect the expansion to be slower in real time, not faster.

This aneurysm-like feature can be clearly seen in figure 6.21, which shows the time-

evolution of the hotspot and shell in the MM S=1.4 scenario. The hotspot is indicated

by the orange Ti = 3keV contour, and the shell by the blue ρ = 210, 000kgm−3 contour.

The first time-step shown is just before the sudden increase in (SA)1.5/V shown in figure

6.20i, with the next time-steps showing the hotspot expanding into the lower density

regions of the shell, which give weaker confinement.
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Figure 6.22: Yields as a function of driver energy shown on a log-log scale for the 3D
simulations of the symmetric P0 (cyan circle), the multi-mode (red square)
and the radiation asymmetry (blue triangle) scenarios. The experimental
yields of N161023 [3], N170601 and N170827 [9] are shown in magenta trian-
gles, and Clark et al ’s [3] simulation scaling of N161023 is shown in yellow
crosses. The NIF laser energy of 1.8MJ is marked in dashed, as are energy
yields of 100kJ and 1MJ.

The effect of the faster re-expansion and increased heat flow on the hotspot power

balance can be seen from the power balances in figure 6.17d. The figure shows not just

larger peaks in Wnet with S due to the increasing alpha-heating levels, but also lower

troughs, indicating stronger losses. The higher temperature raises the thermal conduc-

tion and radiative losses, and the increased density (or rather, increased duration of

high density) from the shell mass ablation also affects radiative losses. Stronger expan-

sion losses follow from the raised hotspot pressure, which induces faster re-expansion.

We note that the aneurysm-like behaviour only occurs in the propagating burn regime.

Lower alpha-heating regimes are either unable to generate the pressures required for this

to occur, or do not possess the average shell areal density required to contain the signif-

icant hotspot pressure, such that there is little difference in re-expansion rate between

the low ρR region and an average region of the shell.

Although we are scaling isolated perturbation scenarios rather than a comprehensive

set of perturbations, it is still of interest to compare and contrast the results with

other experimental and computational scaling studies. Figure 6.22 shows the yields

of our 3D simulations, replotted as a function of driver energy, and compared to the

yields of Clark et al.’s simulation study [3] and the experimental yields of N161023 [3],

N170601 and N170827 [9]. Clark et al.’s scaling study explored the yield scaling of

N161023 using 2D simulations with an extensive set of perturbations sources including
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the tent, fill-tube, surface roughness and radiation drive asymmetries. These simulations

achieve reasonable agreement with the experimental N161023 yield, and predict yields

of ∼ 1.3× 1016 at full NIF laser energy of 1.8MJ.

We note that both of the MM and RA scenarios at S=0.8 overpredict the yield at

∼ 6.5× 1015 compared to the experimental yield of ∼ 4.5× 1015 [3]. The recent highly

performing experiments produced yields of 1.7 × 1016 and 1.9 × 1016 [9], scaling up

the capsule inner radius by 8% to 910µm from 844µm and the hohlraum to 6.2mm

from 5.75mm. These experiments are not a direct hydrodynamic scaling, since these

experiments were shot with laser energies of 1.5MJ and 1.7MJ respectively, rather than

the 1.4MJ given by the direct S3 scaling. The experimental yields improve due not only

to the increased scale factor, but an extra increase in laser energy, reduced coast time

[9] and a reduction in the fill-tube diameter to 5µm [57]. These indicate the kinds of

experimental improvements that can greatly enhance any hydrodynamic scaling applied.

Meanwhile, interpolating between our data gives yields of ∼ 1.5× 1016 at S=0.9, and

∼ 2× 1016 at laser energies of 1.8MJ (S ∼ 0.95). This is slightly greater than given by

Clark et al., but similar to the highest performing experiments.

The yield scaling of our scenarios agree reasonably well with Clark et al.’s, although

our simulations begin from a higher starting yield. Our isolated perturbation scenarios

would need to be scaled up to laser energies of ∼5-6MJ in order to achieve an energy

yield of 1MJ. However, as seen from the experiments, and explored by Clark et al., this

can be significantly improved by reducing the impact of perturbations. We note that

the perturbations in our scenarios increase in wavelength in tandem with the scenario

scaling, but that this may not be the case for experiments. For example, the size of the

fill-tube is likely to remain fixed, and the scale length of surface roughness perturba-

tions will also remain fixed rather than scale up with size. The decreasing size of the

perturbations relative to the capsule size is likely to reduce its impact and improve the

overall scaling of experiments.

6.3 Summary

In this chapter, we have explored the hydrodynamic scaling of implosion designs based

on both Highfoot N130927 and HDC N161023 by introducing yield degradation levels to

match those seen on the respective experimental shots. In both scaling studies, two types

of scenarios were explored; a short-wavelength multi-mode perturbation (MM) based on

S. Taylor’s [91] methodology for implementing RTIs in the velocity field using Layzer’s

approximate analytic treatment [186] (as in section 5.1.3), and a long-wavelength per-

turbation based on asymmetries in the radiation drive (RA).

In both the Highfoot scaling and the HDC scaling, the subtleties in the delivery

of PdV work to the hotspot had a significant impact on the yield scaling. In the

unperturbed, symmetric scenario, the PdV work is done in the shortest amount of time,

as there is little variation in the shell velocity; all regions of the shell decelerate on the

centre of the hotspot symmetrically, at roughly the same time. For perturbed scenarios
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however, the PdV work is spread out over a longer period of time, as the variation in shell

velocity across perturbed regions results in differing times of stagnation. The increased

duration of the compression work being done on the hotspot allows more time for heat

flow from the hotspot back into the shell, resulting in a less adiabatic compression.

The resultant heating of the hotspot is weaker, producing lower temperatures at peak

compression.

In the Highfoot study, although MM produces a lower yield than RA, it scales faster.

Although the timescale of the PdV delivery, τm (equation 6.1), for MM is higher than

for RA, it decreases faster and the total work done on the hotspot is also higher for

MM as well. However, in general, both the MM and RA scenarios in the Highfoot study

perform weakly (in yield). The significant yield degradation levels resulted in a low

initial starting yield with a very small alpha-heating contribution. The hydrodynamic

scaling did produce an increase in the alpha-heating, but the difference is not significant.

At S=1.4 (Ŝ ∼ 1.2), the alpha-heating for both MM and RA deposited only ∼ 55% and

∼ 80% of the PdV work done on the hotspot, up from ∼ 30% and ∼ 45% respectively

at S = 1.0 (Ŝ ∼ 0.8). As such, neither scenario in the Highfoot scaling produced an

igniting hotspot.

For the HDC scenario, both perturbation scenarios exhibit igniting behaviour at the

higher scale factors (S=1.2, 1.4), with curvature in the yield-scale graph in figure 6.13.

In both scenarios, the yield degradation is much less than for the Highfoot scenario, and

at the starting point of the scaling (S=0.8) the alpha-heating energy deposited in the

hotspot is similar to the mechanical work deposited. The increase in scale factor raises

the alpha-heating levels in the hotspot, because: a) the hotspot volume is larger and

contains more fuel, producing more fusion reactions and therefore more alpha-particles;

b) the larger hotspot radius increases the hotspot areal density, ρR, and therefore the

hotspot also retains more of the alpha-heating; and c) the longer implosion timescale and

confinement time allowing more time for fusion reactions to occur and for alpha-heating

to bootstrap. The significant improvements to the symmetry of the HDC implosions

result in a much better initial performance than for Highfoot, even at a reduced starting

scale factor of S=0.8 (∼ 6× 1015 for HDC compared to ∼ 3-4× 1015 for Highfoot).

The differences between the two perturbation scenarios are more apparent with the

strong alpha-heating levels, with the MM scenario scaling faster (in yield) than the RA

scenario. This is due to more synchronous PdV compression for MM than RA producing

higher temperatures, and therefore a stronger alpha-heating bootstrap at higher scale

factors.

Between the Highfoot scaling study and the HDC scaling study, it is clear that increas-

ing the scale factor of existing implosions will not overcome severe yield degradations

to produce high yields (or rather, a very large increase in scale factor would be neces-

sary). Improvements in perturbation levels are instead a more efficient way to achieve

significant boosts in yield, particularly when combined with (smaller) increases in scale

factor.

Our HDC scaling study also demonstrated behaviours of igniting and burning hotspots
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unique to perturbed conditions. The burning hotspots at S=1.4 exhibited significant

levels of fire-polishing due to the preferential heat flow into perturbations (as demon-

strated in section 5.2) from both alpha-heating and thermal conduction. In addition,

the combination of differences in areal density with high hotspot pressures in the prop-

agating burn regime resulted in a significant difference in hotspot expansion rates be-

tween regions of weak confinement and regions of strong confinement. This produced

“aneurysms”, in which confinement is lost through regions of weak confinement and

burn is truncated.

We also compared the results of our HDC scaling study to other examples of HDC

implosion scaling, both experimental [9] and computational [3] (with a comprehensive

set of perturbation sources). The isolated and idealised nature of our perturbation

sources scaled up in size with the capsule scaling, whereas experimental perturbations

do not necessarily follow this; for example, the size of the fill-tube perturbation will

remain the same, even as the capsule size increases. Even so, our study exhibits similar

curvature in the yield scaling to Clark et al.’s, albeit slightly higher in yield due to a

less perturbed starting point. The experimental yields increase faster than both com-

putational studies, due to an increase in implosion velocity (through larger increases in

laser energy than dictated by hydrodynamic scaling, reductions in the fill-tube diame-

ter, and reduced coast time) in addition to the increase in scale factor. Interpolating

between our scenarios gives a requirement of 5-6MJ of laser energy to reach 1MJ of

energy yield, while a similar extrapolation from Clark et al.’s result gives a similar laser

energy. However, the improvements to experimental performance through reductions

in the impact of perturbations have been seen to significantly affect the scaling, and

therefore can drastically reduce this requirement.



7 Conclusions and Future Work

7.1 Conclusions and Further Research

A Monte-Carlo charged particle transport module has been developed for the radiation-

hydrodynamics code Chimera, for the purpose of modelling alpha-heating in perturbed

ICF hotspots. The model uses the Zimmerman formulation of the Maynard-Deutsch

stopping model, and is implemented with a linked-list data structure that is ideal for this

purpose. The implementation incorporates magnetised transport capabilities, which are

not used in this work but open up avenues for future research.

1D Behaviour

1D simulations were used to gain an intuition for the behaviour of the hotspot and its

power balance in chapter 4. Radiative transfer plays a non-negligible role in the hotspot

power dynamics, with the hotspot reabsorbing a significant proportion of emitted ra-

diation within the hotspot itself, in addition to absorption in the shell as well. This is

particularly important in lower-yield regimes, in which the alpha-heating contribution

is less significant in the overall hotspot power balance, and the hotspot is colder and

therefore less transparent to lower energy photon emission.

Three regimes of alpha-heating were explored through hydrodynamic scaling with cap-

sule size and driver energy; self-heating, robust ignition and propagating burn. Each

regime has a number of defining characteristics, namely the mechanism of yield am-

plification, the strength of the alpha-heating contribution relative to the other con-

tributions, and the time-variation in the burn-averaged hotspot temperature. The

self-heating regime exhibits minimal yield amplification due to alpha-heating, which

increases slower than the combined power losses from the hotspot and therefore results

in a falling hotspot temperature at peak compression. Robust ignition yield amplifica-

tion occurs due to significant increases in hotspot temperature, with the alpha-heating

increasing at a similar rate to the power losses, resulting in the hotspot temperature

remaining roughly constant at peak compression even as the capsule expands. Propagat-

ing burn amplifies the yield through not only increased temperatures but also through

a significant increase in the total mass of fusing material ablated by the deflagration

wave. Here, the alpha-heating increases faster than the hotspot power losses, such that

the hotspot temperature continues to increase after peak compression.

These regimes correspond well to the ignition criteria described by Springer et al.

[85] and Cheng et al. [87]. We find that the propagation of burn is dependent on

the existence of significant levels of thermonuclear burn within the hotspot itself, as
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considered in Cheng et al.’s model. Our results also corroborate the hotspot power

balance considerations on which Springer et al.’s ignition criterion is based. In addition,

the simulations indicate that yields of ∼ 1017 could be achieved within the robust

ignition regime without necessarily entering the propagating burn regime, given the two

stages of yield amplification from alpha-heating.

Alpha-heating significantly alters the hydrodynamics of igniting hotspots, with faster

re-expansion, larger hotspots and more compressed shells due to the increased hotspot

pressure, in addition to sharper temperature- and density-gradients. Such effects will

be important to keep in mind in the design of capsules aiming to reach the propagating

burn regime.

The impact of how the hotspot is defined on calculated hotspot parameters was ex-

plored. The subject is particularly important in low-yield regimes, where the distinction

between the hotspot and the shell regions is poorly defined, with large temperature- and

density-gradient scale lengths. We note that the experimentally observable 17% neutron

contour can be significantly smaller than other commonly used definitions, such as ion

temperature or density contours. These definitions do not adapt across alpha-heating

regimes, while intuitive definitions such as the ‘heat-source’ of the capsule are dynamic

in this regard. However, such definitions can be difficult to extract and it is unclear that

any particular definition is more appropriate to use than any other in general. Rather,

the manner in which the hotspot is defined has a significant impact on quantities such

as the hotspot burn-averaged temperature, particularly in low-yield regimes, and thus

it is important to know the definition used in order to make fair comparisons. This is

particularly salient given the importance of these parameters in comparing experiments

to simulations, and the self-heating regime in which the experiments are performing.

3D Idealised Perturbations

Following the insights gained in 1D, the impact of idealised perturbations on the hotspot

was explored using 3D simulations in chapter 5. The spike perturbation caused a sig-

nificant increase in heat flow out of the hotspot, through mechanisms of both thermal

conduction and alpha-heating. The thermal conduction increases as the temperature

gradient around the spike is larger, in addition to the increase in surface area due to the

spike’s distortion. The displacement of cold dense shell material towards the region of

greatest fusion production results in a larger flux of alpha-particles into the spike. These

alpha-particles are also more energetic at the point of encountering the shell material,

and thus more alpha-heating is deposited into the spike. Furthermore, the perturbation

results in less efficient conversion of shell kinetic energy to thermal energy, which has

a significant knock-on impact on the strength of the alpha-heating feedback loop. The

bubble perturbation similarly reduces the efficiency of PdV heating of the hotspot, but

does not increase the heat flow out of the hotspot, and therefore has a much lower

impact on the ignition of a capsule than an equivalent spike perturbation. However,

the low areal-density of the bubble can compromise the confinement of the hotspot and
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therefore truncate the propagation of burn.

We therefore expect the primary impact of spike perturbations to be the degradation

of the formation and heating of the hotspot within the ignition process, whereas bubble

perturbations instead degrade the hotspot confinement and interfere with the burn

propagation. Further investigations could study this by exploring the impact of the

spike and bubble perturbations at different scale factors, and therefore in different alpha-

heating regimes. Since the primary effect of the bubble perturbation is to cause loss of

confinement, it is expected that the impact of a bubble perturbation would be minimal

for self-heating, minor for robust ignition and significant in the propagating burn case.

Meanwhile, the impact of a spike perturbation would likely produce a notable reduction

in performance for both the self-heating and the robust ignition regimes, as was seen

in this work. In the propagating burn regime, the spike would reduce the strength of

the bootstrap and make ignition more difficult. However, it would also be subject to

fire-polishing and would not reduce the confinement as a bubble perturbation would,

and therefore the overall effect of such a perturbation is difficult to estimate.

Such an investigation could be further extended by exploring the wavelength- and

amplitude-dependence of the impact. We anticipate that a shorter wavelength would

reduce the impact; a shorter wavelength spike is easier to stabilise via ablation, while

a shorter wavelength bubble equates to a smaller region of low areal density, reducing

the size of the region of weak confinement. Comparisons of the amplitude’s effect on

the performance impact could be made if the amplitudes were matched using a cross-

compatible methodology.

These idealised perturbations could also be combined to explore how perturbations

might interact with one another in a simplified scenario. For example, would a spike

directly opposite a bubble induce faster loss of confinement? Or would such a spike

reduce the performance of the capsule and thus reduce the hotspot pressure, such that

the bubble expansion is reduced?

The difficulty in reaching the propagating burn regime through increasing the im-

plosion velocity alone was highlighted; the increase in kinetic energy delivered to the

hotspot increases the temperature and thus the hotspot is more likely to ignite robustly,

but the lack of a corresponding increase in areal density (and therefore confinement)

results in much faster re-expansion of the hotspot. The confinement must be adequately

increased in conjunction with improving the heating of the hotspot in order for a burn

wave to propagate.

3D Perturbed Scaling

Chapter 6 explored the hydrodynamic scaling of perturbed hotspots based on both High-

foot N130927 and HDC N161023 implosion designs, using short-wavelength multi-mode

and long-wavelength radiation asymmetry perturbations. Variations in the synchronisa-

tion of PdV delivery between the perturbations were found to affect the scaling, since an

increase in the time duration over which PdV work is done also allows more time for heat
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to flow from the hotspot into the shell. The short-wavelength multi-mode perturbation

scenario scaled faster in yield than the long-wavelength radiation asymmetry in both

implosion designs. This was in part due to a lack of mass redistribution in the pertur-

bation scenario, resulting in smaller variations in shell momentum and therefore better

synchronisation of PdV work. Accordingly, this suggests that improvements to long-

wavelength asymmetries may be more efficient than improvements to short-wavelength

asymmetries in the effort to increase yield through hydrodynamic scaling.

The igniting perturbed hotspots also demonstrated significant fire-polishing driven by

alpha-heating and thermal conduction, in addition to “aneurysm”-like loss of confine-

ment due to variations in shell areal density. The combination of high hotspot pressure

with sufficiently large variations in confinement resulted in a significant enough differ-

ence in expansion rate between these regions to induce such an effect. Although such

effects are unlikely to be limiting the performance of current experiments, they are likely

to become increasingly important as performance improves.

The yield degradation level had a significant impact on the efficacy of using hydrody-

namic scaling to increase the yield. The relatively weak alpha-heating levels in N130927

due to significant yield degradation resulted in only a linear yield scaling with minor

increases in the alpha-heating level. N161023 had a significantly lower yield degradation

level, and thus hydrodynamic scaling resulted in both perturbation scenarios exhibiting

non-linear yield scaling and demonstrating characteristics of the robust ignition and

propagating burn regimes by S = 1.4.

Our N161023 perturbation scenarios also exhibited similar yield scaling curvature to

that shown in other work by Clark et al. [3]. This is despite the fact that the size of

our isolated perturbation scenarios scaled directly with the capsule scaling, whereas the

realistic perturbations used by Clark et al. — such as the tent and the fill-tube — do

not, and therefore the impacts of which should decrease. Predictions from both studies

produce requirements of 5-6MJ of laser energy to reach 1MJ of yield.

However, it is clear from the comparison between the N130927 scaling and the

N161023 scaling that increasing the scale factor alone is not the most efficient path

towards achieving megajoule yields. Rather, mitigating the yield degradation mecha-

nisms is a much more efficient way to achieve significant yield gains, particularly when

combined with hydrodynamic scaling. This is also made clear from the improvements in

experimental performance, which have a better yield scaling than suggested by experi-

ments precisely because of this combination of reducing yield degradation mechanisms

(such as from reducing the size of the fill-tube [57]) with increasing the scale factor and

laser energy. Such results suggest a positive outlook that the above requirement can be

significantly reduced.

Indeed, some perturbation effects may decrease with scale anyway — for example, the

size of the fill-tube will not increase with scale factor, and therefore the relative impact

ought to decrease. Although our perturbation scenarios are isolated, interactions are

likely to occur between the multiple sources of perturbations, and it is as yet unclear how

these interactions would scale. With work currently ongoing within the research group to
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accurately model the impacts of the tent-scar, surface roughness, fill-tube and radiation

asymmetries for N170601, these perturbations could allow for further development of

this scaling study, both as individual perturbations and as a combination.

An interesting scenario to explore would be of two types of perturbation set up to

mitigate the effects of one another. Since individually the perturbations would likely

scale differently, would the scaled versions still have the same mitigating interaction?

How would each perturbation have to be modified in order to maintain said interaction?

Such questions are particularly interesting in light of the fire-polishing and aneurysm-

like behaviour exhibited by highly-performing perturbed capsules. Increasing the types

of available perturbations would allow us to explore numerous scenarios of interactions

between perturbations, and how the reductions in certain perturbations could affect the

yield in concert with hydrodynamic scaling.

7.2 Code Improvements

There are a number of ways in which the charged particle transport module could be

upgraded. The parallelisation scheme could be improved to better balance the compu-

tational load across processors. The current scheme follows the domain decomposition

of Chimera. However, the use to simulate the ICF hotspot means that only the proces-

sors containing a portion of the hotspot are used to model the alpha-particles, while the

processors containing the outer regions of the capsule do not contribute to the alpha-

particle modelling. An alternative scheme could be to pass the entire domain in which

alpha-heating is significant to all processors, and then have each processor simulate

alpha-particles across the entire domain. This domain could either be predetermined

at initialisation or dynamically adjusted – the former would be much less flexible, but

also have a lower computational overhead. A similar scheme has been implemented in

work using an adapted version of the module to model planetary radiation belts [192].

It is currently not necessary to include the impact of thermalised alpha-particles

(helium ash) on the hydrodynamics of the plasma, as the number density of alpha-

particles is several orders of magnitude below that of the DT ions due to the low

burn-up fraction of the capsule. However, in designs with larger burn-up fractions, the

impact of the helium ash on the hydrodynamics will become much more significant

and will therefore need to be implemented. Fortunately, recent work in the group has

generalised the number of materials in Chimera, and thus allows for a relatively simple

implementation of helium ash.

The alpha-particle model is currently implemented in the Cartesian and spherical ge-

ometries of Chimera. There are future plans to port the model into cylindrical geometry,

which, in combination with the magnetised particle transport capabilities and ongoing

work to port the existing extended MHD capabilities [131] into cylindrical geometry,

would allow the exploration of ignition and burn in MagLIF style implosions.
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7.3 Future Work

The inclusion of magnetised particle transport opens the way to exploring the growing

area of research in magnetised ICF [27, 193], tying in with existing research avenues in

the research group into magnetic fields in ICF implosions [131, 193]. Indeed, Walsh et al.

[193] have already begun to explore the interactions of magnetisation and perturbations

with magnetised alpha-particles using this module. Of particular interest from the

viewpoint of the current work is the impact of magnetisation on the processes of ignition

and burn. Increasing magnetisation will progressively restrict the electron thermal

conduction and the alpha-heating to smaller regions of the capsule, reducing heat loss

from the hotspot and enabling ignition. However, the propagation of burn is dependent

on the electron thermal conduction and alpha-particle transport to transport heat flow

away from the hotspot into the shell. By inhibiting these heat flow mechanisms, the

ignition threshold is lowered but burn propagation is restricted, and it is unclear how

this might evolve in a 3D perturbed system with complex magnetic field topologies. It

is possible that the magnetic containment of the heat within the hotspot could generate

a detonation wave due to the growth in pressure in the hotspot. The anisotropy in the

magnetic field could allow for preferential burn propagation along the polar directions,

in which case the capsule could be designed with more material in these directions to

feed the burn.

The charged particle transport module developed in the course of this work, although

applied to modelling alpha-particles, is generalisable to other species. This could poten-

tially be used in the investigation of problems such as electron pre-heat, which is thought

to affect the capsule compressibility and increase the adiabat of implosions [72, 194].

The capabilities for modelling the energy deposition of fast ions also potentially allow

for the simulation of fast ignition implosions. The underlying computational methods

provide the backbone for the potential development of other Monte-Carlo simulation

tools, for purposes such as radiation transport or neutron transport. However, this is

unlikely to be necessary in the near future due to existing tools for modelling these

phenomena, and the computational expense of the Monte-Carlo method with the short

timesteps required in both cases.

The module could also be applied to improving synthetic diagnostic tools [195] such

as proton radiography [196]. Previous work has included charged-particle tracking with

magnetisation and Spitzer slowing in a post-process scenario, but more advanced stop-

ping models and larger numbers of particles would improve comparisons with experimen-

tal results. The spectroscopy of 14.7MeV protons produced inD+3He→ T+p reactions

has been used to reveal areal density asymmetries in OMEGA experiments [197], while

similar work has also been done on OMEGA using spectroscopy of knock-on deuterons

[198]. Here, neutrons from DT fusion reactions scatter elastically off deuterons in the

dense shell, producing knock-on deuterons with energies up to 12.5MeV. The slowing

of these deuterons affects the spectrum, and can reveal information about the plasma

conditions and areal density. Another interesting diagnostic could be to model the fast



174 Chapter 7. Conclusions and Future Work

tritons produced in DD implosions (D+D → T +p), which can react with D to produce

secondary DT neutrons. In a magnetised scenario (such as in a MagLIF implosion), the

resultant neutron spectra is anisotropic as a result of the magnetisation of the tritons

[199].

Having demonstrated the different characteristics and hydrodynamic behaviour of

different burn regimes, is it possible that different burn regimes might exhibit differ-

ent diagnostic signatures? Although the yield is likely a good indicator of this, such

signatures might prove useful if they can distinguish between the different yield am-

plification mechanisms, allowing a deeper insight into the behaviour of an experiment.

Given that the propagating burn regime affects the shell properties, causing it to be

denser, thinner and expanding faster than in either of the robust ignition or self-heating

regimes, information about the shell conditions could elaborate on the regime of an

experiment. One method of doing this could be to use reaction-in-flight (RIF) neu-

tron spectra; here, deuterons and tritons knocked-on by the process mentioned above

undergo a DT reaction in-flight, producing a significantly higher energy neutron which

can be detected separately. The spectra of these neutrons will be dependent on the

deuteron energy spectrum, and therefore the stopping power at the plasma conditions

of the shell. Hayes et al. [108] used RIF neutron spectra and plasma conditions from

simulations to test stopping powers in degenerate plasmas. Here, the RIF spectra could

instead be used to infer the plasma conditions, as was done by Cerjan et al. [200]. The

stopping model dependence could be constrained through the use and comparison of

multiple stopping models.
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A Radiation Transport

Radiation transport describes how photons propagate through and interact with mate-

rials.

A.1 Radiative Transfer Equation

Considering first the radiation without any sources or sinks, then the intensity of the

radiation as it propagates through space and time will not change. Thus for radiation

of intensity Iν initially at position r traveling in direction Ω at time t, then after a time

interval τ the radiation will have propagated a distance cτ in direction Ω. The intensity

remains unchanged, therefore Iν(r + Ωcτ,Ω, t + τ) = Iν(r,Ω, τ). Taylor expanding

about r and t, and discarding second-order or higher terms, we then get:

1

c

∂Iν
∂t

+ Ω · ∇Iν = 0 (A.1)

However, as radiation propagates through a medium, the radiation intensity will be

affected by absorption and emission within the medium. Radiation propagating through

a distance dr = cdt in a medium of absorptivity kν , change in intensity is given by:

dIν = −kνIνdr

The absorptivity kν can be thought of as the probability per unit length that a photon

of frequency ν will interact with the medium. The optical depth τν is defined as
∫
kνdr,

and is the exponent in Beer’s law:

Iν = I0
νe
−τν (A.2)

The amount of energy added to the radiation as it propagates through this distance

dr of the medium is given by:

dIν = +jνdr

where jν is the emissivity. The emissivity describes the energy added to the radiation as

it propagates through the medium, and the absorptivity the manner in which radiation

is absorbed during said propagation. The absorptivity and spontaneous emissivity of

a material are determined by the atomic characteristics of the medium, and thus vary

depending on, for example, the ionisation state, density, and temperature of the medium.

The calculation of absorptivities and emissivities falls within atomic physics, a separate

topic unto itself, and is beyond the scope of this work. We note that the stimulated
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emission should be mentioned separately, since the probability of the material emitting

a photon due to stimulated emission is proportional to the intensity of radiation of

the same frequency and direction as the emitted photon, i.e. the stimulated emissivity

jν,stim ∝ Iν . Scattering processes also contribute to both the absorptivity and emissivity,

since the photons are scattered to different angles and (sometimes) frequencies.

In general then, accounting for the absorption and emission of radiation, equation

A.1 becomes the general radiative transfer equation:

1

c

∂Iν
∂t

+ Ω · ∇Iν = jν − kνIν (A.3)

where jν includes both spontaneous, stimulated and scattering contributions to the

emissivity, and kν includes both absorption and scattering contributions. It is important

to note that kν and jν may be anisotropic, for example due to a preferred orientation

of particles within the medium. Even if the absorption and emission were isotropic in

the rest frame of the material, the resultant lab frame emissions and absorptions will

not be due to the Doppler and aberration effects.

A.2 Radiation Moments

The angular moments of Iν are the spectral radiation density;

Uν = c−1

∫
4π
IνdΩ (A.4)

the vector flux;

Fν =

∫
4π

ΩIνdΩ (A.5)

and the radiation pressure tensor:

Pν = c−1

∫
4π

ΩΩIνdΩ (A.6)

Taking the first and second angle moments of equation A.3 (i.e. multiplying by Ω0,Ω1

and integrating over dΩ) we can obtain:

∂Uν
∂t

+∇ · Fν = 4πjν − kνcUν (A.7)

1

c

∂Fν

∂t
+ c∇ · Pν = −kνFν (A.8)

since Ω is constant. The first of these, equation A.7 represents the conservation of energy

(or relative mass) for radiation of a given frequency, analogous to the first moment

equation for fluids representing the conservation of mass. Similarly, the equation A.8

gives the conservation of radiation momentum, again for a given frequency.

Note that analogous to taking moments of the Boltzmann equation, we can keep

taking moments but each successive moment introduces the next higher moment of
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the intensity (or distribution function), and therefore there are always one too few

equations to solve for the number of unknowns. In order to close the equations, another

external relation between the highest moment and the lower moments must be found

or approximated.

A.3 Approximations

A.3.1 Diffusion Approximation

The diffusion approximation is valid when the mean free path of the photon is small

relative to other length scales, in other words in the limit of high opacity/absorptivity.

Rearranging equation A.3 and expanding in 1
kν

gives:

Iν =
jν
kν
− 1

kν

(
1

c

∂Iν
∂t

+ Ω · ∇Iν
)

(A.9)

Assuming kν is large, the second term is a small correction to an isotropic radiation

intensity, such that I0
ν = jν

kν
. Substituting this into the RHS of the above equation, we

then get:

I1
ν =

jν
kν
− 1

kν

[
1

c

∂ jνkν
∂t

+ Ω · ∇ jν
kν

]
(A.10)

This then gives the following for the energy density and flux:

Uν =
4π

c

jν
kν
− 4π

kνc2

∂

∂t

(
jν
kν

)
(A.11)

Fν = − 4π

3kν
∇ jν
kν

(A.12)

Equation A.12 is simply the diffusion equation for photons with diffusion coefficient

D = 4π
3kν

.

A.3.2 Eddington and P1/3 Approximation

This then gives the pressure moment:

Pν =
1

3
I

[
4π

c

jν
kν
− 4π

kνc2

∂

∂t

(
jν
kν

)]
(A.13)

The pressure moment from the diffusion approximation is isotropic, even though the

intensity itself is not. This leads to the Eddington approximation:

Pν =
1

3
Uν I (A.14)

Note that this is separate and distinct from diffusion. The Eddington approximation is

weaker (i.e. less approximate) than the diffusion approximation, and therefore can be
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used to close the equations A.7 and A.8 to get:

∂Uν
∂t

+∇ · Fν = 4πjν − kνcUν (A.15)

1

c

∂Fν

∂t
+
c

3
∇Uν = −kνFν (A.16)

instead of equation A.8. Together the equations A.8 and A.16 form what is known as the

P1 solution. However, if we drop the terms on the RHS of equation A.7, and combine

the time-derivative with the divergence of equation A.16, then we get the following wave

equation for the energy density:

∂2Uν
∂t2

− c2

3
∇2Uν = 0 (A.17)

with wave-speed c/
√

3. Clearly, this is incorrect — and can be avoided by introducing

a factor of 3 into the denominator of the derivative:

1

3c

∂Fν

∂t
+
c

3
∇Uν = −kνFν (A.18)

which is known as the P1/3 approximation [140]. This gives the same accuracy as the

P1 approximation in the optically thick limit, but also gives the correct solution in the

limit of free-streaming radiation.

A.3.3 Coupling to Fluid equations

The radiation-matter interactions are all included in the source and sink terms of the

radiative transfer equation, i.e. jν − kνIν , and hence integrating the zeroth and first

moments of this over frequency and angles will give the rates for energy and momentum

exchange between a fluid and radiation. This is equivalent to integrating Eqns. A.7

and A.8/c over frequency, and inserting their negatives into the RHS of the material

equations. Ignoring other contributions to the energy and momentum, this then gives:

∂

∂t

(
ρe+ U +

1

2
ρu2

)
+∇ ·

(
ρuh+

1

2
ρuu2 + F

)
= 0 (A.19)

∂

∂t

(
ρu +

F

c2

)
+∇ · (ρuu + P) +∇p = 0 (A.20)

for fluid density ρ, fluid velocity u, fluid internal energy e, fluid pressure p, radiation

energy density U , radiation flux density F and radiation pressure P.
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employees or agents from and against any and all claims arising out of your use of the
Material other than as specifically authorized herein.

6. The permission granted herein is personal to you and is not transferable or assignable
without the prior written permission of AIP Publishing. This license may not be amended
except in a writing signed by the party to be charged.

7. If purchase orders, acknowledgments or check endorsements are issued on any forms
containing terms and conditions which are inconsistent with these provisions, such
inconsistent terms and conditions shall be of no force and effect. This document, including
the CCC Billing and Payment Terms and Conditions, shall be the entire agreement between
the parties relating to the subject matter hereof.

This Agreement shall be governed by and construed in accordance with the laws of the State
of New York. Both parties hereby submit to the jurisdiction of the courts of New York
County for purposes of resolving any disputes that may arise hereunder.
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Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or
+1-978-646-2777.



25/03/2019 RightsLink Printable License

https://s100.copyright.com/AppDispatchServlet 1/2

AIP PUBLISHING LICENSE
 TERMS AND CONDITIONS

Mar 25, 2019

 
This Agreement between Mr. Jon Tong ("You") and AIP Publishing ("AIP Publishing")
consists of your license details and the terms and conditions provided by AIP Publishing and
Copyright Clearance Center.

License Number 4556000765625

License date Mar 25, 2019

Licensed Content Publisher AIP Publishing

Licensed Content Publication Physics of Plasmas

Licensed Content Title Three-dimensional simulations of low foot and high foot implosion
experiments on the National Ignition Facility

Licensed Content Author D. S. Clark, C. R. Weber, J. L. Milovich, et al

Licensed Content Date May 1, 2016

Licensed Content Volume 23

Licensed Content Issue 5

Type of Use Thesis/Dissertation

Requestor type Student

Format Print and electronic
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Number of figures/tables 2

Title of your thesis /
dissertation

Ignition and Burn in Perturbed Inertial Confinement Fusion Hotspots

Expected completion date Apr 2019

Estimated size (number of
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200

Requestor Location Mr. Jon Tong
 Blackett Laboratory

 Prince Consort Road
  

London, London SW7 2BW
 United Kingdom

 Attn: Mr. Jon Tong

Total 0.00 GBP

Terms and Conditions

AIP Publishing -- Terms and Conditions: Permissions Uses
  

AIP Publishing hereby grants to you the non-exclusive right and license to use and/or distribute
the Material according to the use specified in your order, on a one-time basis, for the specified
term, with a maximum distribution equal to the number that you have ordered. Any links or other
content accompanying the Material are not the subject of this license.

1. You agree to include the following copyright and permission notice with the reproduction of
the Material:"Reprinted from [FULL CITATION], with the permission of AIP Publishing." For
an article, the credit line and permission notice must be printed on the first page of the
article or book chapter. For photographs, covers, or tables, the notice may appear with the
Material, in a footnote, or in the reference list.

2. If you have licensed reuse of a figure, photograph, cover, or table, it is your responsibility
to ensure that the material is original to AIP Publishing and does not contain the copyright
of another entity, and that the copyright notice of the figure, photograph, cover, or table
does not indicate that it was reprinted by AIP Publishing, with permission, from another
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source. Under no circumstances does AIP Publishing purport or intend to grant permission
to reuse material to which it does not hold appropriate rights.

 You may not alter or modify the Material in any manner. You may translate the Material into
another language only if you have licensed translation rights. You may not use the Material
for promotional purposes.

3. The foregoing license shall not take effect unless and until AIP Publishing or its agent,
Copyright Clearance Center, receives the Payment in accordance with Copyright Clearance
Center Billing and Payment Terms and Conditions, which are incorporated herein by
reference.

4. AIP Publishing or Copyright Clearance Center may, within two business days of granting
this license, revoke the license for any reason whatsoever, with a full refund payable to
you. Should you violate the terms of this license at any time, AIP Publishing, or Copyright
Clearance Center may revoke the license with no refund to you. Notice of such revocation
will be made using the contact information provided by you. Failure to receive such notice
will not nullify the revocation.

5. AIP Publishing makes no representations or warranties with respect to the Material. You
agree to indemnify and hold harmless AIP Publishing, and their officers, directors,
employees or agents from and against any and all claims arising out of your use of the
Material other than as specifically authorized herein.

6. The permission granted herein is personal to you and is not transferable or assignable
without the prior written permission of AIP Publishing. This license may not be amended
except in a writing signed by the party to be charged.

7. If purchase orders, acknowledgments or check endorsements are issued on any forms
containing terms and conditions which are inconsistent with these provisions, such
inconsistent terms and conditions shall be of no force and effect. This document, including
the CCC Billing and Payment Terms and Conditions, shall be the entire agreement between
the parties relating to the subject matter hereof.

This Agreement shall be governed by and construed in accordance with the laws of the State
of New York. Both parties hereby submit to the jurisdiction of the courts of New York
County for purposes of resolving any disputes that may arise hereunder.

  
V1.2
Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or
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Following your request for permission to reuse material:

Figure 4, from “Modeling and projec ng implosion performance for the Na onal Igni on Facility”, Nucl. Fusion 59,
No. 3, 032008 (2019), by D.S. Clark et al.

The IAEA is pleased to grant permission for the Figure listed above to be reproduced to the extent and for the
purposes detailed in your email. Could you please also no fy the corresponding author.

Concerning your request to reproduce Figure 2, please see the note in the figure cap on (Adapted with
permission from [26]. Copyright 2016, AIP Publishing LLC). Please contact the copyright owner directly to get their
permission.
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Ms Miriam EDVARDSEN | Publica ons Assistant (Marke ng and Sales) |
Publishing sec on | Division of Conference and Document Services | Department of Management |
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To: Sales Publica on <Sales.Publica ons@iaea.org>
Subject: Figure reuse permissions for PhD Thesis

Dear IAEA Sales and Marke ng,
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College London, en tled "Igni on and Burn in Perturbed Iner al Confinement Fusion hotspots".

Full tle of the IAEA publica on: Nuclear Fusion
Publica on year: 2018, Volume 59, Issue 3
ISBN
URL : h ps://iopscience.iop.org/ar cle/10.1088/1741-4326/aabcf7/meta
Exact material (pages, figures) to be reproduced: Figure 2, 4
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Address: Blacke  Laboratory, Prince Consort Road, London, SW7 2BW, United Kingdom
Email: j.tong15@imperial.ac.uk
Title of work in which it is proposed that the aforemen oned IAEA material will be reproduced:
Igni on and Burn in Perturbed Iner al Confinement Fusion Hotspots
Planned publica on date: April 2019
Other details of work: PhD Thesis at Imperial College London
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Jon Tong

This email message is intended only for the use of the named recipient. Informa on contained in
this email message and its a achments may be privileged, confiden al and protected from
disclosure. If you are not the intended recipient, please do not read, copy, use or disclose this
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This Agreement between Mr. Jon Tong ("You") and AIP Publishing ("AIP Publishing")
consists of your license details and the terms and conditions provided by AIP Publishing and
Copyright Clearance Center.

License Number 4556660232297

License date Mar 26, 2019

Licensed Content Publisher AIP Publishing

Licensed Content Publication Physics of Plasmas

Licensed Content Title Nonlinear evolution of localized perturbations in the deceleration-
phase Rayleigh-Taylor instability of an inertial confinement fusion
capsule

Licensed Content Author A. Schiavi, S. Atzeni

Licensed Content Date Jul 1, 2007

Licensed Content Volume 14

Licensed Content Issue 7

Type of Use Thesis/Dissertation

Requestor type Student

Format Print and electronic

Portion Figure/Table

Number of figures/tables 1

Title of your thesis /
dissertation

Ignition and Burn in Perturbed Inertial Confinement Fusion Hotspots

Expected completion date Apr 2019

Estimated size (number of
pages)

200

Requestor Location Mr. Jon Tong
 Blackett Laboratory

 Prince Consort Road
  

London, London SW7 2BW
 United Kingdom

 Attn: Mr. Jon Tong

Total 0.00 GBP

Terms and Conditions

AIP Publishing -- Terms and Conditions: Permissions Uses
  

AIP Publishing hereby grants to you the non-exclusive right and license to use and/or distribute
the Material according to the use specified in your order, on a one-time basis, for the specified
term, with a maximum distribution equal to the number that you have ordered. Any links or other
content accompanying the Material are not the subject of this license.

1. You agree to include the following copyright and permission notice with the reproduction of
the Material:"Reprinted from [FULL CITATION], with the permission of AIP Publishing." For
an article, the credit line and permission notice must be printed on the first page of the
article or book chapter. For photographs, covers, or tables, the notice may appear with the
Material, in a footnote, or in the reference list.

2. If you have licensed reuse of a figure, photograph, cover, or table, it is your responsibility
to ensure that the material is original to AIP Publishing and does not contain the copyright
of another entity, and that the copyright notice of the figure, photograph, cover, or table
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does not indicate that it was reprinted by AIP Publishing, with permission, from another
source. Under no circumstances does AIP Publishing purport or intend to grant permission
to reuse material to which it does not hold appropriate rights.

 You may not alter or modify the Material in any manner. You may translate the Material into
another language only if you have licensed translation rights. You may not use the Material
for promotional purposes.

3. The foregoing license shall not take effect unless and until AIP Publishing or its agent,
Copyright Clearance Center, receives the Payment in accordance with Copyright Clearance
Center Billing and Payment Terms and Conditions, which are incorporated herein by
reference.

4. AIP Publishing or Copyright Clearance Center may, within two business days of granting
this license, revoke the license for any reason whatsoever, with a full refund payable to
you. Should you violate the terms of this license at any time, AIP Publishing, or Copyright
Clearance Center may revoke the license with no refund to you. Notice of such revocation
will be made using the contact information provided by you. Failure to receive such notice
will not nullify the revocation.

5. AIP Publishing makes no representations or warranties with respect to the Material. You
agree to indemnify and hold harmless AIP Publishing, and their officers, directors,
employees or agents from and against any and all claims arising out of your use of the
Material other than as specifically authorized herein.

6. The permission granted herein is personal to you and is not transferable or assignable
without the prior written permission of AIP Publishing. This license may not be amended
except in a writing signed by the party to be charged.

7. If purchase orders, acknowledgments or check endorsements are issued on any forms
containing terms and conditions which are inconsistent with these provisions, such
inconsistent terms and conditions shall be of no force and effect. This document, including
the CCC Billing and Payment Terms and Conditions, shall be the entire agreement between
the parties relating to the subject matter hereof.

This Agreement shall be governed by and construed in accordance with the laws of the State
of New York. Both parties hereby submit to the jurisdiction of the courts of New York
County for purposes of resolving any disputes that may arise hereunder.
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and conditions provided by AIP Publishing and Copyright Clearance Center.

License Number 4564710411138
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Licensed Content
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Licensed Content
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specified in your order, on a one-time basis, for the specified term, with a maximum distribution equal to the number that you
have ordered. Any links or other content accompanying the Material are not the subject of this license.

1. You agree to include the following copyright and permission notice with the reproduction of the Material:"Reprinted from
[FULL CITATION], with the permission of AIP Publishing." For an article, the credit line and permission notice must be
printed on the first page of the article or book chapter. For photographs, covers, or tables, the notice may appear with the
Material, in a footnote, or in the reference list.

2. If you have licensed reuse of a figure, photograph, cover, or table, it is your responsibility to ensure that the material is
original to AIP Publishing and does not contain the copyright of another entity, and that the copyright notice of the figure,
photograph, cover, or table does not indicate that it was reprinted by AIP Publishing, with permission, from another
source. Under no circumstances does AIP Publishing purport or intend to grant permission to reuse material to which it
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 You may not alter or modify the Material in any manner. You may translate the Material into another language only if you
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3. The foregoing license shall not take effect unless and until AIP Publishing or its agent, Copyright Clearance Center,
receives the Payment in accordance with Copyright Clearance Center Billing and Payment Terms and Conditions, which
are incorporated herein by reference.

4. AIP Publishing or Copyright Clearance Center may, within two business days of granting this license, revoke the license
for any reason whatsoever, with a full refund payable to you. Should you violate the terms of this license at any time, AIP
Publishing, or Copyright Clearance Center may revoke the license with no refund to you. Notice of such revocation will be
made using the contact information provided by you. Failure to receive such notice will not nullify the revocation.

5. AIP Publishing makes no representations or warranties with respect to the Material. You agree to indemnify and hold
harmless AIP Publishing, and their officers, directors, employees or agents from and against any and all claims arising
out of your use of the Material other than as specifically authorized herein.

6. The permission granted herein is personal to you and is not transferable or assignable without the prior written
permission of AIP Publishing. This license may not be amended except in a writing signed by the party to be charged.

7. If purchase orders, acknowledgments or check endorsements are issued on any forms containing terms and conditions
which are inconsistent with these provisions, such inconsistent terms and conditions shall be of no force and effect. This
document, including the CCC Billing and Payment Terms and Conditions, shall be the entire agreement between the
parties relating to the subject matter hereof.

This Agreement shall be governed by and construed in accordance with the laws of the State of New York. Both parties hereby
submit to the jurisdiction of the courts of New York County for purposes of resolving any disputes that may arise hereunder.

  
V1.2

Questions? customercare@copyright.com or +1-855-239-3415 (toll free in the US) or +1-978-646-2777.



PARTIES:
1. Oxford Publishing Limited (Company number – 01748118) (Licensor); and
2. Jon Tong (Licensee). 

Thank you for your recent permission request. Some permission requests for use of material 
published by the Licensor, such as this one, are now being facilitated by PLSclear.

Set out in this licence cover sheet (the Licence Cover Sheet) are the principal commercial 
terms under which Licensor has agreed to license certain Licensed Material (as defined below) to 
Licensee. The terms in this Licence Cover Sheet are subject to the attached General Terms and 
Conditions, which together with this Licence Cover Sheet constitute the licence agreement (the 
Licence) between Licensor and Licensee as regards the Licensed Material. The terms set out in 
this Licence Cover Sheet take precedence over any conflicting provision in the General Terms 
and Conditions.

Licence Terms

Licence Date: 09/04/2019

PLSclear Ref No: 12917

The Licensor

Company name: Oxford Publishing Limited

Address: Rights Department
Great Clarendon Street
Oxford
OX2 6DP
GB

The Licensee

Licensee Contact Name: Jon Tong

Licensee Address: Blackett Laboratory
Prince Consort Road
London
SW7 2BW
United Kingdom

Licensed Material

title: The Physics of Inertial Fusion BeamPlasma Interaction, 
Hydrodynamics, Hot Dense Matter

ISBN/ISSN: 9780198562641

publisher: Oxford Publishing Limited



figure number & title / caption 4.10 The 1D simulation of ignition and burn of an initially 
isobaric, equimolar DT configuration. Sequences of radial 
profiles of ion temperature (a), density (b) and pressure 
(c) at selected times.

page number 89

position on page bottom-right

reproduction colour Black and White

reproduction size Full page

positioning inside or later pages

Are you requesting permission to 
reuse your own work?

Yes. I am the author

Are you using the content as a 
prop?

content will NOT be used as a prop

For Use In Licensee's Publication(s)

usage type Book, Journal, Magazine or Academic Paper...-Thesis

estimated publication date April 2019

language English

number of pages 203

other relevant Information Reproducing figure for PhD thesis work.

publication title Ignition and Burn in Perturbed Inertial Confinement 
Fusion Hotspots

type of document PhD Thesis

Rights Granted

Exclusivity: Non-Exclusive

Format: THESIS/WHITEPAPER/CONULTATION DOCUMENT

Language: English

Territory: UK & Commonwealth

Duration: Lifetime of Licensee's edition

Maximum Circulation: Total: 1 copies

Additional Terms: If at some future date your thesis is published it will be 
necessary to re-clear this permission. 
Please also note that if the material to be used is 
acknowledged to any other source, you will need to clear 
permission with the rights holder and for any electronic 
version the © line must appear on the same page as the 
OUP material and the OUP material should not be 
included under a Creative Commons license, or any other 
open-access license allowing onward reuse.

Payment Details

Fee Payable: £0.00 [+ VAT if applicable]



Payment Terms: Strictly 30 days from date of Licence

GENERAL TERMS AND CONDITIONS
1. Definitions and Interpretation

1.1 Capitalised words and expressions in these General Terms and Conditions have the meanings given to 
them in the Licence Cover Sheet.

1.2 In this Licence any references (express or implied) to statutes or provisions are references to those 
statutes or provisions as amended or re-enacted from time to time. The term including will be construed 
as illustrative, without limiting the sense or scope of the words preceding it. A reference to in writing or 
written includes faxes and email. The singular includes the plural and vice versa.

2. Grant of Rights

2.1 Subject to payment by Licensee of the Licence Fee in accordance with paragraph 3 below, Licensor 
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4.1.2 the copyright notice included in the Licensed Material; and
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6. Miscellaneous
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This Agreement between Mr. Jon Tong ("You") and AIP Publishing ("AIP Publishing")
consists of your license details and the terms and conditions provided by AIP Publishing and
Copyright Clearance Center.

License Number 4610870056028

License date Jun 16, 2019

Licensed Content Publisher AIP Publishing

Licensed Content Publication Physics of Plasmas

Licensed Content Title Diagnostic signatures of performance degrading perturbations in
inertial confinement fusion implosions

Licensed Content Author K. McGlinchey, B. D. Appelbe, A. J. Crilly, et al

Licensed Content Date Dec 1, 2018

Licensed Content Volume 25

Licensed Content Issue 12

Type of Use Thesis/Dissertation

Requestor type Author (original article)

Format Print and electronic

Portion Figure/Table

Number of figures/tables 1

Title of your thesis /
dissertation

Ignition and Burn in Perturbed Inertial Confinement Fusion Hotspots

Expected completion date Apr 2019

Estimated size (number of
pages)

200

Requestor Location Mr. Jon Tong
 Blackett Laboratory

 Prince Consort Road
  

London, London SW7 2BW
 United Kingdom

 Attn: Mr. Jon Tong

Total 0.00 USD

Terms and Conditions

AIP Publishing -- Terms and Conditions: Permissions Uses
  

AIP Publishing hereby grants to you the non-exclusive right and license to use and/or distribute
the Material according to the use specified in your order, on a one-time basis, for the specified
term, with a maximum distribution equal to the number that you have ordered. Any links or other
content accompanying the Material are not the subject of this license.

1. You agree to include the following copyright and permission notice with the reproduction of
the Material:"Reprinted from [FULL CITATION], with the permission of AIP Publishing." For
an article, the credit line and permission notice must be printed on the first page of the
article or book chapter. For photographs, covers, or tables, the notice may appear with the
Material, in a footnote, or in the reference list.

2. If you have licensed reuse of a figure, photograph, cover, or table, it is your responsibility
to ensure that the material is original to AIP Publishing and does not contain the copyright
of another entity, and that the copyright notice of the figure, photograph, cover, or table
does not indicate that it was reprinted by AIP Publishing, with permission, from another
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source. Under no circumstances does AIP Publishing purport or intend to grant permission
to reuse material to which it does not hold appropriate rights.

 You may not alter or modify the Material in any manner. You may translate the Material into
another language only if you have licensed translation rights. You may not use the Material
for promotional purposes.

3. The foregoing license shall not take effect unless and until AIP Publishing or its agent,
Copyright Clearance Center, receives the Payment in accordance with Copyright Clearance
Center Billing and Payment Terms and Conditions, which are incorporated herein by
reference.

4. AIP Publishing or Copyright Clearance Center may, within two business days of granting
this license, revoke the license for any reason whatsoever, with a full refund payable to
you. Should you violate the terms of this license at any time, AIP Publishing, or Copyright
Clearance Center may revoke the license with no refund to you. Notice of such revocation
will be made using the contact information provided by you. Failure to receive such notice
will not nullify the revocation.
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Haan, S., Berzak Hopkins, L. F., Jones, O., Landen, O., Ma, T., Meezan, N.,

Milovich, J. L., Pak, A. E., Park, H. S., Patel, P. K., Ralph, J., Robey, H. F.,

Salmonson, J. D., Sepke, S., Spears, B., Springer, P. T., Thomas, C. A., Town,

R., Celliers, P. M., and Edwards, M. J. Phys. Plasmas 23, 052709 (2016). 32, 54

[41] Marinak, M. M., Kerbel, G. D., Gentile, N. A., Jones, O., Munro, D., Pollaine,

S., Dittrich, T. R., and Haan, S. W. Phys. Plasmas 8(5 II), 2275–2280 (2001). 32

[42] Kritcher, A. L., Town, R., Bradley, D., Clark, D. S., Spears, B., Jones, O., Haan,

S., Springer, P. T., Lindl, J., Scott, R. H. H., Callahan, D., Edwards, M. J., and

Landen, O. L. Phys. Plasmas 21, 042708 (2014). 32

[43] Michel, P., Glenzer, S. H., Divol, L., Bradley, D. K., Callahan, D., Dixit, S.,

Glenn, S., Hinkel, D., Kirkwood, R. K., Kline, J. L., Kruer, W. L., Kyrala, G. A.,

Le Pape, S., Meezan, N. B., Town, R., Widmann, K., Williams, E. A., MacGowan,

B. J., Lindl, J., and Suter, L. J. Phys. Plasmas 17(5) (2010). 33

[44] Kruer, W. L. The Physics of Laser Plasma Interactions. Addison-Wesley, (1988).

33



204 Bibliography

[45] Ralph, J. E., Landen, O., Divol, L., Pak, A., Ma, T., Callahan, D. A., Kritcher,
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Dewald, E. L., Divol, L., Döppner, T., Hinkel, D. E., Hohenberger, M., Khan,

S. F., Kritcher, A. L., Landen, O. L., Lepape, S., Maclaren, S. A., Masse, L. P.,

and Meezan, N. B. Phys. Plasmas 25, 056305 (2018). 35, 36

[59] Hinkel, D. E., Berzak Hopkins, L. F., Ma, T., Ralph, J. E., Albert, F., Benedetti,
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