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Time of arrival difference estimation for narrow
band high frequency echolocation clicks

Douglas Gillespie and Jamie Macaulay
Sea Mammal Research Unit, Scottish Oceans Institute, University of St Andrews,
St Andrews, KY16 8LB, Scotland
dg50@st-andrews.ac.uk, jdjim@st-andrews.ac.uk

Abstract: Algorithms are presented for the accurate time of arrival dif-
ference estimation of high frequency narrow band echolocation clicks
from Harbor Porpoise. These clicks typically have a center frequency of
around 130 kHz (wavelength ~1.2cm) and duration of <0.1 ms. When
using hydrophones spaced centimeters apart, spatial aliasing can cause
large errors on inter-hydrophone timing measurements due to the incor-
rect peak in the cross-correlation function of two signals being selected.
It is shown that at sample rates of less than about 6 times the fundamen-
tal frequency, the incorrect correlation peak will be selected in 55% of
measurements leading to large errors in time of arrival estimates. For
clicks with a SNR > 10dB these errors can be reduced by over two
orders of magnitude through a combination of up-sampling the data
and parabolic interpolation of peaks in the cross-correlation functions.
© 2019 Acoustical Society of America
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1. Introduction

Several species of cetacean, including the harbor porpoise (Phocoena phocoena), Kogia,
and Cephalorhynchus dolphins all produce narrow band high frequency (NBHF) echo-
location clicks with center frequencies at around 130kHz and durations of around
100 us (e.g., Teilmann et al, 2002; Kyhn et al, 2010). Many applications of passive
acoustic monitoring (PAM) for these species employ arrays of two or more hydro-
phones in order to localize sounds in 1, 2, or 3 dimensions by measuring time of
arrival differences (TOADs) between the different hydrophones (e.g., Macaulay et al.,
2017). A number of autonomous or vessel based recording systems are available that
can sample at a high enough rate to capture these sounds with suitable systems typi-
cally having sample rates of between 312 and 576kHz (Sousa-Lima et al, 2013).
Particularly for autonomous systems, whose deployment time is likely to be limited by
data storage capacity, there is an obvious incentive to sample at the lowest rate
possible.

The narrow band nature of porpoise clicks can make the cross-correlation of a
pair of signals prone to ambiguities due to spatial aliasing of the signal. Several peaks
in the cross-correlation function of narrow band clicks have similar amplitudes, so
noise and the effect of sampling the data at discrete intervals can lead to incorrect
peak selection in the correlation function.

The fundamental limits of TOAD estimation for narrow band, ambiguity
prone, signals are discussed in Weiss and Weinstein (1983) who present three zones of
accuracy. In the first, SNR is so poor that no information can be obtained from the
signals, uncertainty being defined by the range of possible values defined by the sensor
separation. In the second zone, levels of noise make it impossible to determine which
peak in the cross correlation function is correct so accuracy is determined by the dura-
tion of the signals envelope. In the third zone, at high SNR, the correct peak in the
cross correlation function can be selected and accuracy becomes high.

With digitally sampled signals, the issues of cross correlation peak selection
described by Weiss and Weinstein are exacerbated at low sample rates since, as the
sample rate is reduced towards the Nyquist rate (i.e., 2x the highest frequency compo-
nent of the signal) the chances of sampling the correlation function close to its true
peak become small compared to the chance of sampling close to the top of one of the
many other peaks in that function. As an example, Fig. 1(A) shows a simulated por-
poise click, with the waveform on channel B delayed by 6.8 us (about 1cm travel dis-
tance) compared to channel A. Figure 1(B) shows the true correlation function of the
two waveforms and the actual points in the cross correlation function obtained when
the waveforms are sampled at a rate of 500 kHz. By chance the highest value in the
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Fig. 1. (Color online) (A) Simulated porpoise waveform and (B) cross correlation function (solid line) and points
on the correlation function for 500 kHz sample data (open circles). The filled circle is the correct correlation maxi-
mum. (C) Parabolic peak interpolation for 500 kHz data and the same 500 kHz data up-sampled to 1 MHz.

correlation function from the sampled data does not lie on the true peak of the cross
correlation function, but on the next peak along, at a value of 14 us (7 samples), an
error of 7.2 us. Problems of peak selection become exacerbated in the presence of noise
which causes random fluctuations in the height of each peak additional to the height
measurement errors caused by sampling.

We define two types of error: “small errors” are measurement errors about the
true peak in the cross correlation function, i.e., <1/2cycle, so for porpoise clicks are
<3.8 us, “gross errors” occur when the TOAD measurement algorithm fails to find the
correct peak in the cross correlation function, so are larger than 3.8 us. A number of
relatively simple enhancements to the cross correlation algorithm can reduce the num-
bers of gross errors and significantly reduce the overall error on TOAD measurements.
The three enhancements examined are parabolic peak interpolation of the cross corre-
lation function, waveform envelope tracing and up-sampling of the waveform data.

The algorithms are intended for use in real time detection and localization sys-
tems, so execution speed is an important consideration. Algorithm choices have there-
fore been selected to relatively straightforward cross correlation methods that have
been implemented in the PAMGuard software (Gillespie et al, 2008). This is being
used for continuous long term monitoring of a twelve hydrophone shore cabled array
sampling each hydrophone at 500 kHz. During the first 12 months of data collection,
over 740 x 10° transient sounds were detected and localized.

2. Methods

Porpoise like signals were simulated as a pure sine wave centered at 130 kHz windowed
with a sine function shaped window of length 77 us (Teilmann et al., 2002). A sine win-
dow function rather than the often used raised cosine or Hann window was used since
this qualitatively better reflected the sharper onset and offset of porpoise clicks than
the raised cosine function and gave a —3dB bandwidth for the generated clicks of
15.3kHz, which is closer to the 16 kHz -3 dB bandwidth reported by Teilmann et al.
(2002) than the 18 kHz bandwidth obtained when using a raised cosine window.

Each pair of clicks was generated with a random time of arrival difference
(TOAD) between *100 us, equivalent to 15cm travel distance in water. The start times
of both clicks of each pair were offset by a random fraction of a sample to ensure that
clicks were not always sampled at the same points in time. All clicks were generated
with a zero to peak amplitude of 2 units, which gives an rms level within the envelope
of each click of exactly 1. Varying amounts of incoherent white noise were then added
to the signals. For each modification of the algorithm, 1000 porpoise signals were sim-
ulated at a sample rate of 500 kHz.

2.1 Time delay measurements

A number of enhancements to a basic cross correlation of the two waveforms were
investigated in order to determine which produced the most accurate measurement of
the correct time delay.

Filtering. Filtering to remove noise from parts of the spectrum not used by
harbor porpoise is an obvious method of improving signal to noise ratio. Filtering
can be conducted in the frequency domain during the cross correlation process by
restricting the calculations to the frequency band of interest and therefore has the
potential to not only improve TOAD measurements, but also to reduce processing
load. All methods tested filtered the data using a 6pole Butterworth band pass
100-150 kHz filter.
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Parabolic peak interpolation. A common method for determining both the posi-
tion and the height of a peak in many types of sampled data is parabolic interpolation
[e.g., image processing—Fisher and Naidu (1996) and spectral peak determination—
Gasior (2004)]. The method is simple: From the Taylor expansion of the cosine func-
tion, close to its peak cos(x) ~ 1 — x?/2. The highest point close to a peak is taken
along with one point to either side. A parabola is fitted to the three points and both the
position and the height of the highest point calculated. By better estimating the height
of each peak between samples in the correlation function it is more likely that the cor-
rect peak will be selected. The improvement in timing accuracy, once the correct peak
has been selected, is also directly beneficial. In our method, we calculate the height of
the parabolic peak for all peaks within the range of possible time delays in a cross corre-
lation function and select the highest.

Up-sampling. A parabolic fit about a sinusoidal peak will become poor when
any of the points used in that fit are taken from the lower half of the sinusoidal func-
tion, i.e., beyond the point at which the curvature of the signal changes sign as it
crosses zero. Ensuring that at least three positive valued samples can be taken from a
function requires that the sample rate is at least six times the fundamental frequency of
the data. While sampling at higher data rates may often be impractical for reasons of
data storage, it is possible to up-sample data during the measurement of time delays
by interleaving the waveform with zeros and then filtering with a low pass filter with a
cut off frequency at or below the Nyquist frequency of the original data. Up-sampling
has the advantage over parabolic interpolation in that it is fitting a sinusoidal model,
rather than a parabolic model to the data, thereby maintaining its accuracy further
from the correlation peak. In our method, we use both: first up-sampling, then fitting
parabolic peaks. This is evident in Fig. 1(C) where parabolic peaks fitted to up-
sampled data more accurately fit the true correlation function, whereas with 500 kHz
sampled data, the parabolic fit around the incorrect peak at 14.5us remains higher
which would lead to a gross error in the time delay measurement.

Envelope tracing. An alternative method which can be used to avoid the prob-
lem of selecting the correct correlation peak is to work with the envelope of the wave-
form, rather than the high frequency waveform itself. The envelope has a much lower
fundamental frequency than the signal (around 6.5 kHz for a 77 us duration signal). By
using the signal envelope, it can be expected that although the chances of selecting the
incorrect peak in the correlation function are reduced, the uncertainty in the position
of that peak is likely to increase. In our method, the signal envelope is used in a cross
correlation function along with parabolic interpolation.

2.2 Porpoise pinger trial data

As well as simulated data, the algorithms were tested on data collected with a four-
channel recording device (SoundTrap Ocean Instruments, Ltd.). Hydrophones were in
a tetrahedral configuration with Scm separation and a sample rate of 384 kHz per
channel. The device was deployed for 4days on a gill net south of Falmouth Bay,
Cornwall, UK.

2.3 Theoretical bounds

If interpolation of the signal is not used, accuracy is limited to =0.5 samples. This is
equivalent to an rms error of 1/v/12 samples (from ff(;) 55 x%dx), which for 500kHz
sampled data is =0.58 us.

Where accuracy is not limited by sampling resolution, the Cramer-Rao lower
bound on timing accuracy is discussed for narrow band pulses by Weiss and Weinstein
(1983). If the correct peak in the correlation function can be found, the Cramer-Rao
lower bound can be approximated to

var(dz) !

" 2AfTSNR(2nfy)?

where SNR is the signal to noise ratio within the frequency band Af of the signal, 7 is
the signal duration and f; the signals fundamental frequency. For the windowed sine
waves used in this study the signal bandwidth Af is approximately 2/7, i.e., Af T=2).
For the white noise in these simulations SNR = SNRfs/2/Af where f5 is the sample
rate and SNR, the total SNR over the full bandwidth of the signal.

3. Results

Figure 2 shows histograms of errors on timing measurements for five algorithms oper-
ating in the absence of noise. For simple cross correlation a high proportion (55%) of

M
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Fig. 2. (Color online) Histograms of residual errors on timing measurements for five timing algorithms in the
presence and absence of noise. (A) Cross correlation with no interpolation. (B) Cross correlation with parabolic
interpolation and peak selection. (C) Envelope tracing with parabolic interpolation and peak finding. (D) Up-
sampling (x 10) with no interpolation. (E) Up-sampling (x2) with parabolic interpolation and peak finding.

measurements contain gross errors indicating that the wrong cross correlation peak has
been selected. When parabolic interpolation is used to help identify the correct peak,
the number of gross errors reduces to 25% but the problem is not eliminated. Neither
up-sampled data nor enveloped data have any gross errors in the absence of noise.
When noise is added, a slight broadening of the peaks can be seen, indicating increased
small errors. Small numbers of gross errors (13%) also start to appear even for the up-
sampled data. There are no gross errors for the waveform envelope method, but over-
all in the presence of noise, there is a clear broadening of the range of values.

Figure 3 shows the relationship between errors using each method and SNR. At
very poor SNR, no information at all is being obtained from the timing measurements,
the errors being equal to random selection of measurements within the range of possible
values (100 us). The worst performing method is the simple cross correlation function.
Errors are reduced slightly using parabolic interpolation, but even at high SNR incorrect
peak selection still affects around 35% of the data, meaning that the RMS error does not
reduce to below 5 us (or 2.5 samples at 500 kHz sample rate). The two methods that are
best able to provide accurate TOAD measurements are up-sampling the data by a factor
2 and using the waveform envelope in the cross correlation function. At SNRs between 0
and 8 dB, the envelope method shows marginally better performance which is due to the
methods ability to more often find the correct correlation peak. At SNR above 10dB,
the x2 up-sampled data with parabolic interpolation has the best performance, with
errors falling to below 0.1 us at SNRs above 15dB. At SNRs between 15 and 25dB, the
error is close to the expected Cramer Rao lower bound. As SNR increases however, the
error ceases to decrease much below 0.01 us, or 1/200th of a sample.

Figure 4 shows TOAD measurements between two channels of data from a
sequence of porpoise clicks recorded on a SoundTrap recorder. These clicks mostly
had SNRs measured in the 100-150 kHz band of between 20 and 35 dB. Although the
true TOAD is not known for these data, an animal swimming by the recorder is con-
strained by swim speed and so will produce TOAD measurements which lie on a
smooth line. TOAD measurements using up-sampling lie on this expected smooth
curve, TOADs using envelope tracing are scattered randomly about that curve, indicat-
ing higher errors and both methods that do not use up-sampling show gross errors
consistent with incorrect correlation peak selection.
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Fig. 3. (Color online) (A) The percentage of measurements which achieve an error <5 ps, indicating correct cor-

relation peak selection. (B) Timing errors as a function of SNR for different timing algorithms. The straight
dashed line is the theoretical Cramer-Rao lower bound for signal waveform correlation.
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Fig. 4. (Color online) Time of arrival measurements for a 7 s long sequence of porpoise clicks using five different
time delay algorithms.

4. Discussion

Even in the absence of noise, cross correlation of narrow band high frequency echolo-
cation clicks is prone to high numbers of gross errors caused by incorrect peak selec-
tion in the cross correlation function. These errors will contribute much greater uncer-
tainty to localizations derived from TOAD measurements than small errors of <0.5
samples obtained when the correct correlation peak is selected. Parabolic peak interpo-
lation can help to both identify the correct peak in the correlation function and also
improve the timing accuracy around that peak. However, for data sampled at only a
few times the fundamental frequency of the data, this is not sufficient to correctly
resolve the correct correlation peak, even in the absence of noise. Two methods that
can significantly improve peak selection accuracy are up-sampling the data to at least
6 times the fundamental frequency and envelope tracing of the signal. Parabolic inter-
polation of data up-sampled by a factor 2 provided more accurate results than data
up-sampled by a factor of 10 without interpolation. Without interpolation, accuracy
was limited to the *£0.5 samples discussed in Sec. 2.3, which for 500 kHz, 10x up-
sampled data is 0.06 us. With parabolic interpolation, at increasing SNR accuracy did
not improve much beyond 0.01 us. This is due to the parabolic interpolation being an
imperfect representation of a sinusoid. The effects of up-sampling have been further
investigated with simulated data generated with varying sample rates: It was found
that if the sample rate is around three times the fundamental frequency of the wave-
form, then further improvement can be gained by up-sampling by a factor 3 rather
than 2, but that up-sampling cannot recover accurate time information when the sam-
ple rate is below 2.5 times the fundamental frequency for this type of signal.

While filtering was applied to the data in the examples shown here, its effect
was no different to improving the signal to noise ratio by 7 dB. However, the simulated
noise was spectrally flat and incoherent on the two data channels. Real ocean noise is
generally more dominant at low frequencies (Urick, 1975) and may also be more
coherent on the two channels. Filtering is therefore likely to have a much more signifi-
cant impact with real data than is shown here.

The accuracy of a bearing measurement derived from a TOAD measurement
is related to the ratio of the time error measurement and the spacing between sensors.
For two sensors, spaced a distance D apart, the angle of arrival 0 can be calculated as

0 =cos™! <%>, (2)

where 7 is the TOAD measurement and ¢ is the speed of sound in water. It then fol-
lows that the error 66 on 6 is given by

¢
~ Dsin(0) o,

where o1 is the error on the TOAD measurement ¢. Clearly, the magnitude of the error
varies with angle, errors being large when the source is in line with the two sensors [as
sin (6) — 0]. For angles >45° a 1° error can be obtained if the timing error is <1 us
with sensors spaced as close as 5cm apart which is clearly attainable for clicks with an
SNR above 12dB.

The above algorithms have been implemented in the open source detection
classification and localization software PAMGuard (Gillespie et al., 2008) and can be
applied to data being processed in real time or re-processed offline. Execution times
varied for the different methods, simple correlation or correlation with parabolic

50 = 3)
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interpolation taking approximately 1ms per TOAD measurement running on a
2.7GHz Intel® i7 processor. The envelope and up-sampling by a factor 2 methods
took only marginally longer, increasing CPU usage by only 4% and 5%, respectively.
Up-sampling by a factor 10 took 6 ms per calculation making it the slowest method
tested. It is often the case that multiple species are being detected and localized within
the same dataset. The algorithm choice (particularly with regard to filtering) may
therefore vary with the species being detected. The PAMGuard implementation there-
fore applies the timing algorithm after clicks have been identified to species in order
that species specific timing choices may be applied.
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