
MULTIMODAL FEEDBACK FOR MID-AIR
GESTURES WHEN DRIVING
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Abstract

Mid-air gestures in cars are being used by an increasing number of drivers on the road. Us-
ability concerns mean good feedback is important, but a balance needs to be found between
supporting interaction and reducing distraction in an already demanding environment. Vi-
sual feedback is most commonly used, but takes visual attention away from driving. This
thesis investigates novel non-visual alternatives to support the driver during mid-air gesture
interaction: Cutaneous Push, Peripheral Lights, and Ultrasound feedback. These modalities
lack the expressive capabilities of high resolution screens, but are intended to allow drivers
to focus on the driving task. A new form of haptic feedback — Cutaneous Push — was
defined. Six solenoids were embedded along the rim of the steering wheel, creating three
bumps under each palm. Studies 1, 2, and 3 investigated the efficacy of novel static and
dynamic Cutaneous Push patterns, and their impact on driving performance. In simulated
driving studies, the cutaneous patterns were tested. The results showed pattern identification
rates of up to 81.3% for static patterns and 73.5% for dynamic patterns and 100% recogni-
tion of directional cues. Cutaneous Push notifications did not impact driving behaviour nor
workload and showed very high user acceptance. Cutaneous Push patterns have the potential
to make driving safer by providing non-visual and instantaneous messages, for example to
indicate an approaching cyclist or obstacle.

Studies 4 & 5 looked at novel uni- and bimodal feedback combinations of Visual, Audi-
tory, Cutaneous Push, and Peripheral Lights for mid-air gestures and found that non-visual
feedback modalities, especially when combined bimodally, offered just as much support for
interaction without negatively affecting driving performance, visual attention and cognitive
demand. These results provide compelling support for using non-visual feedback from in-car
systems, supporting input whilst letting drivers focus on driving.

Studies 6 & 7 investigated the above bimodal combinations as well as uni- and bimodal
Ultrasound feedback during the Lane Change Task to assess the impact of gesturing and
feedback modality on car control during more challenging driving. The results of study
Seven suggests that Visual and Ultrasound feedback are not appropriate for in-car usage,
unless combined multimodally. If Ultrasound is used uni-modally it is more useful in a
binary scenario.

Findings from Studies 5, 6, and 7 suggest that multimodal feedback significantly reduces
eyes-off-the-road time compared to Visual feedback without compromising driving perfor-
mance or perceived user workload, thus it can potentially reduce crash risks. Novel design
recommendations for providing feedback during mid-air gesture interaction in cars are pro-
vided, informed by the experiment findings.
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Chapter 1

Introduction

1.1 Motivation

Driving is a complex activity which requires high mental and visual attention to be performed
successfully. Non-driving related tasks can increase mental workload or distract the driver
[22, 23], potentially reducing safety. In 2006, driver distraction was the third most common
cause of car crashes and near crash events [24], following driver impairments and driver
errors. In 2016, driver distraction was the leading cause of accidents [25]. Introduction of
smart infotainment systems and hand-held devices into the car cockpit increased the num-
ber and duration of glances off the road [25] significantly affecting all aspects of situational
awareness [26]. In order to reduce driver distraction and keep the driver’s eyes on the road,
many car manufacturers such as VW [27], BMW [28], Jaguar [29], and Hyundai [30] are
introducing in-air gestures as a new interaction modality. These gestures allow drivers to
control in-car systems without taking their eyes off the road. This has the potential to min-
imise distraction [31] and improve safety [26] by replacing complex actions (e.g., precisely
selecting buttons on touchscreens) with simple hand movements (e.g., swiping the hand in
mid-air). A mid-air gesture is a defined movement in space which is used to control a com-
puting system. Gesture control systems are used for a variety of non-driving related tasks
such as swiping to browse songs1 in a playlist, pointing at the screen to accept a phone call2,
or a rotating gesture to change the volume or temperature2. This thesis focuses on mid-air
gestures, rather than other gesture types; when the term ‘gesture’ is used, it refers to mid-air
gestures.

Due to their novelty, gestures are unfamiliar to most drivers, which may negatively impact
driving performance and mental workload [32, 33]. Gestures are also prone to usability
challenges which may increase frustration and workload. Users need to know where to
perform gestures [34]; drivers may not know where the gesture sensor is located nor in what
region it can detect movement. This may mean that they gesture in the wrong place. They
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Figure 1.1: Continental’s gesture interface [1]. The driver is swiping their hand from left to
right to execute a system command.

also need to know how to perform gestures, what the gesture vocabulary is, and how hand
movements are mapped to actions. Users may experience uncertainty while gesturing and
lack of feedback is a core part of this [35, 36, 37], which can lead to drivers taking their eyes
off the road [38], reducing the benefits of the gesture interaction. However, good feedback
can overcome these issues. Feedback informs the user whether the system pays attention to
them [34], whether the user addressed the system correctly, and whether the user’s intention
was correctly understood by the system. Feedback further couples the user’s hand to the
interface [39] and thus mitigates the perceived lack of sense of control from the touch-less
interface [35]. Users need good feedback when gesturing in air to avoid increased mental
efforts and provide greater user satisfaction [40].

Gesture sensing systems are becoming more omnipresent and it is not always possible to
provide feedback on a screen. For instance, recent advances in technology allow for mid-
air gesture interaction to be incorporated into limited display devices such as smart watches,
thermostats and faucets, and car cockpits. However, in situations, where visual feedback (i.e.
standard console screen) might be impractical (e.g. driving), it becomes more important to
present feedback to non-visual sensory channels.

Current mid-air gesture systems in cars only give limited (and mainly visual) feedback [28,
27]. If drivers need to take their eyes off the road to understand their interactions with the
car, then the benefits of mid-air gestures are not being fully realised. Non-visual feedback
is promising for in-car gestures; visual attention can remain on the road whilst information
about secondary tasks (i.e. interacting with the in-car systems) is offloaded to other sensory
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modalities (e.g. hearing and touch) [41]. Throughout this thesis, the term “visual feedback”
refers to standard centre console screen feedback as it requires foveal vision for information
acquisition. “Non-visual feedback” refers to feedback techniques which present information
to the auditory and tactile sensory channels; however, “non-visual” feedback also includes
information presentation to the peripheral vision because it does not require the driver’s
foveal attention i.e. it does not require them to take their eyes off the road.

Multimodal displays have been used successfully in a variety of driving studies to support
in-car interaction successfully [42, 43, 44, 45, 14, 46, 47, 48]. The term ‘multimodal’ feed-
back refers to delivering information to several sensory channels at the same time [41].
‘Unimodal’ displays information to a single sensory channel (e.g. auditory), and ‘bimodal’
presents information to two sensory channels (e.g. auditory and visual), etc.

Multimodal distribution of infotainment information has been shown to neither increase
mental workload [41, 42] nor increase reaction time to cues [42] when executing a challeng-
ing driving task, and multimodal displays are preferred by most users over unimodal visual
feedback [42, 45, 14, 46, 47, 48]. Multimodal displays deliver information efficiently with-
out negatively impacting driving performance and thus have resulted in many applications in
cars. These range from warnings about urgency and situation [49], take-over requests from
highly automated cars [9], navigational cues [8, 11, 15], to driving related event information
[17].

Multimodal feedback has also been shown to positively impact mid-air gesture interaction
[34, 36, 50]. It helps the users to make sense of sensing systems [51, 52] by informing
them if the system is paying attention to them, and if the user’s command is understood and
executed correctly. It has been shown that users regain a sense of control over the interaction
[39] if they perceive feedback [35]. Feedback keeps the users “in the loop” and helps them
to gesture more effectively and confidently [36].

Evidence discussed so far suggests, that multimodal feedback is beneficial for non-driving

related tasks and that it is beneficial for gesture interaction. Therefore, this thesis presents the
design and evaluation of multimodal mid-air gesture feedback for driving scenarios. Three
novel feedback types for mid-air gestures are investigated to address and minimise visual
distraction, mental workload, and user uncertainty without negatively affecting driving or
gesture performance:

• Cutaneous Push (pins on the steering wheel that push against the driver’s hand),

• Peripheral Visual displays (using an LED display across the dash board), and

• Ultrasound haptics (ultrasound presented above the gear stick to provide tactile feed-
back).
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These feedback modalities were tested uni- and bimodally, compared to and combined with
standard screen displays (using the screen on the centre stack of the car) and audio feed-
back. The three novel alternatives presented here lack the expressive capabilities of high
resolution visual displays, but are intended to allow drivers to focus on what is happening
around them. This is of particular importance if the driving task is more challenging and
mentally demanding, for example executing driving manoeuvres versus driving straight on a
motorway. The experiments conducted showed that these feedback modalities offered strong
support for interaction without negatively affecting driving performance, visual attention or
cognitive demand. These results provide compelling support for using non-screen feedback
for in-car mid-air gestures, supporting input whilst letting drivers focus on driving.

1.2 Thesis Statement

This thesis argues that multimodal feedback can support mid-air gesture interaction in cars
and reduce eyes-off-the-road time without affecting driving performance, in a simulated driv-
ing task. Tactile, auditory, and peripheral visual displays provide gesture systems a variety
of ways of presenting information to in-car mid-air gestures, overcoming the need for vi-
sual feedback on screens. This thesis presents the design and evaluation of novel feedback
techniques which use these modalities to minimise visual information overload without neg-
atively impacting driving performance.

1.3 Contributions

This thesis makes novel contributions in four areas. First, it contributes a novel tactile feed-
back technique embedded into a steering wheel. Cutaneous Push feedback is a technology
where six solenoids are embedded into the steering wheel under the driver’s palms. They
are individually controlled to allow patterns and motion presentation to the hands. Two stud-
ies focused on recognition rate of different types of patterns, and one study investigated the
recognition rate of motion on the palms.

Second, this thesis contributes a study into unimodal feedback for mid-air gestures using
three novel feedback types: 1) Peripheral Light displays; 2) Cutaneous Push; and 3) Ultra-
sound tactile feedback. Peripheral Light displays and ultrasound tactile feedback have been
researched in other application areas for in-car infotainment usage [53], however the work
presented here is the first detailed study on their use as gesture feedback for in-car inter-
action. Auditory and Cutaneous Push feedback from the steering wheel allowed drivers to
keep their eyes on the road, although feedback given in a single modality was limited, thus
increased mental demand of Cutaneous Push compared to standard screen feedback.
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Multimodal information displays can be beneficial as information is distributed across multi-
ple sensory modalities. By offloading interaction feedback to other modalities, the demands
of interacting with the in-car systems can be reduced. Therefore, this thesis’ third contribu-
tion is a detailed investigation of the effects of multimodal feedback on mid-air gestures. Two
studies looked into the impact of novel bimodal feedback combinations which composed of
the output modalities presented above (Peripheral Lights, Cutaneous Push, Ultrasound), and
Auditory and Screen (as baseline). The benefit to be gained from this study is reduced mental
demand.

Finally, earlier results were extended by examining the effects of the multimodal feedback
combinations in more challenging simulated driving situations. In these two studies, drivers
executed lane change manoeuvres on a five lane motorway, rather than on a straight road. The
studies found that the bimodal feedback techniques presented in this thesis did not negatively
affect driving performance, visual attention and cognitive demand.

1.4 Research Questions

This thesis aims to answer the following research questions (all studies were conducted in a
simulated driving environment):

• RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?

• RQ2: How do unimodal mid-air gesture feedback techniques influence driving perfor-
mance and in-car interaction (Study 4)?

• RQ3: How do multimodal mid-air gesture feedback techniques influence driving per-
formance and in-car interaction (Study 5, 6, & 7)?

• RQ4: What effect does multimodal mid-air gesture feedback have on interaction in
more challenging driving (Study 6 & 7)?

1.5 Thesis Structure

Chapter 2: Literature Review introduces ways to measure driver distraction and driv-
ing performance. In-car infotainment systems can distract the driver, which might result in
a decrease of the driver’s ability to control the car, ultimately impacting the driver’s safety.
Mid-air gesture interaction can reduce driver distraction if it is accompanied by good feed-
back to help the user interact. This chapter reviews mid-air gesture feedback techniques
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in cars addressing usability problems of sensing systems. Finally, it discusses three output
modalities — auditory, tactile, and peripheral lights — which can help users gesture more
effectively.

Chapter 3: Cutaneous Push Feedback presents an investigation into the efficacy of
novel Cutaneous Push feedback patterns, and their impact on driving performance, address-
ing RQ1. Six solenoids were embedded along the edge of the steering wheel, creating three
bumps under each palm. In three simulated driving studies, 57 static and twenty dynamic

cutaneous patterns were tested. Later chapters build on this by using a mixture of static and
dynamic Cutaneous Push feedback patterns to aid mid-air gesture interaction in cars.

Chapter 4: Unimodal Feedback for Mid-air Gestures in Cars compares non-
visual feedback techniques presented unimodally to standard centre console displays, con-
cerning RQ2. This chapter describes a study which measures the impact of Cutaneous Push,
peripheral lights, and auditory feedback for mid-air gestures on driving performance and
driver distraction.

Chapter 5: Multimodal Feedback for Mid-air Gestures in Cars presents three
studies which investigate multimodal feedback, building on the findings of the previous chap-
ter. In the third study, ultrasound feedback is introduced as a novel mid-air gesture modality
for cars. These studies contribute an answer to RQ3. The latter two studies also incorporate
changing lanes on the motorway as opposed to driving straight — i.e. more challenging
driving — addressing RQ4.

Chapter 6: Conclusion summarises the research conducted in this thesis, and reflects
on the research questions identified in the Introduction. It discusses the main contributions
of this work, and finally outlines limitations and reviews possibilities for future work.

1.6 Overview of Studies

Seven experimental studies are presented in this thesis, contributing to the research questions
outlined in Section 1.4. Three of these focus on the usability of Cutaneous Push as a feedback
technique on the steering wheel, one on unimodal, and three on multimodal feedback for
mid-air gestures. Table 1.1 shows a brief summary of how each experiment contributed to
the research questions.
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Topic Study Research
Questions Context and Purpose

1 Investigate the efficacy of static Cu-
taneous Push feedback from the
steering wheel

Cutaneous Push 2 RQ1 Investigation of the efficacy of static
Cutaneous Push feedback from a re-
fined steering wheel

3 Investigate dynamic Cutaneous Push
feedback from a steering wheel

Unimodal Feedback 4 RQ2 Compare novel feedback modalities
for mid-air gestures in cars

for Mid-air Gestures in Cars 7 RQ2 Investigate efficacy of ultrasound
feedback for mid-air gestures in cars

Multimodal Feedback
for

Mid-air Gestures in Cars

5
6
7

RQ3 Compare novel bimodal feedback
for mid-air gestures in cars

Challenging Driving
6
7 RQ4 Compare novel bimodal feedback

for mid-air gestures during more
challenging driving

Table 1.1: Summary of experiments presented in this thesis and research question the studies
contributed to answering.
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Chapter 2

Literature Review

2.1 Introduction

An increasing number of cars now allow drivers to interact with the in-vehicle systems us-
ing mid-air gestures. Whilst intended to reduce driver distraction by replacing visually-
demanding button interfaces with ‘simple’ hand movements, mid-air gestures are not straight-
forward and usability issues could make them just as distracting. The literature review in-
troduces the challenges of midair gesturing, and discusses multimodal feedback as a way
of reducing the usability problems. The use of auditory, tactile, peripheral lights, and mul-
timodal displays have been shown to reduce uncertainty while gesturing [35, 36, 37] and
driver’s visual distraction [38].

The initial topic of this literature review (Section 2.2) looks at ways of measuring driver
distraction and driving performance in research studies. This section does not address any
of the research questions, however it introduces the motivation for this work, namely driver
distraction. It is necessary to understand 1) driver distraction and 2) driving performance and
know how to measure them, if the aim is to reduce the first and maintain the second.

The second topic of this thesis (Section 2.3) discusses whether mid-air gesture interaction
is a valuable addition in cars, potentially replacing traditional interfaces like buttons, knobs,
touchscreens etc.. This section does not address any of the research questions, but it is imper-
ative to discuss the usefulness of gesture interaction in cars, before discussing the necessity
of feedback.

The third topic (Section 2.4) investigates usability issues of mid-air gesture interaction and
proposed solutions. Mid-air gestures have found applications and wide usage in gaming,
smart-homes, smart phone interaction, and driving environments. Bellotti et al. [52] iden-
tified usability problems of sensing systems taking inspiration from human-human commu-
nication to inform five design challenges of gesture detection systems. These five concerns
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are: Address, Attention, Action, Alignment, and Accident. Freeman [51] was the first to ex-
plicitly link these concerns to mid-air gestures. He reviewed feedback techniques for limited
display devices, addressing each of the five usability concerns identified by Bellotti et al.,
primarily focusing on the Address problem. The second topic of this thesis (Section 2.4)
builds on Bellotti et al.’s and Freeman’s work. It discusses available literature on mid-air
gesture feedback for in-car interaction by addressing each of the five usability problems,
with the focus on Address, Attention, and Alignment. Since there is very limited literature on
feedback for addressing gesture usability concerns in cars, potential solutions from limited
display devices will be reviewed and their suitability for driving feedback discussed.

This literature review finally presents different non-visual output methods for in-car informa-
tion (Section 2.5) such as auditory (Section 2.5.1), tactile (Section 2.5.2), peripheral visual
(Section 2.5.3), and combinations of these displays (Section 2.5). Auditory and tactile feed-
back are well understood to effectively present information to the driver without causing
visual or cognitive distraction [49] and have been shown to be highly useful for mid-air ges-
ture interaction [34]; however, their use in gesture interaction in cars is more limited. This is
especially the case for tactile feedback, because it is difficult to deliver tactile cues when the
users are not in contact with the device they are interacting with. Recent advances in tech-
nology can overcome this issue. This section discusses how tactile feedback can be delivered
to the gesturing hand in mid-air using ultrasound haptics and how it can be presented to the
non-gesturing hand through steering wheel feedback.

Peripheral light displays can be integrated into vehicles such as small and simple light
sources like an LED strip along the cockpit door which can communicate lane change ma-
noeuvres to the driver or approaching cyclists [53]. This review considers how others have
used interactive light displays in in-car interaction and presents peripheral light feedback as
a novel type of feedback for gesture interaction. It can be enriched with audio and tactile
displays to create multimodal mid-air gesture feedback for in-car interaction.

2.2 Measuring Driver Distraction and Driving Perfor-

mance

This section provides some background on driver distraction, the implications of driver dis-
traction, and ways to measure it. Driving is highly demanding, which requires the driver to
deal with various tasks in an appropriate and timely fashion [54]. These tasks can be di-
vided into primary (driving related) and secondary (non-driving related) tasks. The primary
task is the most important driving process as it includes navigational tasks, driving manoeu-
vres, maintaining a safe lane position longitudinally and laterally, as well as the perception
and cognitive processing of external factors such as other participants in traffic and traffic
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regulations [55]. Additionally, drivers engage in secondary tasks such as eating, conversing
with passengers, adjusting settings on the infotainment system for their comfort, or operating
hand-held devices [56].

Anything that takes attention away from the primary task is defined as distraction [56]. The
US National Highway Traffic Safety Administration categorises driver distraction into [57]:

• Visual distraction: requires the driver to take their eyes off the roads towards the source
of distraction to obtain information;

• Manual distraction: requires the driver to take their hands off the steering wheel and
manipulate a device;

• Cognitive distraction: occurs when the driver takes their mind off the driving task and
engages it in something non-driving related such as talking to a passenger.

Driver distraction is dangerous as it directly impacts the driver’s ability to control the vehi-
cle. A rich body of research has shown that distracting activities negatively impact driving
performance [58] [59, 60]. These effects include increased speed variability [61], longer re-
action times and poorer car control [62, 63, 64, 65], and an increased likelihood of accidents
[25]. Despite behavioural adaptations to visual distractions, such as reduction in speed [66],
or greater headway to the preceding vehicles [67], it has been shown that these decrease over
time, as the driver gets more used to the continued visual distractions [68].

Despite detrimental impacts of distraction on driving and the safety of any person involved,
driver distraction remains a common occurrence while driving [24]. Any distraction has the
potential to increase the risk of crashes and near-crashes; in particular visual distractions (e.g.
looking towards the centre console screen or hand-held devices) pose a potentially greater
threat to safety than purely cognitive distractions (e.g. talking, listening to music) [57]. In
2006, 30% of crashes were caused by visual distraction alone [24].

The main problem is that visual distraction does not occur in isolation; it is often accompa-
nied by cognitive distraction. The driver needs to cognitively process the visually acquired
information, leading to higher cognitive workload [67]. This is particularly important if sec-
ondary tasks are complex and require a number of steps to achieve the end goal [69]. Lee et

al. [70] have shown the impact of the correlation between glances off the road and mental
demand. Long off-road glances led to frequent steering neglects, and to overcompensation
once the visual distraction ended.

The lesson is clear: long and frequent off-road glances are a safety hazard. Mid-air gesture
interaction can reduce eyes-off-the-road time significantly because it is an inherently non-
visual technique. Broad swipes in the air can be executed without requiring visual monitor-
ing. This is possible due to proprioception. Proprioception is the ability to sense stimuli from
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within the body itself regarding movement, orientation, and position. A simple flick of the
hand in air can for instance trigger a “phone call reject”, eliminating the search for physical
buttons on a car’s centre console, consequently reducing visual and cognitive driver distrac-
tion. Supporting interaction with non-visual feedback can additionally reduce distraction by
eliminating visual demands. Good feedback can help the user gesture more effectively [34]
without impacting driving [38].

However, mid-air gesture interaction is a novel technique in vehicles and its impact has not
been extensively measured. According to Green [71], each infotainment interface needs to
be assessed in terms of driver distraction and effects on driving performance, such that the
design of subsequent interfaces is informed [72] and can be improved upon.

Driver distraction can be measured via visual, manual, and cognitive distraction. Commonly
used ways to measure these are 1) eyes-off-the-road time, 2) hands-off-the-wheel time, and
3) through pupil dilation [73] or through self reported workload measures such as the NASA
TLX questionnaire [74]. The effects distractions have on driving behaviour are: speed vari-
ability and lane keeping ability. These can be measured through 1) longitudinal and 2) lateral
car control. Finally, task effectiveness (e.g. interaction errors) and task efficiency (e.g. task
completion time) are metrics to measure secondary task performance, which can be used as
an additional indicator of driver distraction. These measures are the most commonly used
metrics to assess distraction [56].

To summarise, driver distraction is a problem for traffic safety, as it contributes significantly
to crashes and near-crash events. Multimodal feedback for mid-air gestures is a possibility
for reducing these. To determine the effects of multimodal feedback, driver distraction needs
to be measured such that the feedback can be improved on and distraction further reduced.

2.3 Mid-air Gesture Interaction in Cars: A Good Idea?

The discussion in Section 2.2 highlights the importance of minimising visual demand from
secondary task interaction in cars. However, it is essential to understand that the number
and duration of glances is defined by two parameters [38]: 1) the nature of the infotainment
task requires visual attention, and 2) the driver’s personal desire to engage with the device.
The former is defined by the characteristics of the interface and can therefore be reduced by
designing efficient displays and novel interaction techniques. The latter is defined by what
the driver deems as appropriate in the current driving situation, and their own attitude and
opinion towards the situation and their abilities [38].

Solutions and interfaces to dissuade the driver from looking away are an ongoing research
area (e.g. [75]), however it remains in the control of the driver how much attention they
dedicate to non-driving related tasks. While a touchscreen interface can be implemented
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in ways that discourage the need for visual attention, a driver might still choose to direct
their attention towards it. Consequently, more radical solutions have to be explored which
eliminate the need and the temptation to divert the eyes from the road [38].

Mid-air gestures can be a solution to eliminate visual distraction because it is an inherently
eyes-free interaction technique. Research has shown that drivers prefer gesturing in air over
traditional interfaces [55, 76] because they are perceived as “safe”. Mid-air gesturing can
decrease visual distraction and thus increase perceived driver safety. Bach et al. [77] found
that gesture interaction led their participants to execute fewer and shorter glances off the
road compared to tactile and touch interaction; however, it was not completely eyes-free.
Quick glances were still necessary to support coordination in the menu, as their design still
provided visual centre console feedback. If good non-visual feedback can be provided to the
gesturing drivers, visual distraction can potentially be mitigated completely.

At this point, we cannot simply say “Yes, mid-air gesture interaction in cars is a good idea”
because two more issues need discussion. Firstly, careful consideration has to be applied
when choosing gestures appropriate for in-car interaction. Bugl [78] has shown that gestures
which require high precision over a long duration of time resulted in increased workload and
distraction from the primary driving task. Therefore, the focus in this thesis is on simple
mid-air hand movements, likes swipes and poses, rather than user interface controls like
buttons and sliders used in previous in-car research [79, 38, 80]. Simple movements are
more representative of how production cars utilise gestures and are intended to further reduce
distraction, using input to simply invoke actions rather than precisely control quantities (as
with sliders and dials). Finally, Riener et al. [2] and Jahani et al. [81] have shown that the
primary usage for gestures should be infotainment related, as users do not feel comfortable
if the execution of coarse and broad gestures in air can trigger safety critical tasks.

Gestures are a powerful mode of interaction. It is possible now to deploy technologies for
sensing and processing mid-air gestures in inexpensive, mass produced items [82]. This
has caused significant advances in their use from interaction with house hold appliances [5]
(e.g. thermostats), smart phone usage (e.g. above device interaction), to in-car infotainment
system control. The research presented in this thesis can aid the standardisation process
of mid-air gesture interaction in a limited space such as the car cockpit. With the advent
of automated cars, the main purpose of feedback for mid-air gesture interaction might shift
from reducing visual and mental distraction to supporting the user in executing the right
command in the right location
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2.4 Necessity of Feedback for Mid-air Gesture Inter-

action in Cars

Considering human-human interaction, we communicate using gestures everyday. We use a
broad range of gestures to communicate a vast amount of information, depending on the con-
text and the culture [83]. We even gesture when we cannot see each other face-to-face such
as speaking on the phone [84]. We gesture to manipulate the physical world and to explore
our environment through point, grasp, touch, squeeze, and move. This strong relationship
between gestures and communication has been explored in Human Computer Interaction in
applications such as Put-That-There [85], where Bolt combined pointing and speech input
to manipulate objects on a screen. He argued that an interface which allows users to utter
commands along the lines of “Create a blue square . . there” and “Make that smaller . .
.” can be operated more spontaneously and naturally if it is compatible with the interaction
demands. The most important idea of Put-that-there is that it used gestures and speech to-
gether, taking advantage of their unique strengths: speech is semantically rich which makes
it good for issuing commands or specifying details (“create”, “blue”, “square”); in contrast,
pointing gestures are good for providing deictic information (“that”, “there”). These deictic
style commands are now used in a variety of interfaces from game console interaction such
as with Virtual Reality headset and gesture controllers [86], to the Microsoft Kinect [87]
and Nintendo Wii [88], to desktop computer control through the Leap Motion device [4],
above device interaction with mobile phones [89], in-car infotainment control [28], to even
household appliances such as TVs [90], smart taps [91], and thermostats [5].

Given this multitude of interaction possibilities, a rich body of research has emerged focusing
on the usability issues of gestures. To make gesture interaction usable and understandable,
feedback is necessary [82]. Users experience uncertainty when interacting with mid-air ges-
ture systems [34], which often lack a sense of control [35]. This is partly because there
are less tactile and visual cues to support interaction; for example, users lose the important
feedback from physically touching a button or a touchscreen [36, 37]. Good feedback can
help users overcome these usability problems by reassuring them that they are interacting
correctly [36].

Feedback can be presented in a variety of ways to be as interaction and context appropriate
as possible. For limited display devices such as smart watches, home appliances, and car
cockpits, on-body haptic displays [92, 93, 94, 95], auditory feedback [96, 97], and peripheral
lights [50, 31] are appropriate for these contexts. Limited display devices benefit from non-
visual feedback because they either lack the capability to display plentiful and useful visual
feedback (e.g. taps, thermostat) or it is unsuitable to do so (e.g. during driving).

Bellotti et al. [52] identified five usability concerns that are encountered during interaction
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with sensing systems:

• Address: directing communication to a system;

• Attention: establishing that the system is paying attention;

• Action: defining what is to be done with the system;

• Alignment: monitoring system response; and

• Accident: avoiding or recovering from errors and misunderstandings.

The authors proposed design guidelines for interaction with sensing systems by drawing their
inspiration from how people interact with each other. While traditional interfaces for human-
computer interaction seem to have well understood solutions for these concerns, gesture-
based interaction still requires answers. Freeman [51] was the first to explicitly link Bellotti
et al.’s five sensing system usability concerns to mid-air gestures. The main focus of his
work was to provide feedback to support the Address problem in interaction with limited
display devices. This thesis builds on these two bodies of work, and applies the five usability
concerns to mid-air gesture interaction in driving situations. The aim is to support Address,
Attention, and Alignment during driving. This section of the thesis will discuss the five con-
cerns and their implications for driver safety if they are not addressed (or poorly addressed).
This section will primarily review already available gesture feedback concepts in vehicles;
if that is not possible, it will further discuss solutions for limited display devices such as
smart watches and home appliances, because the car cockpit is an environment with limited
display capabilities.

2.4.1 Address

Address concerns how a user directs their communication desire towards a system. Bellotti
et al. [52] identified two problems when addressing a system: users need to know 1) where
to gesture, and 2) and how to avoid unintentional reactions. Gesture systems also need to
know when they should or should not sense, interpret, and respond to input. It is important
to help the user address a system correctly and support them to direct their input towards the
system. The Address problem is an important gesture usability challenge; if the user cannot
direct their intention towards the system, then no further communication can take place.

Avoiding Unintentional Gestures

In the limited space of the car cockpit, many everyday interactions, such as reaching for a
coffee mug, or gesturing in conversation should not be treated as gesture input. Accidentally
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addressing a system can have serious consequences, apart from annoyance and frustration
[98]. Potential danger can arise for the driver when the system is activated unintentionally,
and unexpectedly competes for the driver’s attention [81]. Unintentional gesture recognition
must be avoided if drivers are to feel confident, skilled, and comfortable with a gesture inter-
action system [99]. These perceived qualities are directly linked to the driver’s perception of
safety [55, 81] and consequently to their ability to control the vehicle.

To avoid unintentional gestures, Wigdor and Wixon [99] proposed the use of a unique ac-
tivation hand pose to allow the system to interpret hand movements. Freeman et al. [34]
and O’Hara et al. [100] argue that activation gestures might be unavoidable as they specify
which system the user wants to address. This concept has found resonance in limited display
research [5] and is thought to have potential benefits for in-car gestures [81, 98]. There is
only one solution in the in-car research community which aimed at avoiding unintentional
gestures [98] and it is not based on an activation gesture. Rather, the authors introduced a
dwell; a delay of the system’s readiness to interpret. Their system only started reacting to
gesture input if the hand was inside the sensor’s field of view for at least 500 ms. They found
a decrease in false-positive recognition of unintentional gestures.

Three reasons might have prevented the introduction of an activation gesture into car ges-
tures. Firstly, it can increase interaction duration, if the driver is firstly to grab the system’s
attention by executing an initial gesture, and then to execute their intended gesture. Sec-
ondly, extending the gesture vocabulary by a trigger gesture requires the driver to recall two
gesture words from their memory instead of one. The user’s cognitive load should be min-
imised, and the recall of words from the gesture vocabulary should be limited [98]. Finally,
frustration regarding system usability might arise, as two gestures are required if something
as simple as a skip to the next song is intended. A balance has to be found between the po-
tential increase of driver workload due to adding an activation gesture, and the consequences
of unintentional gesture input. However, as the safety of the driver is more important than
their comfort, this thesis investigates the impact of an additional activation gesture for in-car
gesturing.

Researchers are investing differentiation of intentional from unintentional gestures by means
of machine learning tools (e.g. [101]). A machine learning algorithm gets fed a vocabu-
lary of gesture words, and trains on hundreds and thousands of examples of these gestures.
Eventually, it will be able to confidently distinguish between the words in its vocabulary and
gestures which are not valid inputs. For instance, May et al. [98] encountered the problem
where participants were unable to retract their hand from the sensor’s field of view without
triggering gestures. They chose to disallow input if the hand had significant backward veloc-
ity (as they did not have any gestures in their vocabulary that required backward movement).
However, solutions which allow and disallow certain words enforce gestures on the user,
eliminating room for exploration and creation of personal gestures. There is a large body
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Figure 2.1: Plot of the execution area of mid-air gestures for infotainment control functions
according to Riener et al. [2]. This area (distance = 614 cm; diameter: 547 cm) is located
above the gear stick in a top right direction from the steering wheel.

of research focusing on the problem of allowing space for exploration [102] while ensur-
ing correct gesture classification. This is a hard problem because even simple gestures such
as swipe can be executed in many different ways by varying speed, duration, and angle of
execution.

Riener et al. [2] found that, if drivers are given the space to explore and define their own
gestures for functions, they have high variability between the words. One participant might
use a different gesture for “increase AC temperature” than the others. The authors argue, that
this heterogeneity in gesture-function mapping supports the assumption that gestures need
to be user configurable. However, as this is not focus of the present thesis, it will not be
discussed further.

Knowing Where to Gesture

The second aspect of address is knowing where to interact [34]. Users need to know where
to gesture for the system to see and interpret them. If they interact outside the system’s
sensing area, they will not know whether the system sees them or whether they are not ges-
turing correctly. This uncertainty can increase glances towards the sensing area and off the
road [103], as well as additional allocation of mental resources in an attempt to address the
system correctly. As visual and cognitive distraction contribute to driver induced crashes,
it is important to inform the driver where to gesture as they enter the sensor’s field of vi-
sion. Users commonly receive feedback on entrance of the interaction area, which is called
showing system attention (explained further in the next section).

Riener et al. [2] conducted an exploratory study showing that drivers execute infotainment
control gestures in an area (distance = 614 cm; diameter: 547 cm) above the gear stick in a top
right direction from the steering wheel (Figure 2.1). However, neither research nor industry
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Figure 2.2: The gesture sensor’s field of view is upwards facing; it is represented here via an
upside down pyramid. Red star marks the sensor’s “sweet spot” (i.e. optimal distance to the
gesture sensor).

choose this user defined space because a large portion of the gesture area is in immediate
contact with the steering wheel. Simple driving manoeuvres and hand adjustments on the
steering wheel can either trigger false-positive gesture recognition if the sensor’s field of view
and the steering wheel overlap in space [104]; or some gestures have to be excluded from
the vocabulary as they might resemble driving-related hand movements. The area above the
gear stick and in front of the centre console is commonly utilised by vehicle-based gesture
interaction researchers (e.g. [38]) (Figure 2.2). It is apparent, then, that there is a spatial
discrepancy between the area in which the driver would prefer to gesture and the actual
interaction area. Consequently, it becomes important to inform the driver where to gesture
to enable effective communication between the user and the sensing system. This can be
achieved by showing the driver how well the system sees them.

Limited display devices such as Proxemic Flow [105] and Do that, there [34] have looked
into informing the user where to gesture by showing them how well the system sees them.
Proxemic Flow interactively illuminated the floor around the users’ feet with coloured light
halos showing them how well the tracker sensed them. They utilised the traffic light metaphor
to present a green light halo meaning sensing quality was high, and red light representing
poor quality. Freeman et al. [34] mapped brightness of their LED strip feedback inversely
(100% - 0%) to distance from the “sweet spot” (optimal distance to the gesture sensor); audi-
tory and tactile ‘Geiger counter’ feedback was presented with increasing frequency towards
the sweet spot. Users could use this information to adapt the position of their hand to im-
prove gesture recognition. These studies mapped sensor data during gesture execution. This
is referred to as Alignment and will be discussed further below (Section 2.4.4). This thesis
will investigate how to map sensor strength feedback to the driver’s hand to help guide it in
air. Throughout this thesis, sensor strength can also be referred to as either the distance of
the gesturing hand from the centre of the sensor’s field of view, or from the interaction area’s
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sweet spot (Figure 2.2).

Summary of Address

Two aspects of gesture usability issues can be mitigated, if the sensor system provides ad-
dress feedback: unintentional input can be avoided, and the area for interaction input is made
known to the user. Little automotive research has considered providing address feedback for
mid-air gestures. Research is needed to develop interactions which allow drivers to direct
their input towards a system, and to help them to find where to interact.

If the hand is in the centre of the sensor’s field of view, frustration can be reduced as recogni-
tion accuracy increases. Frustration in a driving environment can lead to diminished percep-
tion of the surrounding events and increased crash risks [106]. Guiding the driver’s gesturing
hand towards the centre of the interaction area might decrease the potential for accidents by
reducing negative emotional response to the gesture interface. Presenting sensor strength
feedback is an effective solution for limited display device research, and can be beneficial
for in-vehicle gesture interaction.

Avoiding unintentional gesture input can be achieved by introducing an activation gesture.
The advantages and disadvantages of adding a word into the gesture vocabulary have been
discussed. It is worthwhile to investigate an activation gesture as it has potentially greater
benefits than negative impact. Further, an activation gesture and guidance of the hand to-
wards the sensor’s sweet spot can be combined into one movement. For instance, forming
a fist inside the gesture interaction area could function as activation of the system, but also
immediately be used to guide the user’s hand towards the centre of its field of view. In Sec-
tion 2.5, feedback will be reviewed which can provide appropriate in-car information for
addressing a sensor system.

2.4.2 Attention

System attention concerns how the system informs the driver that it is ready and paying
attention to actions. This is important, as a lack of attention feedback from the system can
encourage the driver to take their eyes off the road in an attempt to understand the current
problem. If the system does not show attention, then users do not know whether the lack of
response to their input is due to their movements not being sensed, or if they were sensed but
their input not recognised as a valid gesture. Golod et al. [107] suggest using multimodal
feedback to show system attention, making it less likely that the user will miss it. Presenting
multimodal feedback for system attention allows the driver to choose the sensory channel
they want to attend to without it affecting cognitive demands [41].
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Figure 2.3: Sterkenburg et al.’s [3] visual feedback design. The participant moved the cursor
from block A to block B by moving their hand accordingly in air. Their mid-air gesture
interface utilises the Leap motion sensor and a hierarchical menu design.

Sterkenburg et al. [108] were the first to present system attention to the gesturing driver.
They presented 2x2 and 4x4 grid layouts containing a letter in each square (Figure 2.3). As
the driver’s hand entered the interaction area, the centre console screen displayed a square
cursor, representing the position of the user’s hand within the grid, a short auditory tone was
displayed in addition. System attention feedback immediately communicated to the driver,
that the system “saw” their hand and was ready for further instructions. The authors of the
paper argue that participants perceived the cursor in their peripheral vision which reduced the
overall number of glances towards the touchscreen. This paper suggests that providing the
user with the knowledge about the system’s attention reduces visual distraction and cognitive
distraction. However, more research is required into “showing attention” in a non-visual
manner. In the above study, participants were still offered the possibility to glance towards
the centre console as the screen was the primary feedback modality. However, as discussed
throughout this thesis, visual feedback can be detrimental to driving safety and should be
minimised for infotainment interaction, or avoided if possible.

To demonstrate system attention, it suffices to present a short message such as a “beep” [3]
(audio tone), a “flash” [109] (peripheral lights feedback), or a “rumble” [36] (vibrotactile
feedback on the finger via ring or on the wrist via a smart watch). These quick cues can
inform the driver without distracting [44].
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2.4.3 Action

Once the user knows how to address the system and whether it is paying attention to them,
gesture sensing systems need to give users sufficient information about interaction so they
can gesture successfully. Users need to know which gesture to use to achieve their goals and
how to use them.

Which Gesture to Use

Previous research argues that it is unfeasible to have a large set of gestures in driving situ-
ations, because as the number of available gestures increases, the demand to memorise and
recall also rises [110, 2, 111]. Riener et al. [2] found that drivers had a low intra-variability
in gestures in general: they used the same gestures for different functions. Consequently,
the authors recommend a maximum of four to eight different gestures for in-car interaction,
since it reflects the number of driver defined gestures and is small enough to avoid extensive
recalling.

Drivers still need to know which gesture to use to achieve their intended goal. Gestures can
be self-revealing [99] through support and appropriate feedback. Revealing all available ges-
tures however is not feasible, especially in an already demanding environment such as the car
cockpit. Instead, users can be introduced to few gestures at a time, a type of scaffolding [99]
where users are given enough assistance to support them in gradually developing skills and
experience. Others have proposed selecting gestures the users already know. These include
user defined gestures [2], guessable gestures [112] (which users are likely to associate with
a certain action), as well as gestures that they know from different contexts [113] (such as
flicking or swiping to reject a call).

It is important that interface designers find a robust and safe solution of communicating
available gestures to the driver. Discovering new gestures and potentially causing unwanted
system states whilst driving can increase distraction significantly [114]. A guideline for
designers should be — for as long as there is no universal gesture language available —
introduction to all available gestures in the interface vocabulary should be limited to a sta-
tionary vehicle. First exploration of gestures in a driving car must not be supported by the
interface.

How to Use Gestures

User also need to know how to gesture, so they can interact successfully. Solutions to this
problem typically include giving textual and iconic hints (e.g. LightGuide [115]) before

gesture execution, and may include feedback during gesture interaction [116] or after (e.g.
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Recognizer Feedback [117]). As discussed above, drivers should be experts on gesture in-
teraction, before they drive; this thesis focuses on providing feedback during driving. Feed-
back can be presented during and after input and they can be presented continuously and
discretely; these will be discussed in the following section (Section 2.4.4).

Summary of Action

Users need to know which gestures to use and how to use them. An in-car gesture vocab-
ulary should only contain a small number of words (four to eight) to avoid increased recall
demands and cognitive workload. Drivers should be taught properly how to use them to
mitigate additional efforts during driving which can otherwise lead to frustration, confusion,
and a decrease in confidence during interaction. Therefore, interface designers must ensure
that introduction to gesture interaction is limited to stationary vehicles, and users are expe-
rienced, preferably experts, in gesture interaction before they use it on the roads. As this
thesis focuses upon feedback during driving, it assumes that drivers are experts in gesture
execution, thus action feedback will not be under further discussion.

2.4.4 Alignment

Another challenge of interaction with sensing systems is that users need to know how their
actions are affecting the interface. Users not only need feedback regarding whether their ges-
ture was recognised correctly, but also what effects the gesture caused. Alignment feedback
concerns with timely and appropriate feedback, and how to make system state perceivable
and persistent [52] (roughly equivalent to Norman’s Gulf of Evaluation [118]). Alignment
feedback concerns with providing distinctive feedback on results and on the state. Differ-
ently put, alignment is about interpreting if the system did the right thing.

For instance, during a conversation between two people, the listener gives feedback as to
their ongoing understanding (e.g. nodding with the head), which is in return monitored by
the speaker [52] [119]. This alignment of action and reaction supports the progress of a
conversation. Similarly, users need feedback from the gesture sensing system to help them
interact successfully and confidently. Timely system reaction for each gesturing action al-
lows users to adapt their gesture (e.g. moving the hand more slowly), and informs them about
their future interaction [34]. There are two types of feedback techniques to help users ges-
ture more effectively in the future, feedback about sensing and feedback about the effects.
Feedback regarding how the system senses was partially discussed above (sensor strength
feedback in Section 2.4.1), which is continuous alignment feedback.
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Continuous Feedback

There are two ways of presenting the effects of gesture interaction: continuously or discretely

[120]. Continuous feedback is the presentation of information continuously throughout ges-
ture execution. An example of continuous feedback was Sterkenburg et al.’s [3] study on
selecting letters inside of grids (Section 2.4.2). In their study, drivers moved their hands in
the air and thus moved the corresponding cursor on the screen to select a square. Once the
hand/cursor entered a square, the borders of the square were highlighted contrasting it from
the other squares for as long as the hand remained inside it. Both, the moving of the cur-
sor, and the highlighting of the squares are continuous alignment feedback. It helped users
navigate in the menu, but required a high amount of visual attention.

Roider et al. [116] also provided continuous peripheral lights feedback to gestures in cars.
They mounted an LED strip on top of the dash board to show the user where their hand is
located along the gesture sensor’s x-axis. They found that continuous alignment feedback
increased task time and visual demand of pointing gestures. Sterkenburg et al.’s [3] and
Roider et al.’s [116] studies have shown that it might not be practical to display continuous
feedback as it occupies a portion of attention during the entirety of the feedback duration
[104]. This prolonged peripheral distraction can have an adverse impact on the awareness of
traffic/road conditions, as well as encouraging the driver to remain distracted over a period
of time [116]. If drivers need to repeatedly take their eyes off the road to understand their
interactions with the car, then the benefits of mid-air gestures are not being fully realised.

Discrete Feedback

Discrete feedback presents the effects of gestures in finite time — not continuously during
the interaction. Discrete alignment feedback for a swipe gesture can be the display of a
“beep” sound to inform the driver about the transition to the next song in the play list. The
user will hear that their gesture produced the intended outcome. In-car interaction benefits
from discrete alignment feedback, as it informs the driver promptly about the outcome of
their interaction and can thereby reduce mental and visual distraction.

Mid-air gesture feedback research in driving situations primarily focuses on discrete feed-
back for alignment information. It is most commonly presented visually [113, 121, 81] or
audio-visually [3, 98]. Along with centre console feedback, Sterkenburg et al. [3] presented
speech read-outs for the currently selected target (e.g. “item A selected”) and non-speech low
rain drop tone for the select gesture and a high rain drop tone to confirm. May et al. [98] pre-
sented Spearcons (fast speech-based Auditory Icons) [122] for navigation assistance of their
gesture-based menu interface, as well as non-speech audio cues for going back (‘swoosh’)
and errors (‘clunk’). Both studies presented auditory feedback in addition to visual centre
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Figure 2.4: Ultrasound creation of a ball in mid-air. The hand passes through the ball and
feels its edges. Box at the bottom represents the ultrasound array with 14x14 transducers.
Black little box to the right is the Leap motion [4] gesture sensor. In a car, ultrasound
feedback would be presented above the area where the gear stick is in front of the centre
console.

console feedback. The authors reported improvements in eye glance behaviour if auditory
feedback was presented, especially speech for menu item targeting. As demonstrated in
the above examples, audio feedback for gesture interaction is primarily used in following
ways: non-speech audio provides feedback on whether the system correctly recognised the
executed gesture (e.g. “swoosh”); speech feedback gave the participant context information
(e.g. “item A was chosen”), also called system state information (more about system state in
the next subsection).

Tactile feedback for gestures in cars has mainly focused on ultrasound haptics [123, 38, 80,
79] which is a new but active feedback mechanism for cars. Ultrasound haptics present
tactile sensations such as buttons [38, 80] and mid-air sliders [38] and dials [79] by creating
small areas of pressure on the skin of the hand [124] (Figure 2.4). This feedback can reduce
eyes-off-the-road time (EORT) [38], although drivers still rely on visual feedback for spatial
information (e.g. where buttons were located). Like audio feedback, ultrasound haptics for
gesturing in car have only been looked at in combination with visual feedback. Haptics
alone however can successfully support mid-air gesture interaction and significantly lower
task workload [36] without requiring a visual component. Freeman et al. [36] displayed
vibrotactile information from a ring and a wrist worn device to the gesturing hand to aid in
interaction with a smart phone. The changes in amplitude and roughness informed the user
whether the selection of an item was successful. Their findings are promising because they
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demonstrate how good feedback helps users gesture more effectively. However, the driver’s
fashion choice should not be a determinant in whether they receive feedback in the car or
not. What if the driver forgets their smart-watch? Feedback from wearables is not reliable
enough for in-car interaction. Yet, this example shows that there exist haptic techniques to
support eyes-free interaction for mid-air gestures. For instance, tactile information can be
presented to the driver on the steering wheel (Chapter 3).

Finally, peripheral lights feedback has not found much attention in the driving community
for mid-air gesture feedback even though it has been shown to support gesture interaction
with limited display devices such as thermostats [5]. In that paper, participants queried the
thermostat temperature setting with a closed fist gesture and they received colour coded infor-
mation (blue for cool, and red for warm) lighting up the surrounding area of the thermostat.
This is simple but very effective feedback as it presents clearly understandable information
to the peripheral vision of the user. The thermostat temperature feedback functioned as both,
discrete feedback (it was presented immediately after gesture execution) and system state
feedback (colour coded the current value for temperature).

(a) (b) (c)

Figure 2.5: Examples of peripheral light supported system state feedback for three tempera-
tures [5]. Colour and direction of the lights are dependent on the current temperature value.
Left: blue for cold; middle: orange for warm; and right: red for hot.

System State Feedback

System state feedback is necessary as it tells users if and how their gesture affected the sys-
tem and if they have accomplished their goal. If a gesture changes the temperature, feedback
presented immediately after correct gesture execution tells the driver, that the temperature
will transition to the desired degree. However, the driver does not know what the initial
value of the temperature was nor what the new value will be after the modification. Users
need feedback from gesture sensing systems to align their mental model of system state with
the actual system state.

Most in-vehicle gesture research which provides system state feedback does so visually
[3, 38, 81, 80, 79] or audio-visually [3, 98]. Visual system state feedback is usually presented
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either on the centre console or on the dash displays behind the steering wheel. For instance,
the driver can access the current temperature setting (e.g. 19 degrees Celsius) with a query
gesture and after a glance towards either screen they know immediately whether that is a
temperature they will be comfortable at. Auditory feedback can provide similarly rich infor-
mation by read-out information such as “current temperature is 19 degrees Celsius”. Tactile
and peripheral lights feedback lack the rich expressiveness of visual and audio modalities,
so have not been investigated as primary system state displays for gesture interaction in cars.
Yet, system state feedback can be displayed effectively through peripheral lights. Smart taps
[91] and smart thermostats [5] convey system temperature setting via colour codes; blue for
cold, red for warm, and anything in between as a transition from one to the other (Figure 2.5).
System state can also be encoded into spatial information as in the smart thermostat example
in Figure 2.5. Lights on the left of the thermostat indicate cold temperatures and lights on
the right warm, and any value in-between is represented by a gradual transition of activated
lights from one side to the other. The encoding of spatial information to temperature can be
mapped to in-car feedback, where an LED strip along the dash can be used as a scale. If
lights move from left to right, it can symbolise an increase in the current value.

Finally, tactile feedback can also successfully compensate for visual system state feedback
as shown by Williamson et al. [125] who designed a feedback metaphor that simulates the
bouncing of balls inside a mobile phone. If the user shook the phone, vibrotactile informa-
tion (the bouncing balls) indicated remaining battery life. Well designed tactile feedback can
result in similar performance times, perceived task difficulty, and performance success as
visual feedback [93, 92, 36]. The examples given in this section show that system state in-
formation can be presented effectively through modalities such as auditory, peripheral lights,
and tactile; and therefore can be a good alternative to visual infotainment feedback in cars.

Summary of Alignment

Users need to know whether the system understood their input. The alignment between the
user’s action and the system’s reaction can be communicated with feedback. Information
can be presented continuously to the user during gesture execution to support correct gesture
interaction or inform them whether the current gesture will lead to the intended outcome.
Alignment feedback can also be communicated after gesture execution. Discrete feedback
after interaction is more appropriate for in-vehicle communication as it does not compete
with the driver’s workload for extended periods of time. Finally, as research [77] found, the
advantages gained of limited visual distraction can be lost if system state feedback is not
provided for in-car infotainment gestures. Therefore, it is important that users know the final
state of the system to verify that the interaction resulted in the desired outcome.

As the reviewed literature has shown, alignment feedback is mainly communicated either vi-
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sually, or audio-visually. However, providing visual information does not exploit the poten-
tial for eyes-free interaction which mid-air gestures offer. Non-visual multimodal feedback
has repeatedly been demonstrated to benefit infotainment interaction and gesture interaction.
Therefore, one of the key aims of this thesis is to investigate non-visual and multimodal dis-
plays for alignment feedback. If well designed, non-visual techniques can support the driver
without distracting them visually or cognitively.

2.4.5 Accident

Bellotti et al. [52] argue that errors are an important and to-be-expected part of Human
Computer Interaction and Norman [118] states that interaction between human and machine
should be treated as a “cooperative endeavour where misunderstandings can happen on either
side”. It is important for the usability of interfaces, that users understand why unexpected
system states and errors occur, and how to correct them. In driving situations, confusion
about the current system state (mode confusion) or what steps to take next to recover from
an error can lead to distraction [106].

Feedback can inform the user exactly what they have just done or are in the process of doing,
so that they remain mentally ordered and in control of the interaction [104]. Feedback during

action allows the user to monitor (and cancel) the task. However, since systems, unlike users,
often execute an action instantaneously, it is not always possible to provide useful feedback
to allow intervention during that action. More importantly, evidence presented so far has
argued against feedback presentation during mid-air gesturing in a driving environment as it
can increase mental workload, distract the driver, and thus impact their safety.

Solutions were proposed in the literature which help to recover from errors after user interac-
tion. Mistry et al. [126] proposed a single “undo” gesture where the user drew an “x” symbol
in air to reverse the effect of the previous gesture. Wigdor and Wixon [99] recommend two
gestures, one which cancels the effects, and one which produces the opposite effect. If ges-
ture systems will become more widespread, a universal ‘CTRL+Z’ gesture might emerge
which can be used with every gesture system.

Feedback presentation before system action is usually reserved for risky operations (e.g.
save, delete, etc) where designers present alert boxes to protect the users from unrecover-
able mistakes [52]. However, mid-air gesture interfaces for in-car systems should not allow
complex operations which require preventive measures. Mid-air gestures are simple hand
movements which lack precision and can be operated in an eyes-free manner; their primary
intended use is for infotainment purposes. As it is possible to recover from infotainment
related mistakes, feedback presentation before interaction may be unnecessary.

In the driving literature, very little research has focused on recovering from falsely executed



2.5. Multimodal Driver Displays for Mid-air Gesture Interaction 27

gestures. However, solutions for avoiding and correcting mistakes when gesturing may be
needed less, if the usability problems discussed previously are addressed by gesture interface
designers. One important aspect needs to be considered by feedback designers of mid-air
gesture feedback for in-car infotainment: feedback should avoid overly attention-grabbing
in error messages, as well as a negative tone because negative driver affect has been shown
to impact driving performance [127].

2.4.6 Summary

This section reviewed the usability concerns with mid-air gestures during driving and dis-
cussed current in-vehicle and limited display solutions. Despite the evident importance of
non-visual gesture feedback, the literature is missing solutions which allow drivers to effec-
tively use gesture systems. This thesis investigates ways in which gesture systems can help
users overcome the Address, Attention, and Alignment problems.

These three concerns are perhaps the most important of in-vehicle gesture systems. Without
first addressing the system, the driver would be unable to accomplish their goal. Secondly,
the system needs to let the user know that it is ready and paying attention to their input. Fi-
nally, alignment feedback keeps the driver “in the loop” through appropriate system cues and
helps them gesture more effectively. Drivers need to overcome these issues to gesture con-
fidently and successfully. The sensing system needs to support the secondary infotainment
interaction task, not negatively impact the primary driving task.

The other gesture sensing system problems (Action and Accident) are not focused on in this
thesis. They have received some interest in the automotive research community and much
more in the limited display literature. However, this thesis still makes contributions from
which the other problems can benefit. Future work in these areas can build on this thesis.

2.5 Multimodal Driver Displays for Mid-air Gesture In-

teraction

Mid-air gestures allow drivers to operate in-car systems without reaching for physical con-
trols which has the potential to minimise distraction [31] and improve safety [26] by re-
placing complex actions (e.g., precisely selecting buttons on touchscreens) with simple hand
movements (e.g., swiping the hand in mid-air). The predominant hand gestures used in cars
are either static hand poses, dynamic hand motion, or a combination of both [47]. Dynamic
motion-based gestures, such as moving the hand horizontally or vertically, and executing cir-
cular motion, are used in most research [98, 128, 79, 116, 129, 81, 130, 131, 132], followed
by static gestures such as pointing, and executing hand poses [133, 111, 134, 116, 121, 80].
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(a) (b) (c)

Figure 2.6: Examples of gestures in production vehicles. Left: BMW’s circular motion to
to increase temperature. Middle: BMW’s V-shaped hand pose to activate the infotainment
system. Right: Volkswagen’s horizontal swipe to skip to the next song.

Car manufacturers use both static hand poses and dynamic hand motions for their in-vehicle
gesture systems (Figure 4.2). For instance, Volkswagen for instance use a horizontal swipe
to skip to the next song (Figure 4.2 right). BMW use clockwise circular motion of the
hand to increase temperature (Figure 4.2 left), as well as a static hand pose consisting of
extended index and middle finger to activate the infotainment system (Figure 4.2 middle).
Mercedes-Benz use the same V-shaped gesture for their “navigate me home” function. They
further introduced functions based on the proximity of the driver’s hand to a certain area.
These include highlighting of media when the driver places their hand near the infotainment
system, or lighting of passenger side lamps when the hand is extended towards the glove box
[135].

As discussed in the previous section (Section 2.4), mid-air gestures lack critical clues which
are essential in human-computer interaction: feedback. However, feedback is necessary if
gesture interaction is to be successful. Current mid-air gesture systems in cars only give
limited and mainly visual feedback. If drivers need to take their eyes off the road to under-
stand their interactions with the car, then the benefits of mid-air gestures are not being fully
realised. Chiesa and Branciforti [136] confirmed this by showing that visual feedback for
gestures increases duration of off-road glances because drivers keep looking at the centre
console display until they receive feedback. Therefore, non-visual feedback is ideal for in-
car gestures: visual attention can remain on the road [17] whilst information about secondary
tasks (i.e., interacting with the in-car systems) is offloaded to other sensory modalities [41].
In this section, multimodal displays for mid-air gestures are presented; particularly non-
visual feedback modalities such as auditory and haptic feedback, as well as novel feedback
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in the driver’s visual periphery. While most mid-air gesture research in cars focuses on de-
signing an appropriate vocabulary to communicate efficiently with the infotainment system,
they still provide some sort of feedback cues to the driver. Usually auditory and/or visual.
These techniques will be discussed in turn and their appropriateness for Address, Attention,
and Alignment problems of gesture interaction considered.

2.5.1 Auditory Displays

Auditory feedback is an effective means for communication during in-car interaction. Firstly,
it is a high resolution modality which can convey complex information quickly via Auditory
Icons (caricatures of naturally occurring sound) [137], Earcons (the auditory counterpart to
visual icons such as brief tune or sound of a bell) [138], Speech, and Spearcons (Speech
Earcons i.e.fast speech [122]). Secondly, auditory feedback conveys directional (spatial) in-
formation [43]. Unlike visual cues from the centre console, auditory cues can be received
from any direction. Thirdly, it has been shown to reduce mental as well as visual distraction
compared to visual feedback [139] because number of glances-off-the-road correlate with
perceived mental distraction [140]. And finally, it can be implemented into existing simula-
tors and production vehicles without additional hardware or software. This compelled initial
research to focus on auditory feedback for mid-air gestures. This section discusses ways in
which auditory cues were used to provide feedback for in-car interaction, reviewing speech
(including Spearcons) and non-speech feedback (Auditory Icons, Earcons).

Speech Feedback

Auditory feedback can be used to deliver information in situations where additional visual
loads have to be avoided or to alert the driver [141]. The majority of non-visual gesture
feedback in cars use auditory cues to inform the driver whether interaction was successful.
The advantage of sound is that it is possible to use language, which can convey complex
information. Speech feedback has been used in in-car gesture feedback research primarily
to confirm whether the system recognised the intended gesture. Akyol et al. [133] were one
of the first to investigate gesture interaction in cars. They proposed a system which retrieves
traffic news and emails via mid-air gestures. They provided speech feedback to announce
the position number of the email message (e.g. “four of ten”). Bach et al. [77] also provided
speech feedback in their study which compared the effects of tactile (dials, buttons), touch
(touchscreen), and gesture interaction. Speech was provided for command verification after
a gesture was executed, such as “play/pause” for a double tap in air. Additional speech audio
snippets were read out if the driver gestured “get song number”. Bach et al. mentioned that
the lack of persistent system state (as it would be on a centre console) in their study design
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caused increased mental efforts. They argue that the lack of system state feedback can cancel
out the advantage gained from limited eye glances, as it is known to be the case with speech
recognition [142, 103].

Rahman et al. [143] provided similar speech feedback for their system as did Bach et al.

[77]. They implemented an infotainment system where users drew symbols in air controlling
the system via motion-path based gestures. Speech was used to confirm the executed gesture
command (i.e. “play/pause”) and on request, provided system state feedback (current media
titles, etc). The focus of their contribution, similar to Akyol et al.’s [133], was not to measure
the effects of the interaction on the driving, nor on the gesturing task, but to implement a
stable gesture recognition system.

May et al. [98] on the other hand, measured and compared the impacts of touch and ges-
ture based interaction on driving and visual driver distraction. They utilised speech feedback
(accompanied by visual centre console cues) to give system state information (“multime-
dia, 8 items”). Spearcons informed the user when the selector moved to a new menu item
(“three”, “four”, etc). The authors showed that Spearcons are an effective way of presenting
rich speech feedback to gestures; and because they are shorter than full length speech output
they can reduce overall interaction duration [97]. Long secondary task interactions should be
avoided by interface designers and researchers as they have been shown to negatively impact
driver distraction [69].

The main commonality of the reviewed work presented in this section is that speech is pre-
sented after gesture execution and utilised for two purposes: a) system state information
(e.g. “multimedia, 8 items”) and b) verification that the system interpreted the user correctly
by voicing the executed command (e.g. “play”). Particularly Spearcons can be beneficial as
they present rich information quickly, reducing overall interaction duration. The duration of
command verification can further be sped up if non-speech feedback is displayed, such as
Earcons.

Non-Speech Feedback

Non-speech feedback can provide complex information quickly through Earcons and Au-
ditory Icons. Auditory Icons have successfully been used to convey urgency and warning
messages [49] through effects like screeching tyres and of a car horn. They produce quick
response times and high recognition rates [144] as well as induce a sense of urgency in users.
However, attention-grabbing qualities of gesture feedback should be minimised [98] as they
can distract the driver unnecessarily.

Earcons have found more application in gesture based infotainment interaction than Auditory
Icons. May et al. [98] provided Earcons such as “swoosh” for reverse gestures and “clunk”



2.5. Multimodal Driver Displays for Mid-air Gesture Interaction 31

for errors. On entrance of the hand in the interaction area, a “beep” was displayed provid-
ing Attention feedback. They showed, that interaction duration was decreased on average
for non-speech feedback compared to speech feedback, reducing overall visual distraction
significantly. Full length speech feedback is assumed to tempt drivers to glance quickly to-
wards the centre console in an attempt to obtain (preliminary) information. However, due to
their short lived-ness and not-too-attention-grabbing qualities, Bach et al. [77] showed that
Earcons for in-car gestures can be easily ignored, missed, or misunderstood. Consequently,
speech and non-speech cues are generally used in combination [98, 108, 3]: speech to pro-
vide menu navigation information and system state information; non-speech to support the
user quickly and continuously during interaction.

Audio for Address, Attention, and Alignment

Bach et al. [77] argue for the importance of providing the user with current system state
knowledge to reduce mental efforts. The user needs to remain in the loop if gesture interac-
tion is to be efficient and un-distracting. The discussed here literature aims at supporting the
driver via auditory feedback using: speech to provide system state or support the user dur-
ing navigation through a menu; and non-speech to confirm gesture interaction. Contrary to
speech feedback, non-speech can also be used in a continuous way. Continuous non-speech
feedback can support the Address challenge of sensing systems by guiding movement. It
can inform users how the system is seeing them by displaying sensor strength, allowing
them to adjust their movements. For instance, a Geiger counter metaphor can be utilised,
with increasingly faster Earcon display the closer the hand is to the interaction area’s centre.
Addressing an interface is a search task, and search requires continuous cues.

System Attention can be displayed with an acknowledgement “beep” after the hand enters the
interaction area [98]. And Alignment feedback can be displayed in two ways: discrete non-
speech cues to communicate (un)successful interaction after gesture execution; and speech
cues to provide system state knowledge. This thesis has repeatedly argued against the usage
of continuous Alignment feedback whilst gesturing in cars because it has been shown to be
overwhelming and distracting [116].

2.5.2 Tactile Displays

Haptic and tactile feedback will be defined as follows for the remainder of this thesis: Hap-

tic feedback is information which is received by the cutaneous sense from the skin (also
referred to as tactile feedback), and the kinesthetic sense, which is information sent from
internal stimuli (receptors in muscles, tendons and joints) indirectly caused by external stim-
uli such as movement of a limb [145, 146]. Tactile feedback is the kind of sensation that is
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Figure 2.7: Different techniques of presenting haptic feedback to the driver.

sensed primarily by the skin’s sense of touch (cutaneous) from stimuli such as vibration and
temperature. It is generally less forceful and limited to the surface of the skin [147, 148].

In a driving environment, haptic feedback can be presented in multiple ways (Figure 2.7): 1)
vibration through a) the seat, b) the pedals, c) the steering wheel, d) wearables; 2) air streams
to a) the face, b) the neck, c) the hands; 3) tugging and pulling of a) the seat belt, b) skin on
the fingers and palm; through 4) shape changing steering wheels which a) retract, b) balloon,
and c) change shapes; 5) force a) through torque in the steering wheel, and b) pedal; and 6)
thermal feedback in the a) steering wheel and b) seat.

Tactile feedback is a core part of providing 1) a sense of agency to the gesturing driver [35]
whilst 2) reducing eyes-off-the-road time [38], and 3) distributing secondary task informa-
tion to a non-visual channel [48, 42]. Ho et al. [43] have shown that tactile cues capture
a driver’s attention quickly and accurately, demonstrating potential for robust message de-
livery with no additional cognitive demand, nor impact on driving performance. The hands
are the obvious medium for tactile message input in a driving environment, because they
have the second highest tactile acuity (following the face) [149]. This section investigates
the display of tactile information a) to the non-gesturing hand via steering wheel feedback
(Subsection 2.5.2); and b) to the unadorned hand gesturing in mid-air through ultrasound
haptics (Subsection 2.5.2).
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Steering Wheel Feedback

Research has investigated several ways of using haptic feedback from the steering wheel to
present information to drivers. Information has been presented using vibration [11, 12, 13,
14, 15, 16], thermal signals (warming or cooling the wheel) [8], torque [15, 150, 151, 152],
and steering wheel deformation [9, 7, 6, 10, 153, 154]. This subsection discusses these
approaches and reflects on what characteristics make for effective information presentation
from the steering wheel.

The main advantage of steering wheel feedback is that tactile notifications can be displayed
to the hands while allowing the driver to adhere to the “eyes on the road, hands on the wheel”
[142] paradigm for safe driving. Vibrotactile steering wheels have received the most atten-
tion [11, 12, 13, 14, 15, 16] since they provide instantaneous and familiar feedback to the
driver. This is important in order to avoid long interaction and increased mental workload
[69]. Hwang et al. [11] proposed a vibrotactile steering wheel with 32 linear actuators em-
bedded into it. These actuators presented information such as alert, turn left, and turn right

to the driver with high pattern recognition rates between 88% to 93%. Kim et al. [16] em-
bedded 20 vibrotactors into the steering wheel and activated them in either clockwise or an-
ticlockwise patterns. These two studies report high pattern recognition rates and significant
improvements in driving performance when vibrotactile feedback was provided. Kern et al.

[14] embedded six vibrotactors into the wheel and reported that their participants struggled
to identify the origin of the stimulus. The problem was, that vibration spread throughout the
entire rim and thus blurred its origin. In an attempt to mitigate vibration spreading through
the rim, Enriquez et al. [6] implemented “pneumatic bladders” over vibrotactile tactors
[155]. Changes in shape and configuration of the pneumatic bladders allowed for a variety
of vibrotactile and kinaesthetic patterns. Vibrotactile stimulation of a single bladder did not
interfere with the sensing of the next bladder, thus enabled localisation of stimulus origin.
The authors reported slow reaction times, but mentioned that the pneumatic balloons can
be utilised to inform the driver of problems otherwise unnoticed. Many other vibrotactile
steering wheel approaches have reported a blurring of the origin of stimulus, e.g. [15, 14].
However, research has shown the importance of presenting information spatially (i.e. to
each hand) because it results in robust message acquisition as it captures the driver’s atten-
tion effectively [156] with no additional mental demand. Another challenge of vibrotactile
messages is that while they have been shown to have high recognition rates during a primary
task, their effectiveness suffers significantly in multitasking environments such as during
driving [157]. Perception accuracy can further decrease if natural in-car vibrations mask the
stimulus [15]. Finally, participants perceive vibrotactile feedback from steering wheels as
urgent [158]. As May et al. [98] pointed out, gesture feedback should not be too attention
grabbing because it can distract the driver unnecessarily.
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Ergo, non-vibrotactile steering wheels have been investigated. Enriquez et al. [6]’s pneumat-
ically inflatable balloons also provided kinaesthetic information by inflating and deflating,
however the range of haptic information was limited (more in the range of binary). Other
problems associated with pneumatic balloons are air leakages, and that they are bulky and
hard to control [159, 155].

Medeiros-Ward et al. [10] investigated the usability of tactile shear cues to the index fin-
ger from a “sandpaper-like rubber tactor” on the steering wheel. This button deformed the
skin in different directions to give navigation cues. Their approach was successful but had
limitations: it only facilitated directional tasks; no additional information was displayed.
Furthermore, they did not test whether the tactor affected driving performance.

Torque (force) feedback can remain unnoticed since it can be mistaken for driving related
(“natural”) torque caused by the road or the tyres [150]. Borojeni et al. [9] proposed a
torque-like steering wheel for level 3 of automated cars (limited self driving [160]). They
tested a steering wheel with moving surfaces under the driver’s palm. These surfaces hinted
the steering direction after the driver took over control. They found, that participants felt
reinforced in their decision to manoeuvre in a certain direction if the moving surfaces also
pointed towards that direction. Mok et al. [7] also proposed a force feedback steering wheel
for partially and fully automated cars. Their steering wheel solution deploys from the dash
board as a take over request. In their simulated driving study, they demonstrated a substan-
tially reduce crash risk compared to a conventional steering wheel.

Di Campli San Vito et al. [8] were the first to investigate thermal feedback for navigational
purposes. They installed two peltier devices on the steering wheel under each palm of the
driver. Thermal feedback was presented to the turning direction and showed promise with
94.2% correct recognition of warnings 200 metres before the turn and to 91.7% correct turns.
The temperature changed from the neutral 30°C by 6°C, with a rate of change of 3°per
second. This feedback technique is useful for non-critical applications due to the limited
amount of presentable information.

To summarise, pneumatically inflatable balloons only provide limited information [6]; ther-
mal feedback is time costly [8]; and “sandpaper-like rubber tactor” [10] provides tug and
pull information to the index finger, which is primarily useful for navigational tasks. Shape-
shifting steering wheels, as presented in [9] and [7], are also only useful for limited informa-
tion: such as maneuvering after regaining control over the automated car [9]; or for binary
messages regarding safety critical systems [7] through a retractable and deployable steering
wheel.

On the one hand, there are vibrotactile steering wheels which can convey a large amount
of different messages through varying tactile patterns [11, 12, 13, 14, 15, 16], however at
the cost of loss of spatial information. On the other hand, there are force feedback steering
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Figure 2.8: Summary of steering wheel feedback presented in the literature. Pneumatic
ballons [6]; retracting steering wheel [7]; thermal [8]; shape changing [9]; rubber tactor
[10]; vibrotactile [11, 12, 13, 14, 15, 16]
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wheels which can convey spatial information with high accuracy, however at the cost of
increased information density [10, 9, 7, 6]. There seems to be a gap in the steering wheel
feedback literature for a technique which 1) delivers rich messages, 2) maintains high spatial
accuracy, 3) conveys robust cues (unmistakable for natural torque or in-car vibration), and
4) presents them quickly. These four aspects are important for mid-air gesture feedback.
Feedback designed to support mid-air gesturing in cars needs to be distinguishable (points
1, 2, & 3) to avoid user confusion and additional cognitive resources to decode them, and
they need to be presented in a timely fashion such that the user understands the feedback as
reaction to their executed command.

Therefore, this thesis presents a novel feedback technique namely Cutaneous Push feedback

(Chapter 3) to close this gap. However, Cutaneous Push feedback’s efficacy for infotainment
notifications has to be tested before it can be considered for mid-air gesture interaction; thus
Research Question 1 was informed:

RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?

Mid-air Ultrasound Feedback

Ultrasound haptics is an alternative feedback modality for message delivery to the hand.
Focused ultrasound creates areas of acoustic radiation pressure which make haptic shapes
[161, 162, 163] and patterns [164, 165] perceivable on the skin of the hand. It provides
information to the unadorned hand in mid-air, increasing a sense of agency [35] and reducing
visual distraction during gesture interaction [38].

Prior to the work in Chapter 5 (published in 2018 [166]), the impact of ultrasound feedback
for gesturing had not been investigated, neither on driving performance, visual and cognitive
distraction, nor secondary task performance. This is a timely problem, as some production
vehicles (e.g. BMW, Jaguar Landrover) use ultrasound haptics for gesture interaction with
their in-car systems. BMW presented ultrasound feedback for mid-air buttons [80], the ul-
trasound array developing house Ultrahaptics use their device for feedback for in-air dials
[79], and Jaguar for buttons and sliders [38, 123]. In these three studies, Ultrasound was
accompanied by visual and/or auditory feedback. Harrington et al.’s [38] results showed,
that ultrasound feedback reduced EORT significantly compared to visual feedback only.

As mentioned above, ultrasound feedback can be beneficial to mid-air gesturing in cars,
however it comes with many challenges. For instance, Rutten et al. [162] investigated the
perception performance of different shapes and found that vertical and horizontal lines (51%
and 50% correct recognition), hand scans (60%), and dials (54%) were recognised with high-
est accuracy. These numbers show that ultrasound technology is not yet advanced enough to
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Figure 2.9: Ultrahaptics’ ultrasound array.

present patterns and shapes with great recognition accuracy ([162] published in May 2019).
Rutten et al. further found a “strong decline in [shape perception] accuracy related to age”.
However, age related decline in sensory perception can be overcome if feedback is presented
multimodally [167]. Generally, presentation of feedback to multiple sensory channels during
driving has been shown to improve perception whilst decreasing mental demand [156]. Non-
visual feedback can support infotainment interaction during driving. Ultrasound haptics can
potentially be improved through multimodal feedback.

Mid-air Ultrasound Feedback for Address, Attention, and Alignment

The ultrasound array’s display area (width: 14 cm; depth: 14 cm; height: 10-15 cm) is
smaller than the Leap motion’s interaction box area (width: 23 cm; depth: 14 cm; height:
23 cm) (Figure 2.10). Thus, it might not be necessary to guide the user’s hand towards the
interaction “sweet spot” because once the driver perceives ultrasound feedback on their hand,
they can be sure that they are within the sensing area. This requires, however, that Attention

feedback is presented. A short tactile pulse against the centre of the palm can suffice to
inform the user that the system is “seeing” them . Alignment feedback for simple gestures
and hand poses can be lines, hand scans, or circles as these have been shown to have the
highest perception accuracy [162].

2.5.3 Peripheral Light Displays

Screens are the predominant way of presenting information to drivers in cars, e.g., the central
console screen and navigation devices placed near the dashboard, dials and displays behind
the steering wheel. These are commonly used to present interaction feedback, although this
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Figure 2.10: Leap motion device (origin of coordinate system), its sensing area (green or
upside down pyramid), the Ultrasound array’s display area (red), and the “sweet spot” (red
star). Image inspired from the Leap motion developer site.

is not ideal for driving scenarios: a driver’s visual attention should be on the road. An
alternative to screens is to present visual information using low fidelity displays within the
driver’s visual periphery, so that it can be seen whilst focusing on the road.

Peripheral displays are effective in demanding environments such as aeroplane cockpits be-
cause they do not interfere with the primary task [168]. Nikolic et al. distributed several
LEDs in an aeroplane cockpit such that they displayed signals to the pilots’ peripheral vi-
sion. They showed that simple LED lights in the periphery are an effective and feasible
solution to convey information in data driven environments with no additional cognitive de-
mand [169, 170].

These findings have led to growing interest in ambient light feedback in driving situations.
AmbiCar [17] was the first interactive lights display used in a car to inform the driver about
driving related events [53]. LED strips were embedded along the front left door, the A-
pillar, the steering wheel, the rear mirror, and along the dashboard up to centre console
(Figure 2.11). Löcken et al. have used peripheral visual cues to inform drivers about safety
distance violations [171], lane change decisions [172], current travel speed [173], and the
intentions of an automated car [53]. Results from these work shows that, if designed well,
peripheral lights demand significantly less visual and cognitive attention than a traditional
centre console screen.

Peripheral lights have also found application in gesture interactions. Comrade [113] is a
concept car which negotiates control between the user and the autonomous vehicle through
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Figure 2.11: Peripheral lights feedback along the front left door, the A-pillar, and the dash-
board up to centre console [17].

peripheral lights and sideways hand gestures. An LED strip along the dashboard (from A-
pillar to centre console) indicated the willingness of the system to hand over control. If the
user gestured for the car to take over control, but the system refused to do so, lights turned
red. This is an effective example of alignment feedback. Simple light animations in the
driver’s periphery can be highly informative without requiring full visual attention.

Subsequent to the work in Chapter 4 (published in 2017 [31]), Roider et al. [116] imple-
mented peripheral light displays for pointing and swiping gestures. The pointing gesture
allowed the driver to select points of interest in their field of view; peripheral lights feedback
continuously visualised the pointing target with a small light bar. A light bar was faded in
at the beginning of a swiping gesture, grew opaque and into the direction of the swipe ges-
ture. Both feedback types were presented continuously during the gesture interaction. The
authors reported that the pointing gesture accuracy was increased due to the cost of longer
task duration and increased visual demand. Freeman et al. [34] showed that peripheral lights
in combination with tactile feedback can successfully overcome the shortcomings of each
feedback type and provide an additional modality for mid-air gesture feedback for mobile
phones. Therefore, if combined appropriately, peripheral lights are promising for in-car ges-
ture applications.

Peripheral Lights Feedback for Address, Attention, and Alignment

For Address concerns, more specifically knowing where to gesture, peripheral lights can map
the distance of the driver’s hand to the interaction “sweet spot” inversely with brightness



2.5. Multimodal Driver Displays for Mid-air Gesture Interaction 40

(light becomes brighter the closer the hand traverses towards the system’s sensing centre)
[34]; Attention can be presented by a short dim pulse of the LED lights; and Alignment

feedback for correct gesture execution can be a fast animation of colour coded lights after

successful gesture execution. Finally, system state feedback can be presented if the LED
strip behind the steering wheel (Figure 2.11) functions as a scale. A half-filled LED strip
can indicate 19 degrees Celsius, and each gesture can progress the lights towards the right
(filling up the strip) symbolising an increase in temperature.

2.5.4 Head-Up Displays and Augmented Reality

Head-Up displays (HUD) project information on the windscreen and can reduce duration
and frequency of off-road glances [174]. The HUD can be defined as any transparent dis-
play which presents data to the driver without requiring them to take their eyes off of their
viewpoint [175]. Augmented Reality (AR) can also be used to display information onto the
screen, however, the presented elements (e.g. arrow) match the real road scenery (Figure
2.12).

Figure 2.12: Head-Up Display with Augmented Reality aimed at supporting the driver in
navigational tasks [18].

There are many benefits of HUD over traditional Head-Down Display (HDD) with the main
being that the head-up location is expected to allow the driver to keep their gaze on the road,
more than the HDD. This benefit is achieved by reducing the time the eyes need to re-focus
from the external visual input to in-car infotainment system cues [176]. HUDs further enable
shorter glance distances which improves EORT [177] thus allowing for more time to scan the
traffic scene. This results in quicker reaction times to external road events, earlier detection
of road signs, less mental stress for drivers and they are easier for first time users [178, 174].
Gish et al. [179] argue that the increased situation awareness enabled through HUDs can
impact the probability of successful detection of time-critical events.
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Despite all these benefits, HUDs still require extensive research in order to fully understand
under what conditions they add value [174, 180]. Smith et al. [180] found that HUDs were
associated with significantly faster task performance but contributed to more secondary task
errors. Oh et al. [181] measured the impact of the semi-transparent objects superimposed on
the windscreen (augmented reality (AR)) on visual distraction between older and younger
groups. They found that with an increase in superimposition, an increase in driver glance
duration was found independent of age. HUDs and AR can further occlude potentially dan-
gerous objects and events on the road; for instance, it is hard to tell via a quick glance whether
the arrow in Figure 2.12 covers an object or not.

Iavecchia et al. [182] found that if the eye is focused on the HUD, objects in the outside
world appear smaller and more distant than they factually are. Roscoe [183] argues that this
can lead to the overestimation of the distance to objects and increase the likelihood of crashes
and near crash events. Finally, HUDs still present visual information to the driver. Multiple
visual stimuli — especially textual information — have been shown to capture the drivers
attention [184].

Pauzie [174], Smith et al. [180] and Oh et al. [181] argue that HUDs can be beneficial;
however, the interface has to be carefully designed and the negative effects of HUD use need
to be considered when implementing this technique. HUDs and AR are viable avenues of
research; however, since this thesis aims at minimising visual distraction, HUDs and AR
were not considered as a feedback modality because they can increase glances off the road.

2.5.5 Olfactory Feedback

Olfactory feedback for in-car interaction has gained a new momentum in the past few years
[185, 186, 187, 188]. Olfactory stimulation has been shown to have positive effects on
the alertness [189] and the mood of the driver [190], drivers’ braking performance [191],
keeping drivers awake [192]; and it has shown to be beneficial to drivers as it can influence
their emotions, relax them, and lighten their mood [193]. Castiello et al. [194] argue that
scent stimulation can reduce visual overload, thus it can be beneficial to in-car interaction
[185].

The sense of smell is a very powerful medium [195] and therefore, can enable the extraction
of meaningful information [196]. For instance, smells and odours trigger automatic and
implicit retrieval of information related to the object the scent is coming from (e.g. the
grasping movement is greater when an orange scent is presented compared to the scent of
strawberries) [194]; they allow automatic access to terms which are semantically related to
odours (e.g. smelling citrus-scented all-purpose cleaner enabled faster recall of cleaning-
related words than other words) [197]. And as modern vehicles are already equipped with
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hardware necessary for olfactory stimulation (e.g. ventilation system) [185], there is a viable
research avenue for olfactory feedback as a new semantic layer to in-car interaction [187].
However, olfactory stimulation is a challenging communication channel for in-car interaction
[187] due to the slow decay rate of the scent and interpersonal differences [188]. Therefore,
it is impractical for gesture feedback; the driver requires immediate updates about the in-
car system, what their gestures commands have triggered, and what new system state has
been reached. As this thesis aims at supporting the driver during mid-air gesture interaction,
olfactory feedback will no longer be discussed.

2.5.6 Multimodal Combinations of Driver Displays

The context in a driving situation can change quickly. If a driver passes construction works,
auditory feedback might be drowned out; a sunny spell after heavy rains can reflect very
brightly and render visual feedback ineffective; and a bumpy road can mask tactile feedback.
Hoggan et al. [198, 199] argue that “as the context changes, so should feedback modality”
and a large body of work supports this. A plethora of studies have used multiple modalities
for in-car interaction and consistently found improvements over unimodal feedback. Multi-
modal feedback reduces mental demand [41], reaction times to cues [42], whilst supporting
driving [46] and infotainment interaction [123, 38]. Presenting information redundantly to
multiple sensory channels supports eyes free interaction [200] because it provides confirma-
tion — a reinforcement of perception [14]. It allows the driver to use the most appropriate
sensory channel for information throughput [198, 199]. Multimodal feedback is also per-
ceived as less cognitively demanding compared to unimodal feedback and thus preferred by
drivers [42, 45, 14, 46, 47, 48]. Older adults particularly benefit from multimodal feedback
as sensory acuity decreases with age [201]. Multimodal stimuli have been shown to restore
response times of older participants to those of young participants reacting to a single stimu-
lus. These findings suggest that multimodal feedback can compensate for age related sensory
degradation [167]. This thesis investigates the efficacy of novel, non-visual multimodal feed-
back for mid-air gesture interaction in cars.

2.5.7 Summary

This section reviewed non-visual output modalities for mid-air gestures in cars and discussed
state-of-the-art driver displays. Feedback modalities such as Auditory, Tactile, and Periph-
eral Lights discourage drivers from looking at the console screen and therefore are worth
investigating. Whilst potentially able to convey less detailed information than a high res-
olution screen, non-visual cues have been shown to successfully support input. However,
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the lack of research into non-visual, unimodal feedback for in-car gesture interaction has
motivated the following research question:

RQ2: How do unimodal mid-air gesture feedback techniques influence driving
performance and in-car interaction (Study 4)?

Multimodal combinations may increase the efficacy of unimodal output, supporting suc-
cessful gesture interaction without affecting driving. Multimodal feedback is beneficial for
gesture systems and in-car information systems. It can reduce mental demand, reduce vi-
sual distraction, and assure users they are interacting correctly. This motivated the research
questions:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Study 5, 6, & 7)?

Research questions RQ2 and RQ3 measure the impact of feedback on straight driving, at-
tempting to obtain a clean measure of the impact of gesturing and feedback modality on
car control. The following research question investigates whether these results also apply in
more challenging driving. It is important to test the multimodal feedback designs in a range
of driving scenarios to test their performance under differing levels of cognitive demand.

RQ4: What effect does multimodal mid-air gesture feedback have on more chal-

lenging driving (Study 6 & 7)?

2.6 Conclusions

This chapter discussed available literature on three topics in order to motivate the research
questions for this thesis. Section 2.2 presented background on driver distractions, their
causes and implications for safety. Mid-air gestures can reduce infotainment related driver
distraction, but as highlighted in Section 2.4, it is important that sensing systems provide
feedback to support interaction. Section 2.5 presented studies on non-visual feedback modal-
ities. A set of studies on tactile steering wheel displays revealed the lack of a single technique
which can deliver messages efficiently to a driver’s palms. This informed the novel steering
wheel feedback technique Cutaneous Push (Chapter 3). Research is needed to understand
the effectiveness of this type of feedback, informing research question:

RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?
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The results from RQ1 and findings from Sections 2.4 and 2.5 were used to inform research
question:

RQ2: How do unimodal mid-air gesture feedback techniques influence driving
performance and in-car interaction (Study 4)?

Finally, multimodal combinations of feedback may increase the efficacy of unimodal out-
put, supporting successful gesture interaction without affecting driving. It remains to be
investigated whether multimodal output benefits simple and more challenging driving. This
motivated the research questions:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Study 5, 6, & 7)?

RQ4: What effect does multimodal mid-air gesture feedback have on more chal-

lenging driving (Study 6 & 7)?

The remainder of the thesis will answer the above research questions. Evidence discussed
so far has shown that tactile feedback is an effective feedback channel for eyes-free interac-
tion with a mid-air gesture system. However, as it became evident in the previous sections,
there is a gap in the steering wheel feedback literature for a technique which delivers 1)
rich messages, 2) maintains high spatial accuracy, 3) conveys robust cues (unmistakable for
natural car vibrations), and 4) presents them quickly. These four attributes are important if
tactile feedback from the steering wheel is to support mid-air gesturing in driving situations.
Feedback designed to support mid-air gesturing in cars needs to be distinguishable (points
1, 2, & 3) to avoid user confusion and additional cognitive resources to decode them, and
they need to be presented in a timely fashion such that the user understands the feedback as
a reaction to their executed command. Therefore, this thesis presents a novel feedback tech-
nique namely Cutaneous Push feedback to close this gap. Research in Chapter 3 investigates
the efficacy of this novel feedback technique from the steering wheel to the driver’s palm. It
shapes the basis of how to present and use Cutaneous Push feedback, which informs its use
for mid-air gesture interfaces in research discussed in later chapters in this thesis.
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Chapter 3

Cutaneous Push Feedback from the
Steering Wheel

3.1 Introduction

Users need feedback when interacting with gesture systems. Particularly the lack of tactile
feedback is a core part of user uncertainty [35, 36, 37], which can lead to drivers taking their
eyes off the road [38]. Good feedback can overcome these issues. The literature discussed
in Chapter 2 revealed that previously investigated haptic feedback on the steering wheel is
time consuming, offers only a small vocabulary, or lacks spatial information. However, it
is essential for good feedback in driving situations to be delivered instantaneously, whilst
retaining spatial cues and to be diverse enough to convey different information.

This chapter introduces Cutaneous Push feedback which provides instantaneous, rich, and
spatial information on the steering wheel to the driver. This is achieved through six actuated
solenoids embedded into the rim of the steering wheel (Figure 3.1). Three solenoids are
embedded under each palm and create cutaneous force feedback. The six solenoids allow for
a broad range of tactile messages consisting of 64 (six pins with two states of in and out: 26

= 64) static patterns and at least 20 dynamic patterns. These messages further encode spatial
information by providing push feedback to different locations on each palm, and spatial
information across both hands. Finally, the solenoid pins can protrude within 50 ms seconds
and thus provide instantaneous tactile feedback to the driver. Therefore, Cutaneous Push
feedback bridges the identified gap in the literature and presents rich information which can
be delivered rapidly while maintaining spatial information. Since this is a novel feedback
technique, little is known about the efficiency and perceivability of Cutaneous Push patterns
presented using six solenoids, particularly when driving. This chapter aims at answering the
following Research Question:
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(a) The Cutaneous Push steering wheel with six solenoids embedded into
it (three on each side). The nomenclatur of the solenoids is according to
position on the steering wheel, e.g. bottom left solenoid is L3.

(b) Enlarged right side of the steering wheel. R1 and R2
are activated and are pushing out. R3 is not active.

Figure 3.1: First Cutaneous Push steering wheel. Solenoids were embedded into the rim of a
Nintendo Wii steering wheel. A latex sheet covered the entire surface of the wheel to enlarge
the contact area with the user’s hands.

RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?

This chapter describes three experiments which investigate (1) the perceivability of a variety
of Cutaneous Push feedback messages to the palm; (2) the characteristics of the feedback
patterns which result in best/worst recognition performance; and (3) whether Cutaneous Push
feedback affects driving performance. Study 1 introduces Cutaneous Push feedback for the
first time. The actuated surface was realised by embedding six solenoids along the surface
of a Nintendo Wii wheel, creating three bumps under each palm (Figure 3.1). In Study 2,
the Cutaneous Push feedback was refined by relocating the push sensations on the palms,
and tested under similar conditions as Study 1. These two studies focus on presenting static

patterns to the driver’s palms: all pins protrude simultaneously and retract simultaneously.
In Study 3, dynamic patterns were investigated. Dynamic patterns include the animation of
circular motion on the steering wheel by activating one pin after the other along the rim. The
experiments in this chapter focus on perceivabiliy of Cutaneous Push patterns detached from
any application such as gesturing or navigation.

3.1.1 Chapter Structure

Sections 3.2 and 3.3 describe the design of static Cutaneous Push feedback patterns on the
steering wheel (Studies 1 & 2). Section 3.4 presents Study 3 which builds on the findings of
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the static patterns and introduces dynamic motion on the steering wheel. These three sections
discuss the design of the Cutaneous Push feedback, methodology, and results, respectively.
Section 3.5 discusses the limitations of the presented techniques and experiments; and gives
conclusions and revisits the research question discussed earlier in this chapter.

3.2 Study 1: Cutaneous Push Feedback

3.2.1 Research Aims

The study presented in this section introduces static Cutaneous Push feedback on the steering
wheel. The first aim of this study was to investigate the characteristics of an effective Cuta-
neous Push pattern. This includes the optimal number of simultaneously actuated solenoids,
and the optimal interplay of actuated solenoids (i.e. presented unilaterally vs bilaterally,
mirrored across both hands versus not mirrored).

Another aim was to investigate the physical setup of this feedback technique. This includes
determining whether the locus of tactile feedback impacts usability. The solenoids deliver
feedback to different locations on the palm, which may or may not affect their recognition.
Further, the strength of the force feedback needs to be investigated since it may cause dis-
comfort if it is too powerful or increase mental demand if it is too weak.

Finally, this study aimed at investigating the impact of Cutaneous Push feedback on driving
performance as well as mental demand.

The three main aims of this experiment are to: (1) determine the characteristics of the most
perceivable Cutaneous Push patterns; (2) the optimal physical setup; and (3) analyse which
patterns impact driving performance and mental demand. These aims begin to contribute an
answer to the first research question RQ1.

3.2.2 Methodology

Perception of Haptic Patterns Through the Palm

In order to design a Cutaneous Push feedback steering wheel for optimal message delivery to
the driver, the tactile properties of the human hand need to be understood first, specifically the
advantages of the palm. The most sensitive areas for Cutaneous Push feedback on the hand
are the finger tips and the palm [19] (Figure 3.2, as discussed in Section 2.5.2). However,
in a driving scenario, applying push force feedback to the finger tips might be dangerous
to driver safety. Aldien et al. [202] have shown that to hold a cylindrical object, the palm
pushes against it and the fingers grip it. This means that, if Cutaneous Push feedback is



3.2. Study 1: Cutaneous Push Feedback 48

applied to the finger tips, the grip on the steering wheel might loosen which could result in a
loss of control. To avoid the risk of endangering the driver, the choice was made to provide
push feedback to the palm.

On the palm, primarily the thenar (thumb) region is receptive to pressure stimuli [19] (Figure
3.2). Aldien et al. [202] showed that for all subjects and cylindrical objects, there is definite
contact between palmar region and the gripped object, not necessarily between the thumb
region and the object. Thus, this study focuses on presenting push feedback from the steering
wheel to the median palmar region to guarantee skin contact.

Figure 3.2: Inner left hand with its most sensitive regions
to pressure input via a 1cm2 round metal pin. Wavy:
thenar/thumb region; dotted: median palmar region is 10-
20% less sensitive than thenar/thumb region; White: fin-
gers are more than 20% less sensitive to pressure input than
thenar/thumb region [19].

Push force as a medium of tactile feedback on the skin creates indentations. The range
of optimal skin indentation on the palm to excite appropriate sensory units is between 2
- 5 mm [203]. When actuated, the pins creating the skin indentation should stick out 5
mm (0 mm when not). The pin states should be binary (up or down) to make the patterns
as distinguishable as possible [204] since subtlety in haptic icons causes increased pattern
discrimination errors [205]. The minimum threshold of perceivable pressure is 0.2 N [206,
207]. Given a pin of 1.75 mm, 3.2 N is the pain threshold [208].

The size of the push actuators and the size of the steering wheel constrained the poten-
tial number of solenoids to maximally three per side. Given six solenoids, with a binary
state (in/out), 64 feedback patterns are possible. However, patterns with five or more ac-
tive solenoids were taken out of consideration as a push feedback pattern as a result of the
’subitising’ effect [209], resulting in 57 patterns to test. Subitising is the rapid, accurate, and
confident judgments of numbers. Subitising is fast and nearly errorless for up to 4 stimuli.
But if more than 4 stimuli are presented, counting starts which is slow and errorprone [209].
The motivation behind the presentation of a maximum of four stimuli at the same time is
that the feedback should not introduce additional mental effort (i.e. counting) to the already
demanding task of driving.
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Figure 3.3: OpenDS 3’s five lane motorway.

Feedback Design

Six solenoids are embedded into the steering wheel, three on each side of the rim (Figure
3.1) so that they create “bumps” in the median palmar region on each hand (Figure 3.2). The
solenoid pins were covered by a latex sheet to enlarge the contact surface with the hands
and reduce “stabbiness” of the protruding metal pins. The solenoids can be moved in and
out individually which results in 64 possible patterns (in/out2). However, maximally four
[209, 210] of the six solenoids were actuated simultaneously, resulting in 57 patterns to test.

Apparatus

According to Fransson and Winkel [211], 79mm and 90mm are the average hand breadths
for females and males respectively. The physical layout of the solenoids allowed a minimum
distance of 17.6 mm from pin to pin. To ensure perception by both genders, a maximum
of three pins per palm could be implemented. The solenoid pins in this setup were 1.5
mm wide and they reached a maximum of 2.9 N (DC) at 100% duty cycle. The prototype
haptic steering wheel was securely attached on top of a Logitech G27 racing wheel [212] so
that participants could steer the virtual vehicle during a simulated driving task (OpenDS 3
[213]). The prototype wheel was a Nintendo Wii steering wheel [214] of 19 cm diameter (a
real world car steering wheel diameter is 38 cm [215]. The Cutaneous Push interface was
implemented into a Wii steering wheel to pilot test its feasibility and efficacy. Thus, the
decision to opt for a solution which was low in cost and time consumption was reached. The
nomenclature of the pins is as follows (Figure 3.4): top left pin is L1, middle left pin is L2,
bottom left pin is L3. This is the same for the right hand pins.

OpenDS is an open source driving simulator built in Java (Figure 3.3). It comes with pack-
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L1

L2

L3

Figure 3.4: (a) Inner left hand (Figure 3.2). The dots indicate which location to which the
solenoids provided feedback. (b) Steering wheel with three extruding Cutaneous Push pins.
Red markers indicate where the participants’ hand was placed.

ages such as lane change task and vehicle platooning tasks. It is an easily extendable platform
used in the automotive driving research community [216].

The experiment was conducted in a usability laboratory equipped with 1) a computer, on
which the OpenDS Version 3 simulation was run, 2) a 27 inch monitor to display the driving
simulation, 3) six solenoid powered pins protruding from the steering wheel providing feed-
back to the driver’s palms [20], 4) Phillips SBC-HP 200 headphones, and 5) a mouse and
keyboard were provided for the participants to give feedback. The headphones were used to
mask out the noise produced by the solenoids; car engine sound from the driving simulator
was presented to the driver.

Measures

The Independent Variable was: haptic pattern. The Dependent Variables were: primary
task performance (latitudinal lane deviation, i.e. metres from centre of lane), secondary
task performance (pattern recognition accuracy if all the pins for each pattern were selected
correctly; otherwise, the trial was counted as incorrect, subjective effort (Likert scale), and
questionnaire.

Pattern Design

Two of the three aims of this study are to a) determine the characteristics of the most perceiv-
able Cutaneous Push patterns and b) the optimal physical setup. The following parameters
allow for an investigation into these two aims:
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Number of active pins per pattern can provide an insight into recognition accuracy de-
pending on stimuli count. Zero up to four pins will be actuated simultaneously. Zero pins
being active was one possible pattern. The purpose of this pattern was to determine whether
participants felt phantom tactile sensations when there was no haptic feedback.

Locus of pin presentation was determined by whether the pin was presented to the top me-
dian palmar region below index finger (L1, R1), the middle median palmar region (L2, R2),
or the lower median palmar region (L3, R3) (Figure 3.4). Adjacent presentation concerns
whether the pins are next to each other (e.g. L1-L1, R2-R3).

Ipsilateral presentation means patterns were presented to one hand only. Bilateral pre-
sentation describes a pattern presented to both hands. This can be either a mirrored or an
unmirrored pattern. Mirrored patterns are defined as the same stimuli occurring on both
hands (e.g. L1-R1, or L1-L3-R1-R3). Unmirrored patterns take place on both hands also,
but not the same stimuli are fired (e.g. L2-L3-R2, or L1-R2).

Hypotheses

• H1 Perception accuracy of patterns drops with a) increasing number of active pins per
pattern, b) immediate adjacency of pins, c) ipsilateral Cutaneous Push presentation
rather than bilateral, d) locus of stimulus;

• H2 Cutaneous Push patterns will not impact driving negatively;

• H3 Cutaneous Push patterns do not effect subjective effort negatively.

H1.a anticipates an increase in erroneous judgements regarding the number of actuated pins.
Research has shown that the more tactile stimuli are presented simultaneously, the higher
the chance of falsely judging active tactors [210]. This is firstly due to the masking effect, in
which one stimulus affects the detection of another. The masking effect increases as the num-
ber of stimuli increase [217, 218]. However, research [219] has shown that masking is more
prevalent if presented ipsilaterally (on one hand) than bilateral (across both hands) because
of the phenomenon of “apparent location” which might influence perception performance.
This phenomenon describes the summation of two tactile stimuli on the skin to one if they
are presented simultaneously [220]. Therefore, hypothesis H1.b expects a decrease in per-
ception accuracy if the pins are adjacent to each other. This ties into hypothesis H1.c which
consequently expects better perception accuracy if the patterns are presented bilaterally.

H1.d expects a drop in perception from L1 and R1 towards L3 and R3. Fransson and Hall
showed [19] that primarily the thenar (thumb) region is receptive to pressure stimuli; this
suggests, the closer the Cutaneous Push feedback is presented to the thumb region, the higher
its perception.
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H2 states that the presentation of Cutaneous Push feedback will not impact driving perfor-
mance negatively. The following two factors predict no loss in steering control over the car:
a) the protrusion strength of the solenoids is below the pain threshold and thus will not cause
any discomfort and thus loosened grip; b) Cutaneous Push feedback is presented to the palm
and not the fingers, which does not impact the gripping action on the steering wheel.

H3 does not predict significant increase in subjective effort of classifying the Cutaneous Push
patterns. According to Gallace et al. [210], the subitising effect, which is fast and nearly
errorless for up to 4 stimuli, stops and active counting starts. During this study, maximally
four tactile stimuli will be presented at any given time.

Procedure

A simulated driving task was used to measure the efficacy of Cutaneous Push feedback from
the steering wheel. A within-subjects design was chosen. Participants were driving in the
centre of a 5 lane motorway without any other road users nor any maneouvering instructions.
This design was chosen for easy measurement of potential effects of the Cutaneous Push
feedback.

The tactile patterns were presented on the steering wheel which the participant was asked to
hold throughout the experiment. During the experiment, the randomly ordered 57 patterns
were presented twice to each participant. There was one experimental condition with varying
tactile patterns (the number and permutation of actuated solenoids). The tested patterns are
listed in Table 3.1.

In each trial (Figure 3.5), the participant drove on the simulated motorway holding the steer-
ing wheel and awaited the cued stimulus (8-12 seconds). This interval of driving prior to
pattern presentation is classified as before pattern presentation. Cutaneous Push feedback
was presented for 3 seconds (as a result of max. 4 solenoids and 500-800 ms to shift atten-
tion [19]). This interval is labelled as during pattern presentation. Another 3 seconds after

stimulus display were required to allow the participant to return to stabilised driving. The
duration for before and after pattern presentation intervals resulted from a pilot study. It
showed that participants required 4 seconds to return to stabilised driving prior to haptic pat-
tern presentation and 3 seconds post-presentation. Finally, during the feedback interval, the
simulation was paused and a pop-up box appeared on the screen (Figure 3.6). Participants
indicated what pattern was felt by checking the check box next to its associated actuator on
the feedback screen. Seven blocks with each 15 patterns were tested. Participants rested
between blocks.

At the end of the study, participants provided feedback about the entire system on a Likert
scale: whether it was pleasant, distracting, useful and if they felt they were given enough
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Figure 3.5: Flow chart of a single trial. A single trial consists of: participant drives for 8-12
seconds straight, a pin is presented for 3 seconds, the participant continues driving straight
for another 3 seconds, and then is asked to provide feedback on what they perceived. If it
happened to be last trial during the block, the simulation ends; otherwise the next trial starts
in the same fashion as explained above.
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Figure 3.6: Screen for feedback input. Participants used the mouse provided to tick a box
next to a pin to indicate which one(s) they perceived.

time to perceive the patterns. Finally, participants discussed characteristics of the perceived
patterns.

Participants

Twenty participants (10 female) aged between 18 and 32 years (µ=23.0, σ=3.6) were re-
cruited via the University of Glasgow’s student online forum. Of these 20, 11 participants
obtained their driving license in a country with Left-Hand-Traffic (LHT) and 9 a Right-
Hand-Traffic (RHT) license. None of the participants took part in the previous studies on
Cutaneous Push feedback. Two participants reported to be left handed. They were paid £10
at the end of the study.

3.2.3 Results

Recognition Performance

The accuracy data were binary since the participants either correctly or incorrectly identified
the presented pattern. Table 3.1 shows which patterns were identified correctly on average
showing the mean accuracy (%) for each pattern. Patterns with one (88%) or two (68%) pins
were perceived most accurately. The more pins were involved in a pattern the less accurate
was the identification, with three pins with 48% and four with 36% recognition accuracy.

The overall accuracy of identifying the correct pattern is 60.2%. The participants perceived
zero pins with 96.7% accuracy. Taking out the patterns consisting of four pins increased
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Pins per pattern 0 1 2 3 4
Recognition accuracy 96.7% 82.2% 78.1% 68.2% 60.2%

Table 3.1: Perception of patterns given the number of active pins (averaged). With increasing
number of active pins per pattern, the recognition accuracy decreased.

L1 L2 L3 R1 R2 R3
91.16% 84.34% 86.08% 89.32% 87.31% 89.88%

Table 3.2: Individual perception of the pins averaged over all participants.

the overall accuracy from 60.2% to 68.2% (Table 3.1). Taking out three pin patterns fur-
ther increases overall accuracy from 68.2% to 78.1% (Table 3.1). A logistic regression
was performed to ascertain the effects of number of actuated pins on the likelihood that
participants recognised the pattern correctly. The logistic regression model was statisti-
cally significant, χ2(5) = 27.402, p < .0005. A binomial regression with Tukey posthoc

test revealed that the number of presented pins influences the performance significantly
(χ2(4, N = 2271) = 329.196, p < 0.0001) (Tables 3.1).

To determine which pin affected accuracy the most, a Friedman test was conducted. There
was a significant difference between the perception of the individual pins (χ2(1, N = 2271) =

261.347, p < 0.0005). Chi-square tests revealed the percentages of accuracy for each pin in-
dividually (Table 3.2).

The combination of active pins (i.e. the patterns) had a different influence in overall per-
formance. A Chi-square test was calculated comparing the error rates of mirrored and un-
mirrored patterns. A significant interaction was found (χ2(1, N = 1674) = 60.784, p <

0.0005) with 66.4% of presented mirrored patterns resulting in correct identification, com-
pared to 53.0% of un-mirrored patterns. Due to the design, mirrored patterns included two
and four pin patterns only. 68% of the un-mirrored two pin patterns were correctly identified,
whereas 78.3% of the mirrored two pin patterns were correctly identified (χ2(1, N = 599) =

4.305, p < 0.023). 29.1% of not mirrored four pin patterns resulted in correct identification,
and 43.3% of the mirrored four pin patterns (χ2(1, N = 597) = 8.877, p < 0.002).

Binomial regression showed that ipsilaterally presented Cutaneous Push patterns resulted in
lower recognition (63.68%) than bilaterally presented patterns (70.87%) (z = 3.046, p <

0.002). Only two pin patterns were tested; either two pins adjacent on one hand, or one
pin presented to each hand. Binomial regression on whether adjacency of pins influences
pattern perception accuracy showed significance (z = 3.565, p < 0.001). Adjacent pins had
a 44.67% accuracy rate, whereas non-adjacent pins had 68.97% accuracy.

A repeated measures analysis of variance (ANOVA) revealed that the locus of the Cutaneous
Push feedback has a significant impact on recognition rate (χ2(1, 6) = 17.015, p < 0.001).
A A one-way multivariate analysis of variance (MANOVA) test revealed that the L2, L3, R1,
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and R3 pins influenced the rate of recognition success with F (40, 1) = 11.043, p = 0.002,
F (40, 1) = 15.276, p < 0.001, F (40, 1) = 14.073, p < 0.001, and F (40, 1) = 26.682, p <

0.001 respectively (Table 3.2).

Driving Performance

Driving performance was measured via deviation from the optimal driving path; the more
deviation from the optimal path, the worse the driving performance. In this study, the centre
of the middle lane was considered as zero lane deviation, i.e. the optimal driving path. As
exemplified in previous research [221], vehicle lane deviation was measured through the root
mean square error (RMSE) of its lane position with respect to the lane centre. This resulted
in a non-normal distribution of driving data for before (W = 0.871, p <= 0.001), during

(W = 0.847, p <= 0.001), and after (W = 0.857, p <= 0.001) driving intervals — as
shown by Shapiro-Wilk normality tests.

The presented pattern had no significant impact (chi2(1) = 0.031, p = 0.861) on driving
behaviour. However, a MANOVA test revealed that pattern recognition success had a sig-
nificant impact on lane deviation (chi2(1) = 6.293, p = 0.012) before pattern presentation;
the success of correctly recognising the pattern had no impact on driving deviation neither
during (chi2(1) = 2.29, p = 0.076) nor after (chi2(1) =, p = 0.557) pattern presentation.

Qualitative Data

In the questionnaire, participants were asked to rate whether the Cutaneous Push patterns
were pleasant, distracting, and useful (Table 3.7) on a scale from 1 to 5 with 5 being ”agree
strongly”; as well as if they were given enough time to perceive the patterns. Participants
were neutral about the feedback’s usefulness (11/20) and its pleasantness (9/20). They gen-
erally disagreed with the patterns being distracting (10/20).

Characteristics of easily perceivable patterns emerged (open-ended questionnaire data in Ap-
pendix A). Participants thought Cutaneous Push patterns were easily perceivable if: a) the
stimuli were not adjacent to each other (19/20 participants); b) only one or two pins were
actuated (10/20); c) if patterns were presented ipsilaterally, then presentation of all pins
supported perception (5/20); and d) if patterns were presented bilaterally, then mirroring
the pattern supported perception (6/20). Participants thought Cutaneous Push patterns were
harder to distinguish if: a) middle (4/20) and b) bottom (8/20) pins were presented; c) if they
were presented bilaterally (5/20); and d) if they were presented ipsilaterally (6/20). Finally,
the top pins (L1 and R1) were perceived as most attention grabbing (6/20).
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Figure 3.7: Questionnaire results. Participants were asked whether the Cutaneous Push pat-
terns were pleasant, distracting, useful, and if they were given enough time to perceive the
patterns.
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3.2.4 Discussion

Study 1 was an initial investigation into Cutaneous Push feedback on the steering wheel. The
technology illustrated in this section allowed the user to perceive 57 different Cutaneous Push
stimuli via three solenoids embedded into the steering wheel under each palm. The results
have shown that participants recognise Cutaneous Push messages with 78.1% accuracy if
a maximum of two pins are used. Patterns consisting of four pins caused low recognition
performance (60.2%).

H1 Perception accuracy of patterns drops with a) increasing number of active
pins per pattern, b) immediate adjacency of pins, c) ipsilateral Cutaneous Push
presentation rather than bilateral, d) locus of stimulus

Thus, the number of actuated solenoids influences the pattern identification rate significantly,
supporting H1.a. This is in accordance with the findings made by Gallace et al. [210] where
it was suggested to limit the number of tactile actuators to maximally four. Participants men-
tioned a difficulty to localise adjacent pins correctly. This is in accordance with the quantita-
tive findings: adjacent pin patterns had a significantly worse identification rate 44.67% than
non-adjacent pin patterns 68.97%, supporting H1.b. The results suggest that Cutaneous Push
stimuli which are situated next to each other decrease perception accuracy and can increase
perceived effort to distinguish the pattern.

H1.c anticipated higher recognition for bilateral patterns than ipsilateral patterns due to the
“apparent location” phenomenon, suggesting masking is more prevalent if two tactile stimuli
on the skin are close to each other, resulting in a summation of both [220]. Ipsilaterally
presented two pin patterns had a recognition average of 63.68% and bilaterally presented
two pin patterns had an average of 70.87%. Hypothesis H1.c was accepted; Cutaneous Push
patterns result in better perception performance if they are presented to both hands rather
than one.

Participants noted in the questionnaire that“asynchronous patterns” (P19) presented to both
hands caused increased efforts to distinguish; that is unmirrored patterns. Analysis showed,
that patterns which are presented bilaterally benefit from mirroring; that means, same stim-
uli are activated across both hands such as L1-R1 or L2-L3-R2-R3. Mirroring bilaterally
presented Cutaneous Push patterns increased perception accuracy because information was
displayed redundantly to both hands, confirming the pattern; mirroring supported and in-
creased pattern recognition from 50.8% (unmirrored) to 66.4% (mirrored).

Finally, the most perceivable pins were L1 and R1 with 91.16% and 89.32%, which is sup-
ported via participants’ feedback. Hypothesis H1.d was accepted. Analysis shows that pins
L3 and R3 caused significantly more identification errors on each hand than the other pins;
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8/20 participants reported poor perception from L3 and R3 pins. These results show, that the
locus of Cutaneous Push stimuli impacts recognition accuracy; pins presented closer to the
thumb area had a greater perception success.

H2 Cutaneous Push patterns presentation will not impact driving negatively

Hypothesis H2 was accepted since the presentation of Cutaneous Push feedback did not
impact driving performance. Interestingly, success rate of recognition impacted driving be-
haviour before pattern recognition. In the before interval, participants recovered to stabilised
driving after the feedback pause. A possible explanation to why the before interval may
have impacted pattern recognition success is that the before duration might not have been
sufficiently long enough for participants to recover from the feedback-break. The partici-
pants were preoccupied with returning to stabilised driving (as the results show), thus they
prioritised driving over Cutaneous Push pattern perception.

H3 Cutaneous Push patterns do not impact subjective effort negatively.

Finally, hypothesis H3 was accepted since 12/20 participants (strongly) disagreed that the
Cutaneous Push technology was distracting and 15/20 (strongly) agreed that they did not
feel temporal pressure to complete the task.

3.2.5 Limitations

The Cutaneous Push feedback steering wheel used in Study 1 was a prototype device, and a
key aim of this study was a first estimate of the perception of the feedback patterns. Analysis
of the data and user feedback showed study limitations which can be improved upon. For
instance, participants thought the pins were not “forceful” (P9) or “sharp” (P13) enough and
that the Cutaneous Push feedback patterns should “be more obvious” (P1). Noticability of
Cutaneous Push feedback can potentially be increased with stronger solenoids. However, to
avoid pain, the solenoid pins utilised in this study only created 2.9 N (DC) at 100% duty
cycle. This limitation can be mitigated by embedding stronger solenoids into the rim. The
steering wheel was also covered in a latex sheet to increase contact surface with the solenoids,
but this might have decreased the strength of their impact. Participant P6 suggested addition-
ally that the contact between the solenoids and the palm can be optimised with the use of
“little plastic balls [..] on the tip” instead of a cover. The motivation behind the usage of a
latex sheet was partially influenced by the fact that they may increase contact surface with
the palm. Instead of a single point of contact, there was a convoluted surface. However,
this might have caused additional blurring of the location of the pin by enlarging the contact
surface.
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Another issue was mentioned by participant P8 “[I] would separate the actuators a bit more
for larger hands” and P15 supported the view with “probably use a larger steering wheel and
have slightly stronger solenoids”. A greater distance between the stimuli was also suggested
by participants P10 (“larger actuators or more spread apart”) and P12 (“[the solenoids] could
be a little bit more spaced out”). The mock steering wheel in this study was 19 cm in diame-
ter (compared to real steering wheels with 38 cm diameter) and attached on top of a gaming
steering wheel. A large steering wheel may allow for a larger distance between the pins,
which can decrease the phenomenon of summation of two stimuli. The feedback from par-
ticipants suggests that a larger steering wheel may improve pattern perception performance.

To summarise the user feedback, the next generation of the Cutaneous Push steering wheel
should implement: a) stronger solenoids, b) plastic domes on the tips of the solenoids instead
of a latex cover, and c) increase the space between the solenoids.

Two issues in the study design will be improved upon in the next iteration. Firstly, the
design of the Cutaneous Push steering wheel did not present feedback to the thumb region,
which is associated as most sensitivity to pressure input [19]. If stimuli are presented to the
thumb instead of the bottom of the palmar region (e.g. L3 and R3), perception may improve.
Finally, the perceived demand was not measured via a NASA TLX score, thus no conclusive
results could be drawn. This will be remedied in future experiments.

3.2.6 Summary

The three main aims of this experiment were to: (1) determine the characteristics of the
most perceivable Cutaneous Push patterns; (2) the optimal physical setup; and (3) analysis
of which patterns impact driving performance and mental demand. These aims began to
contribute an answer to the first research question of this thesis:

RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?

Of the three hypotheses identified in Section 3.2.2, all were accepted. This study shows
that Cutaneous Push patterns, which are constructed using three pins on each hand, can be
conveyed to the user with high accuracy, if maximally two pins are actuated simultaneously.
Cutaneous Push feedback does not impact driving performance and might not impact per-
ceived efforts. However, this study also revealed room for improvements in following points:

1. The strength of the solenoids should increase because participants described them as
too weak;
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2. The solenoids should not be covered by any film since it dampens the impact of the
feedback;

3. The steering wheel size needs to increase to allow for greater distances between the
pins to reduce the summation of tactile stimuli;

4. Loci of stimuli need to be improved such as that feedback can be presented to the
thumb;they can provide feedback to the most appropriate areas on the palm.

3.3 Study 2: Refined Cutaneous Push Feedback

A new steering wheel design was created informed by the results of Study 1 and suggestions
by participants. Four changes were made. Firstly, rather than using a Wii gaming steering
wheel (19 cm in diameter) attached on top of a Logitech steering wheel, a 38 cm metal steer-
ing wheel was obtained (Figure 3.8) and secured to the base of the steering wheel system.
The new steering wheel was the same size as a production car steering wheel, thus more
realistic for purposes of hand placement.

Figure 3.8: Left: The new steering wheel with six solenoids embedded into the rim (three on
each side). Right: Close-up of the activated pins on the right side.

Secondly, the choice to purchase a larger steering wheel made a redesign of the Cutaneous
Push feedback locations possible (Figure 3.9). The solenoids in the new design were placed
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such that feedback was presented to the thenar/thumb region through L1 and R1; and feed-
back to the bottom median palmar region was omitted. This design choice resulted from the
poor perception of the L3 and R3 pins in Study 1. The choice to redesign feedback locations
was also supported by the fact that feedback could now be presented to the thenar/thumb
region, the most sensitive region for pressure on the palm. The distance between stimulus
loci further enlarged from 17.6 mm in Study 1 to 30 mm. The choice to place the solenoids
exactly 30 mm apart form each other was made because in the first study persons with hand
breadths of 7̃0 mm participated; a 30 mm distance between pins allows people with small
hands to successfully cover the pins with their palms and perceive the Cutaneous Push feed-
back.

Thirdly, in this design, the pins were covered with plastic domes to soften the “stabbiness”
of the metal pins, rather than a latex sheet. This decision was made because the latex sheet
dampened the impact of the pins and may have caused a blurring of the location of the pin by
enlarging contact surface in Study 1. Finally, stronger solenoids [222] were embedded into
the rim due to participant’s feedback that they were perceived as too weak in Study 1. The
strength of the new solenoids is 4.18 N, compared to 2.9 N in the previous study. The new
strength was determined during pilot tests, with the aim to keep it below 5N. Research has
shown that elongated exposure to pressures of >= 5N to the palm can decrease blood flow
to the fingers [223].

To summarise, the main differences between Study 1 and Study 2: (1) presentation of haptic
feedback to thenar and median palmar region compared to palmar region only, (2) stronger
solenoids (4.18 N vs 2.9 N), (3) an alternative method for dampening the impact of the haptic
feedback, and (4) size of the steering wheel (38.1 cm vs 19 cm diameter). The changes in
design were made to increase perception accuracy of the Cutaneous Push feedback.

3.3.1 Research Aims

Due to the redesign of the steering wheel it was necessary to conduct a study to investigate
the efficacy of the new Cutaneous Push wheel, before employing this technique for mid-air
gesture interaction. Similarly to Study 1, the first aim was to investigate the characteristics
of an effective Cutaneous Push pattern, meaning the optimal interplay of actuated solenoids
(i.e. presented unilaterally vs bilaterally, mirrored across both hands vs not mirrored, etc).

The second aim was to investigate the physical setup. The aim was to determine whether
the new locus of tactile feedback impacted usability by affecting recognition. Further, the
strength of the force feedback needed to be investigated since it may cause discomfort if it is
too powerful or increase mental demand if it is still too weak.

Finally, this study investigated the impact of Cutaneous Push feedback on driving perfor-
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Figure 3.9: (a) Inner left hand with its most sensitive regions to pressure input via a 1cm2

round metal pin. Wavy: thenar/thumb region; dotted: median palmar region is 10-20%
less sensitive than thenar/thumb region; White: fingers are more than 20% less sensitive to
pressure input than thenar/thumb region [19]. The dots indicate where the solenoids were
placed. (b) Steering wheel with three extruding Cutaneous Push pins. Red markers on the
wheel indicate where the participants’ hand was placed.

mance as well as perceived demand. It is important to understand whether solenoid feedback
impacts driving performance or workload to ensure driver safety.

The three main aims of this experiment are to: (1) determine the characteristics of the most
perceivable Cutaneous Push patterns; (2) the optimal physical setup; and (3) analyse which
patterns impact driving performance and perceived demand. These aims help to contribute
an answer to the first research question of this thesis:

RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?

3.3.2 Methodology

The study design is the same as in Study 1 (Section 3.2.2) unless it is explicitly stated that
there is a difference (i.e. sections Apparatus, Measures, Procedure, and Participants).

Apparatus

Six solenoids [222] were embedded into a pre-drilled metal steering wheel [215] (Figure
3.10). The solenoids were labelled according to the side of the wheel they were on and
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Figure 3.10: The pre-drilled long acre racing wheel. Six solenoids were placed inside it, and
the steering wheel was filled with foam to maintain the solenoids’ positions (see right). The
steering wheel was finally covered in a standard leather steering wheel cover (Figure 3.8)

numbered from top to bottom: L1/R1 (top left/right), L2/R2 (middle left/right) and L3/R3
(bottom left/right), see Figure 3.8. Two solenoid pins (R2/R3 and L2/L3) provided feedback
to the median palmar region, and one solenoid pin (R1 and L1) provided feedback to the
thenar/thumb region (Figure 3.8). R2-R3 and L2-L3 are 30 mm apart from each other (17.6
mm in Study 1), and all the pins extend 5 mm. The solenoids exerted a force of up to 4.18
N. Plastic domes (diameter of 0.4 cm) were mounted on the solenoid pins to increase contact
area and avoid pain on contact. The steering wheel was securely attached to a Logitech G27
Racing Wheel base, replacing the original steering wheel (Figure 3.1). The driving simulator
is the same as in Study 1 and it was setup the same (i.e. five lane motorway, etc).

Measures

The Dependent Variable perceived workload was assessed using the NASA TLX workload
measure.

Hypotheses

H1 Perception accuracy of patterns drops with a) increasing number of active
pins per pattern, b) immediate adjacency of pins, c) ipsilateral Cutaneous Push
presentation rather than bilateral, d) locus of stimulus, e) unmirrored patterns
bilateral patterns
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Figure 3.11: Left: Extended solenoid pin. Right: Retracted solenoid.

Hypothesis H1 was amended compared to Study 1’s H1: point e) was added. As the results
of the previous experiment showed, mirrored patterns resulted in higher pattern recognition
than unmirrored ones.

Procedure

At the end of the experiment, perceived workload was assessed using the NASA TLX ques-
tionnaire.

Participants

Nineteen participants (7 female) aged between 19 and 66 years (µ=27.8, σ=10.3) were re-
cruited via the University of Glasgow’s student online forum. Of these 19, twelve partici-
pants obtained their driving license in a country with Left-Hand-Traffic (LHT) and seven a
Right-Hand-Traffic (RHT) license. None of the participants took part in either of the previ-
ous studies on Cutaneous Push feedback. Three participants reported to be left handed. They
were paid £10 at the end of the study.

3.3.3 Results

Recognition Performance

The accuracy data was binary since the participants either correctly or incorrectly identified
the presented pattern. Average Cutaneous Push pattern recognition accuracy was 77.35%.
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Pins per pattern 1 2 3 4
Recognition accuracy 89% 80.43% 72.6% 65.1%

Table 3.3: Perception of patterns given the number of active pins (averaged). With increasing
number of active pins per pattern recognition accuracy dropped.

Patterns with one (89%) or two (80.43%) pins were perceived most accurately. The more pins
were involved in a pattern the less accurate was the identification, with three pins with 72.6%
and four with 65.1% recognition rates. A binomial regression was run to determine whether
the number of pins per pattern had an impact on recognition rate. The more pins were dis-
played per feedback, the worse the identification (z = 8.993, p < 0.001). A MANOVA test
revealed that the L2, L3, and R3 pins influenced rate of recognition success with F (40, 1) =
8, p = 0.007, F (40, 1) = 8.342, p = 0.006, and F (40, 1) = 9.703, p = 0.003 respectively.
The pins have following average success rates: L1 96.52%, L2 94.51%, L3 90.20%, R1
97.03%, R2 95.29%, and R3 94.24%.

A binomial regression model was fit to predict whether presentation of patterns ipsilaterally
or bilaterally had an impact on recognition performance. There is a statistically significant
impact of correct pattern identification (z = 5.900, p < 0.001) if presented to one hand
79.24% over both hands 80.83%.

A binomial regression model was fit to predict whether mirroring a pattern across both hands
had an impact on correct pattern recognition. There is a statistically significant impact (z =

6.024, p < 0.001) with mirrored patterns resulting in 79.34% correct identification and non-
mirrored patterns in 76.85%.

A binomial regression model showed there is a significant difference in pattern recognition
depending on adjacency of pins (z = 7.176, p < 0.001). If pins in a pattern are next to
each other, 71.92% of patterns are correctly identified; if pins are not adjacent to each other,
81.79% are correctly identified.

Driving Performance

Driving data was non-normally distributed for before (W = 0.712, p − value < 0.001),
during (W = 0.681, p <= 0.001), and after (W = 0.668, p <= 0.001) driving intervals
— as shown by Shapiro-Wilk normality tests. Four of 19 participants deviated to an outer
lane immediately after commencing the experiment and stayed there for the remainder of
the time. These data were normalised by subtracting the mean of the lane the participants
deviated to from the raw data (middle lane µ = 0 m, inner lanes µ = ±3.7 m, outer lane
µ = ±7.4 m).

A one-way multivariate analysis of variance (MANOVA) was conducted to test the hypoth-
esis that there would be one or more mean differences between presented pattern and suc-
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cess in recognising the pattern. No statistically significant MANOVA effect was obtained
for recognition accuracy before before (F (3, 38) = 0.097, p = 0.756), during (F (3, 38) =
0.055, p = 0.814), and after (F (3, 38) = 0.008, p = 0.926) haptic pattern presentation; it did
not show any impact of presented pattern on lane deviation (before F (1, 1386) = 3.383, p =

0.066; during F (1, 1386) = 1.749, p = 0.186; after F (1, 1386) = 0.664, p = 0.415).

MD PD TD PE EF FR

Workload

A
ve

ra
ge

 V
al

ue
s

0
20

40
60

80
10

0

Figure 3.12: Average results of the NASA TLX questionnaire. MD: Mental Demand, PD:
Physical Demand, TD: Temporal Demand, PE: Performance, EF: Effort, FR: Frustration.

Qualitative Data

Users provided mental workload feedback via NASA TLX score (Figure 3.12), and re-
sponded to open-ended questionnaire questions. User preferences regarding the position
of the pins were as follows: 10/19 preferred R1/L1 over the other pins, 7/19 liked the R2/L2,
and 2/19 mentioned R3/L3 to be most preferred. 10/19 participants reported that it was hard
to distinguish between the median palmar pins R2/R3 or L2/L3. The least distracting pins
were considered to be L1 and R1 with 6/19. Furthermore, symmetrically mirrored patterns
(5/19), ipsilateral patterns (5/19), and single stimulus patterns (4/19) were considered to be
the least distracting. Other participants did not have any strong preferences. The most dis-
tracting patterns were unmirrored patterns (4/19) and patterns presented to the median palm
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(L2-L3, R2-R3) (5/19). Haptic patterns with less than three active solenoids were rated as
less distracting by 16/19 participants.
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Figure 3.13: User feedback on how pleasant, distracting, useful Cutaneous Push feedback
is perceived. Temporal indicates whether participants felt they were given enough pattern
display time.

3.3.4 Discussion

Study 2 investigated refined Cutaneous Push feedback from the steering wheel. Overall
recognition of patterns for Study 2 were at 77.35%.

H1 Perception accuracy of patterns drops with a) increasing number of active
pins per pattern, b) immediate adjacency of pins, c) ipsilateral Cutaneous Push
presentation rather than bilateral, d) locus of stimulus, e) unmirrored patterns
bilateral patterns

H1.a was accepted as an increasing number of active pins in a pattern (1 stimulus: 89%,
2 stimuli: 80.43%, 3 stimuli: 77.35%, 4 stimuli: 65.1%) decreases pattern discrimination
accuracy. Adjacency of pins influenced pattern perception accuracy significantly; H1.b was
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accepted. If pins in a pattern were adjacent to each other, 71.92% resulted in correct identi-
fication; whereas 81.79% were correctly recognised if the pins were not next to each other.
P1 corroborates with “the two lower solenoids on each side are quite close together so it can
be difficult to tell which one is being pushed out. Possibly move them a bit further apart”.
H1.c was accepted since presenting haptic patterns bilaterally increased identification accu-
racy from 79.24% to 80.83%. Since L1 and R1 were the most distinguishable pins in this
study, and L2 and R2 the second most recognisable, hypothesis H1.d was accepted (Table
3.4). P5 commented with “I really liked the bit which gave feedback on the thumb - it was
very clear if the thumb, palm, or both were receiving feedback - much easier than determin-
ing which of the two palm pins were pushing against me”; participant P8 simply said “not
sure about the pins facing out” (i.e. L2/R2 and L3/R3); and P17 “anything involving the 3rd
pin [was distracting]. Sometimes it’s harder to tell between the 2nd and 3rd pin if I’m not
paying attention”. The collected and analysed data show that Cutaneous Push presented to
the thumb region of the palm is highly effective and accepted by participants. Participants
also mentioned repeatedly, that adjacent pins increased their efforts in distinguishing them
from one another.

Hypothesis H1.e was accepted. Mirrored patterns resulted in 79.34% recognition accuracy
and unmirrored patterns in 76.85%. P16 described it as “sometimes non-matching patterns
either side were confusing” and P2 described it with “I was distracted the most where the
pattern on one side did not match the pattern on the other, especially when there were both
different number of pins and position.”

L1 L2 L3 R1 R2 R3
96.52% 94.51% 90.20% 97.03% 95.29% 94.24%.

Table 3.4: Individual perception of the pins averaged over all participants.

H2 Cutaneous Push patterns presentation will not impact driving negatively

Hypothesis H2 was accepted since there was no significant increase in lane deviation for any
interval of time, before, during, or after pin presentation.

H3 Cutaneous Push patterns do not impact subjective effort negatively.

It is important to assess the usability and subjective impressions of an in-car infotainment
system because these assessments indicate whether a driver is likely to use a system. Ten par-
ticipants (strongly) agreed that Cutaneous Push is a pleasant and useful technique to present
information to the driver. Future studies should aim at reducing the impact of Cutaneous
Push feedback on perceived effort. A way of achieving this are potentially dynamically
actuated solenoids; this will be investigated in Section 3.4.
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Four of nineteen participants thought the haptic steering wheel could be very useful when
combined with a navigation system, since visual feedback was considered distracting by
7/19 participants. 10/19 participants mentioned that the haptic — the “physical” — aspect of
interaction was “nice” (P5). On the one hand, 7/19 participants recommended that the pins
should be made stronger and more forceful. Participant P5 said “It would be ideal if the pins
provided a bit more resistance, so that the feedback would be stronger” and P2 confirmed
this with “the [patterns] were mostly perceivable, but on multiple occasions I would loosen
my palm slightly just to confirm that none of the pins were being held down inadvertently.”

It is interesting to notice, that despite an increase in feedback force between Studies 1 and
2, and despite the new force being above the 3.2N pain threshold [208], participants still
perceived the solenoid push strength as not forceful enough. However, an increase in Cuta-
neous Push pressure will not be considered for future tests, because Bovenzi et al. [223] have
shown that pressure >= 5N to the palm starts to decrease blood flow to the fingers. This is
enough reason to stay below 5N pressure force, as a numbing of the fingers is undesirable
and can be detrimental to the driver’s ability to control the vehicle.

3.3.5 Limitations

The Cutaneous Push steering wheel investigated in Study 2 was a refined prototype compared
to Study 1. Study limitations were informed by the analysis of the collected data and user
feedback. The first issue identified was that the NASA TLX data was not assessed after
each block, but at the end of the experiment. This did not provide a conclusive answer to
whether Cutaneous Push is or is not impacting mental efforts significantly. This mistake will
be remedied in the future.

Participants commented on further two issues regarding the study design. Firstly, partici-
pants found the “[..] time lapse between sensing the pattern and keying it in too long [..]”
(P2). However, the after pattern presentation interval is important to assess whether there are
lasting effects of Cutaneous Push on driving. That is why it will not be amended for future
studies. Secondly, participants P1, P2, and P13 agreed that “sometimes [it was] hard to pay
attention as [the driving task] was a totally straight road with no distractions” (P13). As
mentioned before, the aim was to measure the impact of Cutaneous Push on straight driving
as this can give definite answer to whether the feedback technique has an effect.

Finally, participants P3, P4, and P6 commented that “the driver might grab the steering wheel
in any place. Maybe provide this type of feedback in more places? (P19)”. As the tested
steering wheel is a prototype, the solenoids were only embedded into two locations on the
wheel. If this technique is to be deployed into production vehicles, it can be implemented
along the entirety of the wheel.
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3.3.6 Summary

This section introduced Cutaneous Push feedback from a refined steering wheel. The three
main aims of this experiment were to: (1) determine the characteristics of the most perceiv-
able Cutaneous Push patterns; (2) the optimal physical setup; and (3) analyse which patterns
impact driving performance and mental demand. These aims help to contribute an answer to
the first research question of this thesis:

RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?

Of the three hypotheses identified in Sections 3.2.2 and 3.3.2, all were accepted. The work
in this section suggests that Cutaneous Push feedback can be an effective display in cars,
conveying perceptible haptic patterns without negatively affecting driving performance. The
following design recommendations can be given: (1) Cutaneous Push sensations should be
presented to the thenar region of the palm to guarantee highest identification accuracy; (2)
maximum number of pins per pattern should be three, otherwise perception is poor; and (3)
presentation to both hands is better; especially, if patterns are mirrored.

3.3.7 Comparison of Study 1 and Study 2

Studies 1 and 2 followed the same methodology and similar hypotheses, but with a different
apparati. Cutaneous Push from the first Study had an overall pattern recognition rate of
55.45%, and the refined steering wheel in Study 2 showed an improvement with overall
perception performance of 77.35%. The results are a clear indication that the steering wheel
changes from Study 1 to Study 2 impacted recognition performance positively. As can be
seen in Table 3.5, individual pin perception improved.

Study L1 L2 L3 R1 R2 R3
1st 91.16% 84.34% 86.08% 89.32% 87.31% 89.88%
2nd 96.52% 94.51% 90.20% 97.03% 95.29% 94.24%

Table 3.5: Individual perception of the pins averaged over all participants.

Study Overall 1 2 3 4
1st 55.45% 88.29 68.00% 48.56% 36.03%
2nd 77.35% 89.4% 80.43% 72.58% 65.1%

Table 3.6: Averages of pattern perception depending on number of involved pins.

Both studies are consistent in their findings that 1) with increasing number of active solenoids,
correct pattern perception decreases (Table 3.6); 2) adjacent pins in a pattern lead to worse
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recognition accuracy than non-adjacent pins; 3) bilateral patterns yield higher recognition
accuracy; 4) especially if the patterns are mirrored across both hands.

The refined steering wheel design has shown great improvements over the first Cutaneous
Push prototype. As no further physical changes will be made to the steering wheel, it is
necessary to investigate if pattern recognition performance can still increase by presenting
the patterns differently to the first two studies. Study 3 will look into dynamic patterns.

3.4 Study 3: Dynamic Cutaneous Push Feedback

The results of the first two studies have shown that force feedback through three solenoids in
the steering wheel rim leads to high recognition rates and does not decrease driving perfor-
mance nor increase workload. The patterns presented in these two studies were temporally
static: the number of active solenoids does not change during feedback; if all pins on the left
side of the rim (L1, L2, L3) are activated, then these three pins will push out of the rim at the
same time, remain protruded for a set time, and finally retract simultaneously.

Dynamic Cutaneous Push pattern can be presented by displaying one pin after the other. For
instance, to create a clockwise circular motion along the rim of the wheel, the pins L3, L2,
L1, R1, R2, and R3 protrude sequentially. Research has shown that presentation of dynamic

spatiotemporal tactile patterns — such as pushing out one pin after the other — result in
higher recognition rates and quicker response times [11], as well as reduce task workload
significantly [36]. Dynamic spatiotemporal notifications have been shown to exceed the per-
formance of only spatially encoded patterns [224] because the limitations of spatial patterns
can be overcome by applying time as another dimension to the stimulus. Dynamic patterns
can offer a much richer stimulus set [224] as they allow users to interpret the tactile mes-
sages with familiar touch metaphors [36]. If well designed, dynamic tactile messages are a
powerful tool for fast and effortless tactile pattern recognition.

This section investigates whether tactile illusions such as circular motion along the wheel are
feasible by presenting a first investigation into the efficacy of dynamic Cutaneous Push feed-
back patterns, and their impact on workload, driving performance, and user preference. The
aim was to gain insight into the feedback pattern which best supported recognition without
compromising driving safety. Dynamic feedback patterns also broaden the Cutaneous Push
vocabulary by extending previous work.

3.4.1 Research Aims

The aims of Studies 1 & 2 were to investigate 1) usability characteristics of perceivable
Cutaneous Push feedback patterns, 2) physical characteristics, and 3) whether this technol-
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ogy impacted mental effort or driving performance. These studies, particularly the steering
wheel design for Study 2, demonstrated that a limited number of static patterns have a high
recognition rate such as 80.43% for presentation of patterns which were mirrored onto both
hands.

Cutaneous Push technology can however be used to create more than static patterns. The
solenoid pins can be activated one after the other, enabling dynamic motion on the surface
by creating “illusions” of motion. However, this interaction technique needs to be tested first
regarding its usefulness as in-car feedback, and its impact on driving and cognitive demand.

The three aims of Study 3 were to: 1) analyse the characteristics of dynamic Cutaneous Push
patterns to understand their effectiveness; 2) evaluate the feedback design; and 3) to assess
the amount of impact the dynamic patterns have on user workload and driving behaviour.
These aims help to contribute an answer to the first research question of this thesis:

RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?

3.4.2 Methodology

The Cutaneous Push steering wheel technology used for Study 3 is the same as in Study 2
(Section 3.3.2). Consequently, Apparatus and Measures are the same as for Studies 1 & 2
(Sections 3.2.2, 3.2.2).

Pattern Design

Twenty dynamic feedback patterns were investigated (Table 3.7). The aim of the individ-
ual pattern design was to maintain simplicity. Overly complex tactile patterns can increase
distraction if the driver needs to redirect their attention away from driving to the presented
feedback on their palm. During a pilot study, the twenty patterns investigated here were
found to be simple and least distracting.

Two examples of dynamic feedback patterns will be described here: anti-clockwise circular
motion (Figure 3.14) and sequential arrow to the left (Figure 3.15). Anticlockwise circular
feedback is presented to both hands with pins L1, L2, L3, R3, R2, and R1 protruding se-
quentially one after the other, as can be seen below in Figure 3.14. Total pattern presentation
duration was 1 second, ergo each pin was actuated for 167 ms (1000 ms / 6 pins). Each pin
retracted before the protrusion of the next pin was initiated.

For the sequential arrow to the left pattern presented below in Figure 3.15, pins L2, L1,
R1, R2 protrude from the steering wheel rim one after the other. Total duration of pattern
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(a) (b) (c)

(d) (e) (f)

Figure 3.14: Representation of dynamic “anticlockwise circular” Cutaneous Push feedback.
The sequence goes top left to bottom right. Pins are activated in following order: L1, L2,
L3, R3, R2, R1.

presentation was 1 second, ergo each pin was displayed for 250 ms. Table 3.7 shows all 20
possible dynamic motions that were presented to the participants.

(a) (b) (c) (d)

Figure 3.15: Representation of dynamic “arrow” Cutaneous Push feedback. The sequence
starts top left to right. Pins are activated in following order: L2, L1, R1, R2. Each pin was
actuated for 250 ms (1000 ms / 4 pins).

Cutaneous Push feedback is aimed to be used during mid-air gesture feedback to support the
driver. For example, the driver receives feedback each time they execute a circle gesture
correctly. If feedback duration lasts for two seconds (as it did for static patterns), total
interaction duration can easily increase to the detriment of driver safety and user workload.
Therefore, each animation lasted for 500 ms (Table 3.7 Rows 1, 3, 5, and Row 4 Columns
3 & 4), except for circular motions presented sequentially to both hands (Row 2 in Table
3.7) and sequential arrow motions which lasted for 1000 ms (Row 4 Columns 1 & 2 in Table
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3.7). The choice to present feedback for 500 ms and 1000 ms was motivated by Hwang et al.

[11] who presented three vibrotactile stimuli sequentially on the steering wheel for 450 ms.
A pilot test assessed whether 500 ms is a sufficient time frame to display three Cutaneous
Push stimuli presented sequentially. The result was that 500 ms are sufficient for users to
differentiate the dynamic patterns. For purposes of simplified discussions and analysis, the
dynamic feedback motions were further classified into seven Families (Table 3.7):

Hypotheses

A pilot study informed the formulation of the hypotheses, as well as results from studies 1
& 2 on static Cutaneous Push feedback in driving situations (Section 3.2, 3.3).

• H1 Perception accuracy of patterns will differ between the Families of motions;

• H2 Cutaneous Push patterns will not impact driving negatively;

• H3 Cutaneous Push patterns do not affect workload negatively.

H1 anticipates a difference in recognition accuracy for the seven families of motion. The
pilot study results showed that circular motions presented to one hand and presented se-
quentially will have highest perception performance. Based on findings from Studies 1 & 2,
mirrored patterns such as in Table 3.7 Row 4 are expected to result in high correct identifi-
cation because redundantly displayed information confirms perception [225].

Similar to static Cutaneous Push feedback, H2 does not expect an impact of the feedback
on driving performance. Based on the literature discussed above (Section 3.4), H3 does
not predict any effects of the feedback on user workload. Well designed spatiotemporal
dynamic tactile feedback allows the user to interpret the tactile messages with familiar touch
metaphors, resulting in fast and effortless tactile pattern recognition.

Procedure

Upon arrival, participants were briefed about the study and and given an introductory training
session. During this introduction, participants were shown the feedback patterns and were
instructed on how to classify the perceived pattern according to the scheme above (Figure
3.7). Following this, participants were provided with a single driving session where each pat-
tern was presented randomly (Balanced Latin Square order). After each pattern presentation,
they were asked to classify the pattern according to the table of motions (Figure 3.7).

The main experiment was designed exactly like the initial training. During the actual study
however, all 20 patterns were presented in 4 randomly ordered blocks. A single trial con-
sisted of 6 seconds of driving (i.e. the before interval), 500 or 1000 ms of pattern presentation
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Family 1: Circular motion presented to one hand

Family 2: Circular motion presented to both hands - sequentially

Family 3: Circular motion presented to both hands - simultaneously

Family 4: Circular motion presented to both hands simultaneously but mirrored

Family 5: Arrow motion presented to both hands sequentially

Family 6: Arrow motion presented to both hands simultaneously

Family 7: Arrow motion presented to one hand only

Table 3.7: Grid of feedback patterns. Black: presented first; dotted: presented second.

(during), 5-7 seconds of post-pattern-presentation driving (i.e. after interval), and finally a
break where pattern classification was conducted. During pattern classification, participants
used the mouse provided to click the image of a possible pattern, which represented the per-
ceived motion (Figure 3.16). The before and after pattern presentation periods are important
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to allow the driver 1) to regain stabilised driving and 2) measure the impact of the feedback
on driving behaviour. That reasoning resulted in an increase of before and after intervals to
six seconds (from four; before) and five to seven seconds (from three; after) pattern presen-
tation.

Figure 3.16: Feedback form for dynamic Cutaneous Push feedback. Participants clicked the
box next to each design.

The laboratory setup was similar to Study 2 (Figure 3.8). The participants sat in a padded
chair in front of a 27 inch LCD monitor and a PC running the OpenDS simulator. Drivers
were able to steer in the simulation using the refined steering wheel from Study 2, attached
to a Logitech G27 Racing Wheel base. Participants wore Phillips SBC-HP 200 headphones
to mask any sound from the solenoids. Road and car noises from the driving simulator were
played through the headphones.

Participants

Twelve participants (six female) aged between 19 and 36 years (µ=24.4, σ=5.3) were re-
cruited via the University of Glasgow’s student online forum. Of these 12, nine participants
obtained their driving license in a country with Left-Hand-Traffic (LHT) and three a Right-
Hand-Traffic (RHT) license. None of the participants had prior experience with cutaneous
push feedback. One participant was left handed. The participants were paid £10 at the end
of the study.
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3.4.3 Results
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Figure 3.17: Success rate of the dynamic Cutaneous Push patterns grouped by Family.

Overall recognition performance was 51.46%, with highest performance in circular motion
to one hand 73.51% and lowest in circular motion presented to both hands simultaneously
25.27% (Figure 3.17). An ANOVA on a binomial regression model found a significant main
effect of Family pattern on recognition performance: chi2(7) = 2.934, p = 0.003 (Figure
3.17). A post hoc Tukey test revealed that circular motion to one hand and circular mirrored
patterns had significantly higher recognition success than the other families of feedback pat-
terns (z = 2.934, p = 0.003).
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Figure 3.18: Lane deviation before, during, and after dynamic Cutaneous Push pattern pre-
sentation (grouped by Family).

Lane Deviation

Driving data was non-normally distributed for before (W = 0.849, p − value < 0.001),
during (W = 0.860, p <= 0.001), and after (W = 0.863, p <= 0.001) driving intervals —
as shown by Shapiro-Wilk normality tests. A MANOVA was conducted to test the hypothesis
whether Family of motion impacted lane deviation (before (F (1, 3) = 0.051, p = 0.821),
during (F (1, 3) = 0.152, p = 0.697), and after (F (1, 3) = 0.006, p = 0.936)).
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Qualitative Data

A MANOVA test showed there was a significant impact of learning effect on perceived work-
load (χ2(1) = 4.933, p = 0.031), with the last block of the study resulting in the least
negative impact (χ(1) = 7.347, p = 0.009). The more experienced user gained with the sys-
tem, the less mentally and temporally demanding they perceived dynamic Cutaneous Push
feedback, as well as experienced less effort and frustration (Figure 3.19).
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Figure 3.19: Average results of the NASA TLX questionnaire. MD: Mental Demand, PD:
Physical Demand, TD: Temporal Demand, PE: Performance, EF: Effort, FR: Frustration.
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Figure 3.20: User feedback on how pleasant, distracting, useful Cutaneous Push feedback is
perceived.

3.4.4 Discussion

For in-car gesture feedback to be successful, it needs to support interaction whilst impor-
tantly not having a negative impact on the driver’s workload and control of the vehicle.
Study 3 investigated the efficacy of dynamic Cutaneous Push feedback on the steering wheel
during a simulated driving task, comparing seven types of feedback patterns against each
other. This study showed that dynamic Cutaneous Push notifications such as circular clock-
wise to one hand (73.51% recognition accuracy) and mirrored to both hands (71.91%) are an
effective way of delivering messages to the driver.

H1 Perception accuracy of patterns will differ between the Families of motions

Overall dynamic pattern identification performance was at 51.46%. There were significant
differences in pattern recognition accuracy between the Families (Table 3.8); H1 was ac-
cepted. For instance, circular patterns presented to one hand (Family 1) resulted in recog-
nition accuracy as high as 73.86% whereas circular patterns presented simultaneously to
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both hands (Family 3) resulted in 25.27% accuracy. As expected, if Cutaneous Push stim-
uli were presented simultaneously onto both hands (Family 3; Table 3.7 Row 3), perception
of the stimuli presented to the hands overwrote each other. Participant P6 commented that
“simultaneous rotation and simultaneous left to right/right to left” were the most distracting
patterns. However, if the patterns were mirrored across two hands (Family 4), perception was
increased (71.91%). Redundant presentation of information to both hands improved pattern
recognition performance.

Family 1 2 3 4 5 6 7

Accuracy 73.51% 51.08% 25.27% 71.91% 47.19% 34.44% 56.83%

Table 3.8: Individual perception of the Families of motions averaged over all participants.
The patterns in the columns are representatives of each Family.

The average for arrow motion recognition was 51.42%. Interestingly, patterns consisting
of two stimuli (such as single arrow patterns; Family 7) were perceived as “too fast” by
participants, while three stimulus patterns (Family 1) were described as “perfect, no need to
change” (P3). The perceptual space-time distortion [226] phenomenon describes how three
stimuli in 500 ms are not identified as too fast and two stimuli are; even though two stimulus
patterns had more display time (each 250 ms) than three stimulus patterns (each 167 ms).
Goldreich [226] explained that short stimuli displayed in rapid succession onto one body
site (e.g. left arm) perceptually “expand” the time elapsed between consecutive events and
“reduce” the distance between stimulus origins. This can be explained with the following
two assumptions: 1) if stimuli are placed close to each other, and displayed in short intervals,
the stimuli can be perceived as if they originate from the same source; and 2) objects which
contact the skin tend to move slowly.

The second assumption is very important to understand as it might explain the poor arrow
pattern recognition which was observed in this study. Because objects which contact the skin
are assumed to be slow, two, temporally close taps on the skin might have been interpreted
as originating from the same source; that is, “the object that tapped me, is still in the same
place”. However, three quick taps along the skin are against the expectation that the object is
slow, therefore the velocity perception of the object is reconciled with the expectation; that is
the object and its taps along the skin are not perceived as quickly as they factually were. The
perceptual space-time distortion phenomenon explains how two tap patterns (single hand
arrows; Family 7) are perceived as too fast, as well as their poor perception accuracy.

Interestingly, sequential arrows (Family 5) had worse recognition accuracy than single hand
arrows (Family 1). The overall longer display duration of 1000 ms did not support recogni-
tion. The perceptual space-time distortion might have acted doubly. Two perceptual distor-
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tions took place, one on each hand; instead of two arrow motions per hand supporting each
others’ perception. Participant P12 emphasised that “the single-hand patterns were amazing,
I could definitely perceive them with little mental effort and they felt natural as well”.

H2 Cutaneous Push patterns will not impact driving negatively

H3 Cutaneous Push patterns do not affect workload negatively

No impact of dynamic Cutaneous Push was observed on either driving performance, nor on
workload; H2 and H3 were accepted. Analysis of the NASA TLX questionnaire showed that
over time, participants experienced significantly less mental demand, effort and frustration
with the feedback technique.

Overall, participants were very positive about dynamic Cutaneous Push notifications. Par-
ticipant P2 said “I would rank this [technique] very highly and [as] very useful”. In the
open-ended questionnaire, users were asked to consider Cutaneous Push with infotainment
feedback techniques they are already familiar with. Participants compared dynamic Cuta-
neous Push with vibration from the steering wheel and ranked Cutaneous Push consistently
higher. One participant described it as “I think its a good method of feedback, vibration
would be slightly stressful to some users. [...] I think this method would be the safest in
terms of distraction” (P5). Others described the feedback as “I still found this feedback
much nicer and less distracting than vibration on the steering wheel” (P12) and “Probably
between vibration and audio - easier to feel than vibration” (P7). A future study could look
into a qualitative comparison between vibrotactile steering wheel feedback and Cutaneous
Push in terms of urgency, valence, and message content. It is worthwhile to investigate Cuta-
neous Push notifications further because they can deliver rich information without negative
impact on driving performance nor workload. In general, participants were so positive about
this technique, they provided many ideas for practical applications, which shows the poten-
tial of Cutaneous Push for in-car usage. P3 said “I would rank this feedback as number one.
The sensation when the solenoid push the palm is different compared with the others. It
somehow gives me a sensation to keep focused”. Other suggestions were: Cutaneous Push
messages can be used to warn the driver about sleepiness and drowsiness (P3), as naviga-
tional assistance (P1), about hazards and speed cameras (P2), and “[...] this could be used to
draw my focus to the gauge cluster” (P6).

3.4.5 Limitations

A key difference between Study 3 and the previous two studies was that feedback display du-
ration was reduced to 500 ms (max 1000 ms) compared to Studies 1 & 2’s 2000 ms duration.
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This change was motivated by the aim of this thesis: to help drivers during gesturing, and
Cutaneous Push feedback may be a technique which can support interaction. However, to
do so, it cannot elongate interaction by presenting feedback for two seconds; it needed to be
shortened. Consequently, a key aim of this study was to assess whether dynamic Cutaneous
Push patterns were perceivable in 500 ms. As discussed above, three stimuli per pattern were
perceived well within 500 ms.

The assessment of workload for each pattern did not result in a high information content. If
workload would have been assessed after each Cutaneous Push presentation instead of after
each block (i.e. 20 messages), it would have been possible to analyse the workload of each
pattern. This is a limitation of this study. Finally, it is acknowledged that twelve participants
is not a lot. Future studies will aim to have twenty users.

3.4.6 Summary

This study investigated dynamic Cutaneous Push feedback on the steering wheel. Partici-
pants found dynamic Cutaneous Push design especially useful. The aims of this experiment
were to: 1) compare dynamic Cutaneous Push patterns to understand their effectiveness; 2)
evaluate the feedback design; and 3) to assess the amount of impact the dynamic patterns
have on workload and driving behaviour. These aims helped to contribute an answer to the
first research question of this thesis:

RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?

Of the three hypotheses identified in Section 3.4.2, all were accepted. This study shows
that dynamic Cutaneous Push patterns have a high acceptance rate amongst users and can
be recognised with up to 73.51% recognition accuracy without negatively impacting driv-
ing. The following design recommendations are proposed as a result from the analysis: 1)
feedback pattern should be presented to one hand for high recognition rate; 2) if presented
to both hands, then the patterns should be mirrored in the same direction; and 3) a pattern
should consist of three tactile pressure points per pattern.

3.5 Conclusions

This chapter investigated Cutaneous Push feedback from the steering wheel through three
experiments. Study 1 introduced Cutaneous Push as a means of interaction feedback in driv-
ing situations. It looked into perceivability of static Cutaneous Push feedback. Analyses into
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(1) the characteristics of the most perceivable Cutaneous Push patterns and (2) the optimal
physical setup revealed that Cutaneous Push can be a very useful feedback technique.

Study 2 investigated the same questions as Study 1, however with a refined feedback system.
The steering wheel was upgraded to production car size, the solenoids provided stronger
push force, they were given plastic domes, and the pins were rearranged to provide feedback
to the thumb region on the palm. These changes allowed for much higher pattern recogni-
tion accuracy from 60.2% to 77.35%. Studies 1 & 2 established a relationship between the
number of actuated solenoids and pattern identification. Namely, perception accuracy drops
with increasing number of pins, and is very poor above three active solenoids (for > 3 pins,
Study 1: 36%, Study 2: 65.1%), and patterns need to be mirrored symmetrically across both
hands if multiple pins are involved.

Both of these studies looked at static patterns, whereas Study 3 investigated the effects of
dynamic Cutaneous Push feedback. The two major differences between Study 3 and the pre-
vious studies were: 1) sequential display of stimuli (i.e. dynamic), and 2) shorter display
time. In Studies 1 & 2, each pin was displayed for 500 ms, and the more pins were pre-
sented, the longer the total display duration. For instance, patterns consisting of 4 pins were
presented for 2000 ms. Dynamic patterns however were presented for a total of either 500 or
1000 ms. This reduction in display time is necessary if the Cutaneous Push patterns are to
support mid-air gesture interaction. Elongated feedback only increases interaction duration,
which may impair driver safety. Despite these changes, perception accuracy was high for
circular patterns presented to one hand 73.51% and mirrored patterns 71.91%. Participants
agreed that particularly dynamic Cutaneous Push was a useful feedback alternative to current
techniques such as visual, auditory, and vibrotactile. It is important that users enjoy using an
interface, because no matter how safe a particular interface might be, if the majority of user
do not adopt it, it is irrelevant [227].

Looking at Cutaneous Push feedback from a practical perspective yields the benefit of dis-
crete message delivery. These messages can include warnings about blind spots, upcoming
road conditions, and pedestrians. Navigation information can also be conveyed reliably to
the tactile channel due to the encoded spatial information [228]. As shown by Di Campli San
Vito et al. [8], Cutaneous Push yields high accuracy as a navigational tool because it cap-
tures a person’s spatial attention, by presenting information from the same direction as the
driving event [156]. It is easy to envisage single actuator patterns being used for time-critical
messages (e.g. cyclists in blind spots), and multiple actuator patterns for more complex and
non-time critical messages (speed cameras, low fuel tank, road surface conditions, driving
performance, etc.).
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3.5.1 Research Question 1

It is important to provide feedback to the driver to keep them informed; however, the feed-
back should not be cognitively demanding, nor impact driving behaviour. The findings in
this chapter suggest that novel Cutaneous Push is a valid alternative for non-visual feedback
in driving situations. The outcomes of the experiments are now summarised as recommen-
dations in response to the following research question:

RQ1: How effective is Cutaneous Push feedback from the steering wheel to the
driver’s palm (Studies 1, 2, & 3)?

Cutaneous Push notifications are most effective if they are presented: 1) dynamically; 2) to
one hand only; and 3) if they are presented to both hands, they should be mirrored.

3.5.2 Contributions

The research in this chapter makes the following contributions:

• It presents a novel tactile feedback technique for in-car interaction, namely static and
dynamic Cutaneous Push feedback;

• It investigates different physical setups of the Cutaneous Push steering wheel, and their
implications for recognition, workload, and driving behaviour;

• It finds that Cutaneous Push feedback has high user acceptance; especially dynamic
Cutaneous Push.



87

Chapter 4

Unimodal Feedback for Mid-air
Gestures in Cars

4.1 Introduction

Feedback is necessary to help users understand mid-air gesture sensing systems [52]. Feed-
back informs the user whether the system pays attention to them, classifies the executed
gesture correctly, and provides the user with knowledge about system state. This informa-
tion is necessary to avoid increased mental efforts. As discussed earlier in this thesis, there is
growing necessity for multimodal feedback as there is a growing interest in mid-air gesture
interaction in cars (Sections 2.4 & 2.5). Multimodal feedback supports the mid-air gesture
interaction as well as supports in-car infotainment interaction in cars without negatively af-
fecting the driving task. Feedback allows for coupling of the user’s hand to the interface
[39] and provides a sense of control over the touchless interface [35]. This increases user
satisfaction, safety and usability of gestures [40]. Current mid-air gesture systems in cars
only give limited and mainly visual feedback. If drivers need to take their eyes off the road
to understand their interactions with the car, then the benefits of mid-air gestures are not
being fully realised. Non-visual feedback is ideal for in-car gestures: visual attention can
remain on the road whilst information about secondary tasks (i.e., interacting with the in-car
systems) is offloaded to other sensory modalities [41].

This chapter investigates the use of auditory and Cutaneous Push feedback for in-car ges-
tures, as well as novel visual feedback in the driver’s visual periphery [31], intended to allow
them to keep their eyes on the road [17]. This chapter aims at answering the following
Research Question:

RQ2 How do unimodal mid-air gesture feedback techniques influence driving
performance and in-car interaction (Experiment 4)?
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The Literature Review (Section 2.5) and the previous Chapter (Chapter 3) showed that au-
ditory, Cutaneous Push, and peripheral vision are effective means of communication during
in-car interaction. Auditory feedback is a high resolution modality which has been shown
to be beneficial for many applications. The focus of this chapter is on unimodal feedback,
in particular, to provide a well studied basis for future multimodal applications. Study 4
presents the effects of different types of feedback for in-car mid-air gestures: (1) Auditory
feedback; (2) Peripheral Lights feedback; and (3) Cutaneous Push feedback. The impact of
novel unimodal feedback on visual distraction (gaze away from the road), car control (lane
deviation), gesturing performance, and cognitive workload was studied.

Figure 4.1: Sketch of experiment set-up. From left to right: 5 lane motorway projected onto
wall; LED strip for Peripheral Lights feedback; steering wheel with Cutaneous Push feed-
back; 8 inch screen for Visual feedback; headphones for Audio feedback. In this scenario,
the participant is gesturing Victory with their right hand above the gear stick.

In this thesis, the focus is on simple mid-air hand movements, likes swipes and poses, rather
than user interface controls like buttons and sliders used in previous in-car research [79, 38,
80]. Simple movements are more representative of how production cars utilise gestures and
are intended to further reduce distraction, using input to simply invoke actions rather than
precisely control quantities (as with sliders and dials).
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4.1.1 Chapter Structure

Section 4.2 introduces the Research Aim and the Research Question for this chapter. Section
4.3 describes the design of unimodal feedback techniques. Section 4.4 presents the results
and Section 4.5 discusses these and the limitations of the experiment and the presented tech-
niques. Section 4.6 gives conclusions and revisits the research question discussed earlier in
this chapter.

4.2 Research Aims

A study was designed to investigate the effectiveness of four different types of feedback for
four different mid-air gestures in a simulated driving environment. The key aim was to gain
insight into the feedback modality which distracts the driver least from the primary driving
task and supports gesture interaction.

The first aim of this study was to measure the impact of feedback modality for gestures on
driving safety. In the context of this thesis, driver safety is measured through driving per-
formance, eyes-off-the-road time, and perceived workload. It is of utmost importance to
understand whether and which feedback type affects driver safety to eliminate negative im-
pact factors. Since this study looked at feedback for mid-air gestures, the effects of feedback
modality on the gesturing performance were studied as well.

The three main aims of this experiment are to: (1) determine which feedback type has least
impact on driving and gesturing performance, eyes-off-the-road time, and driver workload;
(2) investigate the impact of gesturing in mid-air on driving safety; and (3) analyse which
feedback modality has highest user acceptance. These aims begin to contribute an answer to
the second research question of this thesis:

RQ2: How do unimodal mid-air gesture feedback techniques influence driving
performance and in-car interaction (Experiment 4)?

4.3 Methodology

4.3.1 Gestures

An existing set of gestures was used based on in-car mid-air gesture design guidelines [229,
104] and ones already available for in-car use (BMW, VW) (note: this study was conducted
at the end of 2016; there are more in-car gestures being utilised now). VW introduced
mid-air swipe left/right in their gesture enabled user interface [27], which was used in this
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study (Figure 4.2 right). BMW use a circular motion to increase/decrease a selection. The
participants had to perform a circular motion with an extended index finger either clockwise
(increase) or anticlockwise (decrease) (Figure 4.2 Left). The victory gesture (extended index
and middle fingers) was also introduced by BMW and adopted here (Figure 4.2 middle). Its
purpose is to turn the system / display screen on or off.

(a) (b) (c)

Figure 4.2: The three types of gestures used in our study. From left to right: circle, victory,
swipe. Participants were asked to gesture with their right hand above the gear stick.

The following types of mid-air gestures were used: Circle Clockwise 2, 3, 4 times (CW2,
CW3, CW4), and Circle Anticlockwise 2, 3, 4 times (ACW2, ACW3, ACW4), Victory (V),
Swipe Left 2, 3, 4 times (SL2, SL3, SL4), and Swipe Right 2, 3, 4 times (SR2, SR3, SR4).
The gestures were differentiated depending on hand posture and arm movement, not the
number of executions, thus the gesture set consists of five different gestures (SL, SR, V,
CW, ACW). Previous research suggests the use of four to eight gestures for in-car gesture
interaction [110, 2, 111]. The choice to start with two gesture executions (e.g. CW2) rather
than one (CW1) was due to two reasons: 1) in a real world scenario, it is highly unlikely
that the user would increase the volume by one unit, or decrease the temperature by 1 degree
Celsius; and 2) in order to keep the swipe motions comparable to the clockwise motions,
they too started with two executions of the same motion.

A gesture interaction consists of three parts: the gesture, the execution time, and feedback
time. The duration of a single gesture consists of 750 ms execution time and up to 500 ms
for gesture feedback. For example, a single swipe motion lasts for at least 750 ms. If the
participants were instructed to execute a circle clockwise four times (CW4), the duration of
the interaction is at least 3600 (4x750 ms gesture execution and 4x500ms feedback) ms long
(Table 4.1). The Leap Motion controller [4] was used for gesture recognition of swipe and
circle gestures. The victory gesture was detected by extending the index and middle finger
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for 750 ms dwell time.

In this thesis, the gestures were performed with right hand only (as if the car was driving on
the right). The gestures were distinct motions completed above the area where the gear stick
is located (Figure 4.3).

1

4 5
6

3

2

Figure 4.3: Experimental Setup. The placements of the individual devices were guided by
the measurements of a Jaguar Landrover Discovery Sport. 1: webcamera, 2: LED strip, 3:
centre console monitor, 4: Cutaneous Push feedback [20], 4: capacitive sensor, and 6: Leap
Motion sensor.

4.3.2 Feedback Design

As found by May et al. [98] and during pilot studies, participants were prone to making
accidental gestures by entry of sensing area above the Leap Motion (i.e. interaction box).
Thus the system was implemented such that feedback was only provided to the expected
gesture types for the current task. If a circular motion was expected, only CW and ACW
motions caused system reactions. This allowed participants to make mistakes but did not
trigger unwanted system responses [104].

Alignment feedback was presented after gesture execution in a discrete manner instead of
presenting it during the execution and continuously. Continuous feedback is important for
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usability [104, 34], however it can increase task duration and visual demand. [116].

Visual Feedback

Visual feedback (VF) was provided on the centre console screen to the right of the participant
(Figure 4.3). VF functioned as baseline for the other feedback conditions. VF was chosen
because it is the most common feedback type in combination with mid-air gestures in cars
(e.g. BMW, VW, etc). The GUI design was adapted from the Jaguar Landrover Discovery
Sport’s GUI [230] in terms of the size of the screen, size of text, etc. Figure 4.4 show the GUI
which consisted of a horizontal single scroll bar (from −5 to +5). Zobl et al. [129] used a
horizontal alignment of the bar since swiping motions were performed horizontally. Further,
the horizontal bar resembles VW’s mid-air gesture GUI in which a swipe left motion moves
a song cover from the right to the left to the next song. In this GUI, SL and SR shift the scale
of the bar in either direction (SR1: −6 to +4, SR2: −7 to +3), maintaining the cursor in the
centre of the screen (mimicking VW’s song swipe); successful CW and ACW motions result
in increase/decrease of the cursor on the scale; and V turns the screen on / off.

Figure 4.4: The 8 inch centre console screen for Visual feedback. Left: change in cursor
position after three Circle Clockwise motions. Right: change in scale labels after three
Swipe Left motions.

Auditory Feedback

Auditory feedback (AF) was presented via Earcons [138]. The tones used were generated in
Audacity [231] and guided by Freeman’s audio feedback [34] (Table 4.1). After a gesture
was recognised by the system, Audio feedback was presented immediately. Each gesture
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had a distinct Auditory feedback. Feedback for the V gesture were Windows XP hardware
insert/remove sounds. The entire duration of the feedback was 500ms. SR feedback was
a double beep at C5 frequency which lasted a total of 350ms, and feedback for SL was a
double beep at C4. Feedback for the clockwise circular motion was the increase of the note
by an octave, and decrease by an octave for the anticlockwise motion. The feedback for the
circular motions lasted 500 ms.

Gesture Tone Duration Time b/w notes
V on g#4→ c5 2 x 225 ms 50 ms

V off c5→ g#4 2 x 225 ms 50 ms

SL c4→ c4 2 x 150 ms 50 ms

SR c5→ c5 2 x 150 ms 50 ms

CW c4→ b4 500 ms -

ACW b4→ c4 500 ms -

Table 4.1: This table shows the Auditory feedback used for each gesture. The arrow in Tone
describes the transition from one note to the next. Duration describes the length of each note.

Tactile Feedback

Tactile cues were presented via Cutaneous Push feedback (CPF) from the steering wheel
and to the driver’s left palm. The steering wheel from Studies 2 & 3 was used (Figure 3.8).
The pin L1 presents Cutaneous Push feedback to the thenar/thumb region, L2 and L3 pro-
vide feedback to the median palmar region (L2 behind the index finger; L3 behind the little
finger). Cutaneous Push feedback was displayed for the same amount time as the other tech-
niques. Feedback for the V gesture presented all pins at the same time to the palm (72.25%
recognition success in Study 2). Feedback for the SL motion was a double poke of the L2
pin with a gap of 50ms (total 350ms). It was presented to the L2, because it is the left-most
pin and therefore a ‘mirror’ of direction of the swipe left gesture. Feedback for SR was the
sequential display of L1 (because it is the right most pin). This feedback resembles the dou-
ble beep feedback from the Audio condition. Feedback for the circular motion mimicked the
circling hand: if the driver circled clockwise, the Cutaneous Push feedback presented L3→
L2→ L1 (73.51% recognition success in Study 3). Each presentation lasted 166ms, totalling
500ms (Table 4.2). The aim was to have similar duration for each single pin presentation for
each gesture; thus pins were presented 150-166 ms.
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Gesture Pins Duration Time b/w Pins
V all 150 ms -

SL L2→ L2 2 x 150 ms 50 ms

SR L1→ L1 2 x 150 ms 50 ms

CW L3→ L2→ P1 3 x 166 ms -

ACW L1→ L2→ P3 3 x 166 ms -

Table 4.2: This table shows the Cutaneous Push feedback used for each gesture. The arrow
in Pins describes the transition from one feedback location on the palm to the next. Duration
describes the length of each pin presentation.

Peripheral Lights Feedback

The Peripheral Lights feedback (PLF) displayed on a single LED strip from the A-pillar on
the left side of the driver to the beginning of the centre console (Figure 4.3). The strip was
placed behind the steering wheel where the car instrument cluster would be (as proposed by
Löcken et al. [17]).

Feedback for the V-on gesture was presented with an animation of blue lights moving from
both ends of the LED strip to the centre. The entire animation lasted for 500 ms. V-off
feedback was an outward animation of red lights (from centre to the ends of the LED strip).
Red and blue colours were chosen to avoid issues for users who were colour blind. This
animation was inspired by how conductors inform the orchestra to start or end the music.
Feedback for SL and SR gestures mimicked their movements with animations moving from
right to left, and left to right respectively. The design was inspired by the Do that, there

system [34] where Peripheral Lights moved from side to side mimicking the gesturing hand.
Duration of the entire animation was 350 ms and with each motion, the colours transitioned
from red to blue or blue to red, respectively. Feedback for the CW and ACW gestures were
500 ms long pulses of the entire strip. The colours transitioned from blue to red with a
clockwise motion and from red to blue with a anticlockwise motion, based on the setup in
[51].

Sensor Strength Feedback

Users need to know where to gesture, so that they interact where their hand movements
can be detected by a gesture-sensing system. Gestures performed outside of a system’s
sensor range cannot be detected and gestures executed at the limits of this range might not
be detected reliably [51]. The system therefore, needs to inform the user, where to gesture for
optimal recognition. Especially in a driving situation, this feedback needs to be informative
but not distracting.
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In this study, sensor strength information was displayed to a fist gesture to avoid unintentional
feedback. The fist gesture has been used by Sterkenburg et al. [108] to navigate in an
interaction space (Section sec:attention). The participant formed a fist, and entered the hand
into the gesture sensing area. Then participants received modality dependent feedback to
adjust the position of their fist to be in the “sweet spot” of the interaction box (Figure 2.10).
Positioning the hand in the “sweet spot” allows users to complete gestures within the vision
of the sensor. A circle gesture, for instance, is only recognised if the entire motion was
executed within the sensor’s range of vision. Once the fist is opened to a flat hand, sensor
strength feedback ceased.

Following the Proxemic Flow [105] design, sensor strength feedback for Visual and Periph-
eral Lights was colour coded according to a traffic light system. If the participant’s fist was in
the centre of interaction area, the LED strip flashed a dim green colour; it transitioned to red
the further the hand moved away from the “sweet spot”. For Visual feedback, a colour-coded
dot of 1 cm diameter mapped the position of the driver’s hand onto the centre console screen
screen. If the fist was outside the sensing area, no feedback was provided. Sensor strength
feedback for the Auditory and Cutaneous Push conditions were designed in the fashion of a
Geiger counter, with increasing feedback frequency, the closer the fist moved to the centre.
Pin L3 provided the tactile Geiger counter feedback, and the note c5 was presented for the
auditory Geiger counter feedback.

4.3.3 Apparatus

The experiment took place in a usability laboratory equipped with a computer, on which the
OpenDS simulation was run, a 24 inch screen on which the driving simulator was displayed,
an 8 inch screen to the right of the driver mimicking a car’s centre console screen, a Leap
Motion tracker to sense the user’s gesturing hand, a Logitech web camera located on top of
the main screen, three solenoid powered pins protruding from the steering wheel providing
feedback to the driver’s left palm [20], a capacitive sensor attached to the steering wheel
under the driver’s right hand (to measure hands-off-the-wheel time), and a 107 cm long
Adafruit NeoPixel LED light strip [232] (Figure 4.3). The placements of the individual
devices were guided by the measurements of a Jaguar Land Rover Discovery Sport. The
Leap Motion device was placed where the gear stick would be such that the interaction area
is a cube on the right of the steering wheel, above the gear stick. This ensured that the gesture
execution area was close to the steering wheel, as recommended by Riener et al. [2]. The
measurements of the interaction box are the Leap Motion’s default settings: width: 235.24
mm, height: 235.24 mm, and depth: 147.75 mm.

The webcam recorded the participants’ eye gaze while performing the driving and input
tasks. Eye gaze direction analysis showed the amount of eyes-off-the-road time caused by
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the interaction. Gaze and head pose data were extracted using OpenFace [233], an open
source tool for eye-gaze and head pose estimation. An SVM classifier with a linear kernel
was trained on 7078 images obtained during a pilot study. Input data for the classifier were
3D vectors for each eye and head pose rotation. The SVM model classified 91.54% eyes-
off-the-road time correctly (10-fold cross validation).

OpenDS Version 3 [213] was used to simulate a lane-keeping driving scenario. Participants
had to drive the car in the middle lane. The centre of the motorway (middle of middle lane)
was used as the zero point for measuring lane deviation. Bridge panels above the motorway
reminded the driver throughout the study, to stay in the middle lane (Figure 4.3).

4.3.4 Measures

The Independent Variable was feedback type. There were four levels: Visual, Auditory, hap-
tic and Peripheral Visual. The Dependent Variables were: lane deviation (metres), visual
attention to primary task (number of glances at centre console, average duration per glance
in ms, average time between glances in ms), number of correct of gestures (% correct), task
duration (hand-off-the-wheel-time in ms), perceived workload (NASA TLX), and a ques-
tionnaire (demographics, handedness, preferences of feedback).

As mentioned in the Literature Review (Section 2.2), cognitive workload can be measured
through pupil dilation, however it is not a standard in the driving community. Further, the
technology to accomplish this was not available for this project, due to financial constraints.
Longitudinal data (i.e. speed variability) was not measured as it is not a commonly used
protocol because it adds mental demand on the driver [49].

4.3.5 Hypotheses

• H1: Visual distraction from the primary driving task will be significantly decreased in
the non-visual conditions;

• H2: There will be a significant difference in lane deviation across the conditions, with
lane deviation highest in the Visual feedback condition;

• H3: Gesturing success will be significantly higher in the Visual feedback condition;

• H4: There will be a significant difference in perceived workload across the conditions,
with Visual having the highest;

• H5: Users will prefer the non-visual feedback types over the Visual feedback.



4.3. Methodology 97

Hypothesis H1 predicts that eyes-off-the-road time (EORT) will be significantly less during
the non-visual feedback conditions than during the Visual condition. As discussed in the
Literature Review, a large body of research has shown that non-visual infotainment feedback
reduces EORT significantly. Consequently, hypothesis H2 predicts deterioration of driving
performance due to increased visual distractions in the Visual condition. The more often
and the longer the eyes are off the road, the higher the risk for poor driving performance
and increased crash risks [58]. Hypothesis H4 expects differences in workload between
the feedback conditions. As discussed previously (Section 2.2), increased glances off the
road correlate with higher workload and impact perceived driving safety of participants [69].
Therefore, hypothesis H5 predicts that Visual feedback will be the least preferred technique.

Hypothesis H3 argues that gesturing performance will be higher during Visual feedback.
The reasoning for this is that participants are generally more accustomed to Visual feedback
from the centre console in cars than other feedback types.

Pilot Study

As mentioned before, it is important for the user to know where to gesture. During the pilot
study, sensor strength feedback was presented to the fist gesture. However, it proved to be
unnecessary to display sensor strength feedback in a small interaction area such as the car
cockpit. The driver’s torso is in immediate proximity to the gesture sensing area, and initial
observations showed that after a few preliminary executions, muscle memory sufficed to
locate the “sweet spot”.

Participants were introduced to the gesture sensing area through Leap motion’s demo view
(Figure 4.5). This view provides users with the knowledge about the size of the sensing area,
the location of the sensor’s centre, and the reliability of the gesture recognition. The intro-
duction to the study via Leap motion’s demo view provided participants with the necessary
knowledge about where to gesture.

4.3.6 Procedure

On arrival, participants were provided with an introduction to the experiment. This included
two executions of each mid-air gesture in every condition (4 gestures per condition x 2 ex-
ecutions per condition and x 4 feedback modalities = 32 gesture executions). After approx-
imately 20 seconds of stabilised driving in the middle lane, the experiment and recordings
of the data started. The experiment consisted of four blocks, one block for each feedback
condition. During each block, participants executed 30 mid-air gestures (10 x SL/SR, 10 x
V, 10 x CW/ACW). Each block lasted approximately 10 minutes. To counterbalance for any
learning effect, the conditions were ordered via a Balanced Latin Square.
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Figure 4.5: Leap Motion’s diagnostic visualiser. It shows the user the infrared images cap-
tured by the device (i.e. what the device “sees”). In a three dimensional grid (the interaction
box), the gesturing hand is projected. In the centre of the box, there is a small dot, indicating
the sensor’s sweet spot.

Mid-air gesture instructions were presented via a pop-up message box at the centre top of
the main screen above the road. The instructions were also provided via speech through
headphones the participants were wearing at all times. The message box was displayed for
3 seconds and the accompanying auditory instructions lasted up to 2 seconds. The auditory
instructions were “swipe left/right 2-4”, “(anti) clockwise 2-4”, “victory” (and during the
introduction phase there was an additional “find sweet spot”). The speech instructions were
read aloud by a male US American voice (www.cereproc.com/ Voice: Nathan. Accessed
2016-01-31). This reduced the chances of participants missing an instruction.

Once an instruction to gesture was provided, the participants took their right hand off the
wheel (whilst steering the simulated car with their left), executed the requested gestures as
fast and as accurately as possible, and returned the hand back to the steering wheel. Once
the hand was placed back, there was a random interval of 5 - 10 seconds before the next
gesture execution. This interval provided an opportunity to return the car to the middle lane
and regain stabilised driving, if necessary. After each feedback condition block, participants
were asked to fill in a NASA TLX workload questionnaire.

4.3.7 Participants

Nineteen participants (10 females) ranging from 19 to 35 years of age (µ 24.42 σ 5.79) were
recruited via the University of Glasgow’s student online forum. Of these 19, nine participants
had a Left-Hand-Traffic (LHT) driving license and 10 a Right-Hand-Traffic (RHT) driving
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Figure 4.6: Flow chart of a block. A block consists of: participant drives for 20 seconds
straight, a gesture instruction is given via pop-up box and auditory instructions for 3 sec-
onds, the participant executes the requested gesture as fast and as accurately as possible, and
continues driving for 5-10 seconds. If it was the last trial of the block, the simulation stops.
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license. A total of 13 participants indicated that they had no prior experience with mid-air
gesture interfaces. Two participants were left handed. Participants were paid £6 for an hour
of their time.

4.4 Results

4.4.1 Gaze Behaviour

Shapiro-Wilk normality test showed that eye gaze data was non-normal (W = 0.411, p −
value < 0.001). An ANOVA analysis of Aligned Rank Transformed (ART) [234] data was
executed on whether gesture or feedback type can predict eyes-off-the-road time. The re-
sults show, that looking away time is significantly influenced by feedback type (chi2(3) =

70.771, p < 0.001) and by individual gestures (chi2(12) = 8.198, p < 0.001). Visual
feedback caused significantly higher EORT than Auditory (p < 0.001), Peripheral Lights
(p < 0.001), or Cutaneous Push (p < 0.001) feedback. An ART ANOVA showed that ges-
ture type (CW, SL, V, etc) influences EORT significantly (chi2(4) = 25.794, p < 0.001). A
pairwise multiple comparison test showed that all gestures, as well as gesture types had a
significant impact on EORT compared to Victory, with CW (p < 0.001), ACW (p < 0.001),
SL (p < 0.001), and SR (p < 0.001) increasing EORT.

4.4.2 Driving Performance

Driving performance was measured in the same fashion as in the first three experiments.
Driving data was non-normally distributed W = 0.411, p < 0.001, as shown by Shapiro-
Wilk normality tests. An ART repeated measures ANOVA showed that there is a significant
impact of gesture (χ2(12) = 6.886, p < 0.001) and condition (χ2(3) = 6.418, p < 0.001)
on driving behaviour; however, not the combination of both (χ2(36) = 1.204, p = 0.193).
A pairwise multiple comparison test showed that Visual (p = 0.001) and Peripheral Lights
(p = 0.002) feedback significantly increased lane deviation compared to Auditory feedback
(Figure 4.7). Further pairwise multiple comparison post hoc test showed, that Victory gesture
had a significantly lower impact on lane deviation than CW3 (p = 0.029), CW4 (p = 0.031),
ACW4 (p = 0.034), SL3 (p < 0.001), SL4 (p < 0.001), SR2 (p = 0.012), SR3 (p < 0.001),
and SR4 (p < 0.001). Further, CW2, ACW2, and ACW3 had significantly less impact on
driving than SL3 (CW2: p = 0.034, ACW3: p = 0.089), SL4 (CW2: p < 0.001, ACW2:
p = 0.005, ACW3: p = 0.001), SR3 (CW2: p = 0.001, ACW2: p = 0.017, ACW3:
p = 0.004), SR4 (CW2: p = 0.008, ACW3: p = 0.026).
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Figure 4.7: Feedback conditions plotted according to lane deviation and Eyes-Off-the-Road
time.

An ART ANOVA was run on whether gesture type influences driving behaviour, with a
significant result (χ2(4) = 24.638, p < 0.001). Post-hoc multi comparison test of mean
values showed that there is a significant difference between all gestures types except CW
and ACW (p = 0.999), and SL and SR (p = 0.996).

4.4.3 Gesturing Performance

The gesture performance data was binary since the participants either correctly or incorrectly
executed the gesture instruction. Overall gesture performance was 69.06%. Success rates for
gestures differed significantly (z = 2.822, p = 0.035) between the gesture families, with CW
69.01%, ACW 76.53%, SL 59.21%, SR 44.27%, and V 96.26%.

A binomial regression was run on whether feedback type influenced gesturing performance.
Feedback type significantly impacts gesturing outcome (z = 5.265, p < 0.001). Multiple
comparisons of means showed that there is a significant difference in performance between
Visual and Peripheral (z = −2.869, p = 0.021), and Visual and Cutaneous Push (z =

−5.164, p < 0.001), as well as Auditory and Cutaneous Push feedback (z = −4.604, p <
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Figure 4.8: Impact of gestures on lane deviation and EORT. Gestures: Circle Clockwise 2,
3, 4 times (CW2, CW3, CW4), and Circle Anticlockwise 2, 3, 4 times (ACW2, ACW3,
ACW4), Victory (V), Swipe Left 2, 3, 4 times (SL2, SL3, SL4), and Swipe Right 2, 3, 4
times (SR2, SR3, SR4).

0.001). Average performance rates for each feedback type are Visual with 74.56%, Auditory
with 73.14%, Peripheral Lights with 67.36%, and Cutaneous Push with 61.22% (Figure
4.10).

Hands-off-the-Wheel (HoW) duration was non-normal (W = 0.905, p < 0.001). A re-
peated two-way ANOVA on aligned rank transformed HoW data showed, that condition
significantly influences HoW duration (χ2(3) = 4.461, p = 0.004), as well as gesture
family (χ2(4) = 94.107, p < 0.001); however, there is no mixed effect of both on HoW
(χ2(12) = 0.871, p = 0.576). Post-hoc multiple comparison showed a difference between
Peripheral and Visual (p = 0.031), and Peripheral and Cutaneous Push (p = 0.027), with
P impacting HoW duration the most. Post-hoc multiple comparison showed that Victory
gesture impacts HoW duration the least (p < 0.001). Spearman’s rank test was run to deter-
mine whether there is a correlation between HoW time and successful gesture execution. No
significance was found (S = 243, ρ = 0.169, p = 0.408).
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Figure 4.9: Impact of feedback conditions (left) and gestures families (right) on lane devia-
tion. Gestures: ACW: Anti-clockwise, CW: Clockwise, SL: Swipe Left, SR: Swipe Right,
V: Victory.
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Figure 4.10: Gesture performance presented across feedback type and gesture family. Con-
ditions: A: Auditory, P: Peripheral Lights, C: Cutaneous, V: Visual. Gestures: ACW: Anti-
clockwise, CW: Clockwise, SL: Swipe Left, SR: Swipe Right, V: Victory.

4.4.4 Qualitative Data

MANOVA test of the NASA TLX questionnaire revealed a significant difference in mental
demand (χ2(3) = 2.9153, p = 0.04), with Cutaneous Push feedback having the highest level
(Figure 4.11), and in perceived performance (χ2(3) = 3.801, p = 0.012). Visual feedback
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negatively impacted mental demand and perceived performance significantly. There were
no significant differences in the remaining measures: physical demand (χ2(3) = 0.707, p =

0.551), temporal demand (χ2(3) = 1.036, p = 0.381), effort (χ2(3) = 0.887, p = 0.451),
and frustration (χ2(3) = 2.313, p = 0.082).
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Figure 4.11: Left: NASA TLX questionnaire results displaying users rating of perceived
demands. 0 is low demand and 10 is high demand. Right: User preferences of the feed-
back modalities. MD: Mental Demand, PD: Physical Demand, TD: Temporal Demand, PE:
Performance, EF: Effort, FR: Frustration.

Each participant ranked the feedback types from most to least preferred. Analysis of the
questionnaire showed that 38.9% of participants preferred Auditory feedback, followed by
33.3% preferring both Peripheral Lights and Cutaneous Push feedback. Visual feedback was
ranked as least preferred feedback type by 44.4% of the participants.

4.5 Discussion

In this chapter, the effects of four different types of feedback on mid-air gesture interaction
during simulated driving were investigated. The results provide insights into the effects of
feedback type on the primary driving task and the secondary gesturing task.

H1 Visual distraction from the primary driving task will be significantly de-
creased in the non-visual conditions

The results suggest that providing non-visual feedback for mid-air gesture input is promis-
ing since it reduces Eyes-off-the-Road Time significantly (Figure 4.7), with Auditory and
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Cutaneous Push feedback resulting in the least time looking away from the road. Therefore,
hypothesis H1 was accepted.

H2 There will be a significant difference in lane deviation across the conditions,
with lane deviation highest in the Visual feedback condition

Hypothesis H2 was also accepted since feedback type influenced driving performance sig-
nificantly, with Visual and Peripheral Lights feedback having the most negative influence.

H3 Gesturing success will be significantly higher in the Visual feedback condi-
tion

Hypothesis H3 is accepted since there was a significant difference between secondary task
performance depending on feedback condition. Gestures were performed best during the
VF condition (Figure 4.10). The reason behind this high performance rate during VF is due
to participants being familiar with visual feedback in general. However, it is important to
notice, that participants were provided system state in the Visual condition. The scale on the
centre console screen provided numbers where participants could keep track of the success
of their interaction. None of the other feedback modalities provided system state, which
is a design limitation. During the other conditions, it is assumed that participants needed
to count the number of correctly executed gestures in addition to executing them. Gesture
performance during AF was second highest, which is in accordance with the literature sug-
gesting that Auditory feedback is a suitable alternative for visual feedback. Cutaneous Push
feedback did not support gesture interaction as well as the other techniques.

Analysis of type of gesture revealed that gestures which require more time to execute (e.g.
ACW4), influenced eyes-off-the-road time significantly across all conditions. The more time
the gesture required for execution, the greater the glance duration and number of glances off
the road. Further, the longer a gesture required for execution, the less successful it was. The
wider the time window for gesture operation, the more units of movement are executed, and
the more mistakes can be made. In other words, the longer the duration, the more consistently
accurate the movement has to be. A long term effect of mid-air gesture execution might be
fatigue of the arm and shoulder since participants had to move their entire arms [235]. This
means that in-car mid-air gestures should be designed such that they require little arm and
shoulder movements and are short, such as the V gesture.

Further analysis revealed a significant difference in secondary task performance across ges-
tures. The V gesture yielded the highest performance accuracy with 96.26%. This might be
due to the V gesture consisting of a single discrete and static motion. Other gestures con-
sisted of two or more motions (e.g. SL2, CW2). Swipe motions performed worst, especially
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SR. CW motions performed worse than ACW gestures. This might be due to the SR and
CW gestures being motions where the arm is moving away from the torso of the driver. This
“away” movement might have caused greater arm and shoulder fatigue [235]. The difference
between the circular motion and the swipe motion was the nature of their continuity. A CW2
motion is one continuously performed gesture. With SL2, the user has to return the hand to
the start point and swipe again. This interruption of rhythm — the new alignment of the hand
inside the interaction box — might have caused the different performance rates between the
gestures.

H4 There will a significant difference in perceived workload across the condi-
tions, with Visual having the highest

There was a significant difference in perceived mental demand across the conditions, thus
H4 was accepted. Visual feedback caused highest perceived mental demand and lowest
perceived performance, despite quantitative analysis showing that gesturing performance
was highest in Visual feedback. However, this difference in cognitive workload was expected
as Liang et al. [58] have shown a correlation between glances off the road and mental
demand. Visual distractions lead to higher perceived cognitive workload [140], especially
if secondary tasks are complex and require a number of steps to achieve the end goal [69].
This was confirmed by participants P18 with “the position of the small screen felt a bit too
far from the PC screen”. The physical setup - which was informed by a Jaguar Land Rover
Discovery Sport - lead to an increased number of head movements towards the centre console
screen. This is reflected in the increased Physical Demand result during the Visual feedback
conditions.

H5 Users will prefer the non-visual feedback types over the Visual feedback

Generally, non-visual feedback increased subjective impression of safe driving, which was
reflected in Visual feedback being ranked least preferred and Auditory feedback most pre-
ferred. Second most preferred feedback modality was Cutaneous Push, despite participants
experiencing difficulties due to unfamiliarity with the feedback mechanism which was ex-
pressed as “it was not as easy to differentiate between the different swipe types than the
others [feedback types]”. Therefore, hypothesis H5 was accepted since VF was ranked least
preferred. AF was ranked most preferred followed by CPF.

Interestingly, RHT participants had significantly better gesture performance than LHT par-
ticipants, 76.75% and 60.5% respectively, even though all were right handed but one person
per group. Since there was no impact of LHT versus RHT on driving behaviour, a possible
conclusion is that LHT participants are not used to operate an in-car interaction system with
their right hand and maintain stable driving with their left hand. Therefore, they prioritised
safe driving over correct gesture performance.
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4.5.1 Limitations

This study investigated four modalities for mid-air gesture feedback in driving scenarios.
The design choices in the presented study only allowed feedback to an expected gesture.
Thus, the results are a best case scenario as eyes-off-the-road time can increase in the case of
error states. However, this study investigated the impact of feedback; it did not aim to create
the perfect gesture sensor system.

The feedback was designed such that it did not provide any system state, except during the
Visual condition. During each other condition, users received feedback from the system
about successful gesture execution, but no additional meaning to it. For example, if the
participants were instructed to circle clockwise three times during the Peripheral Lights con-
dition, the entire LED strip flashed after each successful execution. However, it might have
been more informative, if with each successful gesture execution, one specific segment of
the LED had lit up. An increase of blue light segments towards the right could indicate a
rise (of some value e.g. temperature), and a movement of the light segments to the left could
indicate a decrease (similar to the scale in the Visual condition).

As discussed in Section 2.4, mid-air gesture interaction benefits from Attention feedback,
especially in a driving environment. A lack of feedback can encourage the driver to take
their eyes off the road in an attempt to understand the current problem. If the systems does
not show system attention, then users do not know whether the lack of response to their
input was due to their movements not being sensed, or if they were sensed but their input not
recognised as a valid gesture. Attention feedback will be provided in the next iteration.

Swipe motions performed worst, especially SR. SR gestures are motions where the arm is
moving away from the torso of the driver and this “away” movement might have caused
greater arm and shoulder fatigue [235]. The difference between the circular motion and
the swipe motion was the nature of their continuity. A CW2 motion is one continuously
performed gesture. With SL2, the user has to return the hand to the start point and swipe
again. This interruption of rhythm — the new alignment of the hand inside the interaction
box — might have caused the different performance rates between the gestures. Further,
“resetting” the swiping motion — returning the hand to the starting point to swipe again —
might have caused misclassification of the intent. The user wanted to swipe right again, thus
brought the hand back to the left and this “resetting” was interpreted by the Leap Motion
device as a left swipe.

The chosen interaction box size was too large for the car cockpit setup. Occasionally, the
sensing system classified the resting hand on the steering wheel as a Fist gesture and pro-
vided sensor strength feedback. This will be mitigated in the next iteration. The size of the
interaction box might have also obstructed successful execution of swiping gestures. To al-
low drivers to swipe in a car cockpit, the interaction area has to be of appropriate size. On the
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EORT Lane Dev Gesture Workload User Preference
Visual X X X X X

Auditory X X X X X
Peripheral Lights X X X X X
Cutaneous Push X X X X X

Table 4.3: Significant impact (“X”) of the feedback types on EORT, driving and gestur-
ing performance, mental workload and user preference. Visual feedback had a significant
impact on all measures but gesture performance. Peripheral lights feedback negatively im-
pacted driving and gesturing performance. Cutaneous Push impacted gesturing performance
negatively. The results suggest that Visual feedback for mid-air gestures impacts all aspects
of driving negatively.

one hand, the size of the interaction box, has to be small enough to allow for “reset” motions
outside the box; on the other hand, it needs to be large enough to allow for space to gesture.
The new dimensions of the interaction box will be guided by research findings.

Finally, despite its inherently non-visual information presentation, non-visual feedback still
resulted in some EORT. As study observations showed, a large portion of off-road glances
might have been caused by the (at times undependable) gesture recognition of the Leap
Motion device. It mis-classified gestures which led to elongated gesturing time, elongated
hands-off-the-wheel time, and caused frustration with the participants, which occasionally
led them to abandon execution of the requested gesture instruction.

4.6 Conclusions

This chapter presented an investigation into the effects of different feedback modalities on
mid-air gesture interaction in cars. A simulated driving study was conducted to investigate
how different types of unimodal feedback can support in-air gestures.

The non-visual feedback techniques tested in this study caused least distraction from the
road. As discussed throughout this thesis, it is important to keep visual distraction limited
to avoid increasing risks of crashes. Auditory, Peripheral Lights, and Cutaneous Push feed-
back were shown to cause least eyes-off-the-road time, and Visual feedback the most (Table
4.3). It is alarming to notice that the most commonly used feedback technology — Visual
feedback via centre console — causes the most EORT, highest mental demand, and highest
frustration. It further caused greater physical distraction due to head movements towards
the centre console. Visual feedback significantly increased all aspects of driver distraction:
visual, cognitive, and manual distraction [57].

Non-visual feedback techniques investigated in this study show promise for in-car usage.
The results presented in Table 4.3 suggest that Auditory feedback is the most appropriate
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feedback technique for mid-air gesturing in cars. However, Auditory feedback can be inter-
rupting in conversations or when listening to music, and it is not always a discreet message
delivery system. A multimodal combination of the feedback techniques presented here could
be a promising solution to harnessing each technique’s strengths. For instance, Freeman et

al. [34] showed that Peripheral Lights in combination with tactile feedback can successfully
overcome the shortcomings of each feedback type and provide an additional modality for
mid-air gesture feedback. A plethora of research has shown, that delivery of information
to multiple sensory channels provides redundant information, which alleviates mental effort
without negative impact, particularly in driving scenarios.

The findings from this study also showed that gesture sensing systems need to be more reli-
able in order to avoid additional cognitive demands [236]. False positive gesture recognition,
e.g. recognition of a gesture, the user did not intentionally direct towards the sensing system,
can confuse them and increase distraction as mental resources are redirected from driving
towards the understanding of the new system state. False negatives, e.g. the system analy-
ses movements in sequence and recognises two swipes where only one was executed, also
increases cognitive demands and frustration. It is important for gesture sensing systems to
reliably recognise gestures (i.e. avoid gesture accidents, as discussed in Section 2.4.5) if they
are to be incorporated into driving situations. However, as gesture sensing systems are not
reliable enough yet, feedback can inform the user exactly what they have just done or are in
the process of doing, so that they remain mentally ordered and in control of the interaction
[104]. However, feedback designers should avoid overly attention grabbing qualities in error
messages, as well as negative qualities as negative driver affect has been shown to impact
driving performance [127].

4.6.1 Research Question 2

It is important to provide feedback to the gesturing driver to keep them informed about the
outcome of their interaction. However, the feedback should not be cognitively demanding,
nor impact driving or gesturing behaviour. This study’s findings suggest that non-visual
feedback for mid-air gestures is a valid alternative for centre console feedback in driving
situations. The outcomes of the experiment are now summarised as recommendations in
response to the following research question:

RQ2: How do unimodal mid-air gesture feedback techniques influence driving
performance and in-car interaction (Experiment 4)?

Drivers need feedback from gesture sensing systems to align their mental model of system
state with the actual system state. Discrete system state feedback after gesture execution can
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support the driver during interaction, as it informs them about whether the command was
executed/interpreted successfully.

Generally, discrete gestures such as the Victory gesture should be utilised in a limited area
such as a car cockpit compared to continuous gestures such as swiping and circling. Discrete
gestures can be executed more quickly than continuous gestures, as well as more success-
fully.

4.6.2 Contributions

The research in this chapter makes the following contributions:

• It presents two novel feedback techniques for in-car mid-air gestures, namely Periph-
eral Lights and Cutaneous Push feedback;

• It investigates the impact of unimodal feedback for mid-air gesture interaction in sim-
ulated driving environments;

• It finds that participants prefer Auditory feedback over Peripheral Lights and Cuta-
neous Push, and particularly over Visual feedback.
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Chapter 5

Multimodal Feedback for Mid-air
Gestures in Cars

5.1 Introduction

Multimodal information displays can be beneficial as information is distributed across mul-
tiple sensory modalities [42, 43, 44, 45, 14, 46, 47, 48]. This is especially important for
drivers, as driving is a cognitively demanding task [42, 43, 44, 31]. By offloading feedback
to other sensory modalities, a reduction of the demands of in-car interaction is achievable
[41]. Chapter 4 started to explore the use of non-visual feedback for in-car gestures. It found
that auditory cues and haptic feedback from the steering wheel allowed drivers to keep their
eyes on the road, although since feedback was given in a single modality, feedback content
was limited. The limited amount of information was not as effective in supporting gesture
interaction as visual feedback shown on the console screen, which required eyes off the road.

This chapter builds on these and previous findings by further investigating non-visual feed-
back for mid-air gestures. The key aim of this chapter is to investigate the appropriate use of
bimodal feedback to exploit the possibility of redundant information, such that it will not de-
crease driving performance and not increase user workload. This chapter aims at answering
the following Research Question:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Experiments 5, 6, & 7)?

This chapter describes three experiments which investigate the effects of bimodal feedback
on driving performance, visual attention, secondary task performance, and driver workload.
Study 5 looks at five bimodal feedback combinations: Auditory-Visual, the baseline which
is representative of typical in-car systems; Tactile-Visual (Cutaneous Push feedback from
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the steering wheel and centre console feedback); Auditory-Tactile; Auditory-Peripheral (pe-
ripheral lights from an LED strip); and Tactile-Peripheral. The latter three feedback types
use non-visual and/or peripheral vision to enable drivers to focus on the road. The feedback
types used in this chapter are refined versions of the feedback design from Study 4. In a
simulated driving experiment, the efficacy of these feedback combinations were tested.

Study 6 investigates bimodal feedback where users performed mid-air gestures whilst per-
forming a Lane Change Task (LCT). This is a standard task (ISO standard 26022:2010) used
in automotive studies to investigate the demands of secondary tasks whilst driving (e.g., re-
sponding to navigation instructions or interacting with a system). Study 6 evaluated the use
of the same bimodal feedback techniques as in Study 5, but Tactile-Visual. Tactile-Visual
feedback resulted in highest EORT and lane deviation, as well as lowest user approval; thus
it was omitted from further investigation.

Study 7 introduces ultrasound for mid-air gesture interaction since car manufacturers like
BMW (HoloActive Touch [237]) and Bosch (neoSense [238]) are using it in their next gen-
eration cars. However, the impact of this feedback technique for mid-air gestures has not yet
been investigated. There is a necessity to understand and mitigate the effects of ultrasound
feedback for mid-air gestures such that neither driving performance nor safety is negatively
impacted by increased workload or distraction of the driver [22, 62]. Study 7 investigates
ultrasound feedback unimodally as well as bimodally combined with Visual, Auditory, and
Periperal Lights feedback. Therefore, the contribution of Study 7 is multimodal ultrasound
feedback and its effect on driving performance, visual attention, and perceived mental de-
mand during the Lane Change Task.

The contribution of Studies 5 - 7 are a detailed investigation of the effects of multimodal mid-
air gesture feedback whilst driving. The latter two studies also look at the impact of bimodal
gesture feedback during more challenging driving (i.e. LCT) and therefore contribute to the
following Research Question:

RQ4: What effect does multimodal mid-air gesture feedback have on interaction
in more challenging driving (Study 6 & 7)?

These three studies investigate multimodal feedback for gesturing, because feedback is es-
sential for in-car gesture interaction [38]. It is a core part of providing a 1) sense of agency
to the gesturing driver [35], 2) reducing eyes-off-the-road time [31, 166], and 3) distributing
secondary task information to a non-visual channel. By offloading interaction feedback to
multiple modalities, the demands of interacting with the in-car systems are decreased and
the noticeability of the feedback increased. Findings from the experiments presented in this
chapter make a contribution to improving gesture interaction in driving scenarios.
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5.1.1 Chapter Structure

Section 5.2 describes the design of the multimodal feedback for gesture interaction (Study
5). Section 5.3 presents Study 6 which builds on the findings of the multimodal feedback
techniques, and adds more challenging driving via the Lane Change Task, to assess demands
of the secondary gesturing task. Study 7 (Section 5.4) expands the findings by investigating
ultrasound feedback during the LCT. Section 5.5 gives conclusions and revisits the research
question discussed earlier in this chapter.

5.2 Study 5: Bimodal Mid-air Gesture Feedback

The study presented in this section introduces bimodal feedback for mid-air gesturing in
cars. The feedback techniques used for multimodal combinations were presented in Chapter
4; however, results from the previous study informed two changes to each feedback. Firstly,
whenever the hand entered the gesture interaction area, Attention feedback was given to
assure the user that the system was attentive and ready for input [104, 50, 239]. There was
no feedback provided on the hand exiting the interaction box.

Secondly, system state was displayed in each modality. It is important to inform the user
about the new state of the system to keep additional demands to a minimum. Feedback
about the system state aligns the user’s mental model with the current state.

Another three changes were made to the physical layout of the laboratory (Figure 5.1), in-
formed by Study 4. Firstly, the size of the interaction box was minimised to reduce accidental
gesture input; and to allow users to “reset” their gestures comfortably outside of the gesture
sensing area. Secondly, instead of using a 27 inch screen like in the previous setup, a Dell
projector displayed the driving simulator as an 80 inch large projection on the wall in front
of the participant. This was done to increase the fidelity of the simulation. Finally, blackout
blinds were installed to guarantee consistent lighting in the laboratory for optimal projection.

5.2.1 Research Aims

The study presented in this section introduces bimodal feedback for mid-air gesturing in cars.
A simulated driving study was designed to evaluate the effectiveness of different bimodal
feedback techniques for three different mid-air gestures. The aim was to gain insight into
the modality combination which best supported interaction without compromising driving
performance.

Similar to Study 4, the first aim was to investigate the impact of feedback on driving per-
formance. This includes the impact on deviation from the optimal path, visual distraction,
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Figure 5.1: Multimodal feedback for mid-air gestures in a simulated driving scenario. Feed-
back types are 1) Visual, 2) Auditory, 3) Peripheral Lights, and 4) Cutaneous Push.

additional workload, and secondary task performance. The second key point was to measure
the impact of gesturing in mid-air on driving. Finally, this study aimed at investigating the
impact of feedback combinations on user preference.

The three main aims of this experiment are to: (1) determine the impact of mid-air gesture
feedback on driving safety; (2) measure the impact of mid-air gestures on driving safety; and
(3) analyse which feedback combinations were most preferred by the participants. These
aims begin to contribute an answer to the third research question of this thesis:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Experiments 5, 6, & 7)?

5.2.2 Methodology

The study design is the same as in Study 4 (Section 4.3) unless it is explicitly stated that
there is a difference (i.e. sections Feedback Design, Measures, Hypothesis, Procedure, and
Participants).

Feedback Design

This section describes only the changes made in the design of the feedback from Study 4
(Section 4.3). Two key points have been added to each technique: 1) Attention feedback was
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presented after a 500 ms dwell (to avoid accidental gesture input) of the hand in the gesture
sensing area; and 2) display of system state after each successful gesture execution.

System Attention Feedback It is important that a mid-air gesture system informs the
driver that it “sees” them and is ready for interaction [104]. This lessens driver’s cognitive
load and increases usability of the system [50]. In this study, the system’s readiness to
interact was conveyed in the following fashion: in Visual feedback, the screen “woke up”
from a dimmed interface to a brightly lit one; during the AF condition, a short c5 note of 150
ms duration was played; in CPF, L3 pushed for 150 ms against the drivers palm; and in the
PLF condition, a white dim light pulsed for 350 ms (it was impossible to pulse it quicker).
The feedback was presented after a 500 ms delay upon entrance of the hand in the gesture
interaction area. The introduction of a 500 ms dwell was based on [98] to avoid unintentional
gesture input.

Visual Feedback (VF) was unchanged from Study 4 with one addition: Attention feed-
back (see above).

Auditory Feedback (AF) displayed system state through non-speech feedback followed
by speech. Total duration of feedback was then 500 ms. Speech feedback (200 ms) displayed
the system state by saying the current value of the system state (a number from 0 to 10). The
non-speech Earcons are unchanged from Study 4 (300 ms). The non-speech tones were
generated in Audacity [231] (Table 4.1). The speech feedback was spoken by a male US
American voice (www.cereproc.com/ Voice: Nathan. Accessed 2016-01-31).

Gesture Non-speech Duration Speech
V on g#4→ c5 300 ms on
V off c5→ g#4 300 ms off
SL c4→ c4 250 ms ↑ {0− 10}
SR c5→ c5 250 ms ↓ {0− 10}
CW c4→ b4 250 ms ↑ {0− 10}
ACW b4→ c4 250 ms ↓ {0− 10}
Entrance c5 150 ms -

Table 5.1: This table shows the Auditory feedback used for each gesture. The arrow in
Non-Speech describes the transition from one note to the next. Duration describes the length
of each non-speech unit. Speech stands for spoken gesture feedback; e.g. feedback for SL
would be an increment of a number between {0− 10}, and a decrement for SR. In total the
feedback lasted 500ms.
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Cutaneous Push Feedback (CPF) was extended by one addition. When the hand
entered the interaction box, L3 was presented for 150 ms. L3 was chosen since it had a
high recognition rate of 90.20% in Study 2 (Section 3.3). The aim of the feedback patterns
was to provide distinct notifications for each gesture. It was impossible to design system
state feedback via Cutaneous Push, which did not elongate the interaction. Cutaneous Push
functioned as secondary feedback to confirm the primary, and more rich feedback type such
as Visual, Auditory, and Peripheral Lights.

Gesture Pins Duration Time b/w Pins
V all 150 ms -
SL L1→ L2 2 x 150 ms 50 ms
SR L2→ L1 2 x 150 ms 50 ms
CW L3→ L2→ L1 3 x 166 ms -
ACW L1→ L2→ L3 3 x 166 ms -
Entrance L3 150 ms -

Table 5.2: This table shows the Cutaneous Push feedback used for each gesture. The arrow
in Pins describes the transition from one feedback location on the palm to the next. Duration
describes the length of each pin presentation.

Peripheral Light Feedback (PLF) was changed to display system state. For successful
(anti-)clockwise motion displayed blue lights either incrementing to the right or decrement-
ing to the left (Figure 5.1). The LED strip was divided into 10 chunks (107 LEDs on the
strip, 10 LED lights per chunck), representing system state. With each successfully executed
gesture, another chunck of LED strip would be added to the blue light pulsing. The lights
pulsed for 500 ms.

Feedback for the swiping motions left and right was a yellow light animation mimicking
the direction of the gesturing hand. Repeated swipe right motions would increase the length
of the animation, and swipe left would decrease the length of the animations. The solution
to providing system state for swiping movements was to — similar to the circle motion —
increase the number of illuminated LED lights. This resulted in increasingly longer/shorter
animations towards the swiped direction. Duration of the animation was 500 ms. The colours
blue (circle) and yellow (swipe) were chosen because these can be effectively discriminated
in the periphery [240] and have been shown to be an effective display in high data driven
environments like aeroplane cockpits [168]. Victory gesture feedback was unchanged from
Study 4.

On entrance of the hand in the interaction box, the strip would pulse for 350 ms in a dim white
light. This longer display of the system attention feedback was a result of the limitations of
the LED strip used. A shorter pulse of 150 ms was barely perceivable and therefore had to
be elongated to 350 ms, via trial and error.
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Feedback modalities were combined as follows: Auditory-Visual (AV), Auditory-
Cutaneous Push (ACP), Auditory-Peripheral (AP), Cutaneous Push-Peripheral (CPP), and
Cutaneous Push-Visual (CPV). Auditory-Visual feedback functions as baseline for this study
since it has already been used in the literature and commercially available cars for mid-air
gesture interaction [98, 108]. Visual-Peripheral was not tested because both techniques use
the same sensory channel for information throughput; to avoid overloading a single channel
it was decided not to use this combination.

Apparatus

The laboratory setup for Study 5 differed in one final point from Study 4’s layout: the web-
cam was place on top of the steering wheel base looking up to the driver; in Study 4, it was
placed on top of the 27 inch screen. An SVM classifier with a linear kernel was trained on
5127 images obtained during a pilot study. Input data for the classifier were 3D vectors for
each eye and head pose rotation. The SVM model classified 91.54% eyes-off-the-road time
correctly (10-fold cross validation).

Measures

The Independent Variable was mid-air gesture feedback technique. There were five levels:
Auditory-Visual (AV), Auditory-Peripheral (AP) , Auditory-Cutaneous Push (ACP), Cuta-
neous Push-Visual (CPV), and Cutaneous Push-Peripheral (CPP). The Dependent Variables
were the same as in Study 4.

Hypotheses

• H1 Visual distraction from the primary driving task is significantly decreased in the
AP, ACP, CPA conditions compared to AV and CPV;

• H2 Lane deviation will not significantly differ between the feedback conditions;

• H3 Non-visual conditions will result in a significant decrease of perceived workload;

• H4 Participants will prefer combinations with Visual feedback the least.

Research has shown, that even if no visual attention is required (such as with voice entry)
users tend to look towards the loudspeaker or microphone, awaiting system response [32,
33, 77]. Therefore, hypothesis H1 predicts increased EORT from modality combinations
including Visual feedback, even though there will be a non-visual option to fall back on.
Consequently, hypothesis H3 predicts higher workload for conditions with Visual feedback,
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resulting in hypothesis H4 which expects participants to dislike combinations with Visual
feedback the most.

Since results from the unimodal feedback study (Chapter 4) showed no impact of modality
on driving behaviour, hypothesis H2 does not predict any differences in driving performance
across the feedback types.

Procedure

There were two differences between the driving task in Study 5 compared to Study 4. Firstly,
participants started at the outmost left lane of a five lane motorway and had to steer the car
into the middle lane. The low lane deviations from previous studies led to the assumption
that an “optimal” steering angle was found and maintained throughout the study. This aim
of this change is to assess whether that was true.

Secondly, each modality block was tested twice resulting in 10 blocks in total. The entire
experiment lasted 90 minutes.

Participants

Eighteen participants (10 females) ranging from 20 to 35 years of age (µ 26.72 σ 4.29)
were recruited via the University of Glasgow’s student online forum. Of these 18, eight
participants obtained their driving license in a country with Left-Hand-Traffic (LHT) and 10
a Right-Hand-Traffic (RHT) license. A total of eight participants indicated that they had no
prior experience with mid-air gesture interfaces but none had participated in the previous
study. All participants were right handed. They were paid £10 at the end of the study.

5.2.3 Results

Gaze Behaviour

Average glance duration was 798 milliseconds per gesture. A Shapiro Wilks test showed that
gaze behaviour data was non-normal (W = 0.387, p < 0.001). A repeated measures ANOVA
on Aligned Rank Transformed (ART) data tested whether there were mixed effects of feed-
back combination and gesture on gaze behaviour. There was a significant impact of condition
on EORT (χ2(4) = 19.978, p < 0.001) and gesture on EORT (χ2(12) = 4.474, p < 0.001),
however no mixed effects (χ2(48) = 0.7625, p = 0.881). A pairwise Tukey post-hoc test
revealed significant differences on impact of feedback on EORT between: Cutaneous Push-
Visual and all other conditions, CPV-CPP (p < 0.001), CPV-AP (p < 0.001), CPV-ACP
(p < 0.001), and CPV-AV (p = 0.003); AV and AP (p = 0.016), AV and CPP (p < 0.001);
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and ACP and CPP (p = 0.011) (Figure 5.2). A pairwise post-hoc Tukey revealed that if
compared to Victory, every other gesture but ACW2 (p = 0.924) had a significant impact on
looking away time (Figure 5.3).
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Figure 5.2: Average driving and glancing behaviour dependent on feedback conditions.
The modalities were: Auditory-Cutaneous-Push (ACP), Cutaneous Push-Peripheral (CPP),
Auditory-Visual (AV), Auditory-Peripheral (AP), and Cutaneous Push-Visual (CPV).

Driving Performance

A Shapiro Wilks test showed that the driving data is non-normal (W = 0.870, p < 0.001).
ANOVA of ART data showed gestures had a significant impact on lane deviation (χ2(12) =

8.952, p < 0.001), but not feedback type on lane deviation (χ2(4) = 2.315, p = 0.055).
Pairwise post-hoc Tukey tests revealed that the following gestures had impact on lane devia-
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Figure 5.3: Impact of gestures (left) and gesture families (right) on lane deviation and eyes-
off-the-road time. Gestures: ACW: Anti-clockwise, CW: Clockwise, SL: Swipe Left, SR:
Swipe Right, V: Victory.

tion: compared to Victory, CW4 (p < 0.047), ACW3 (p < 0.001), ACW4 (p < 0.001), SL2
(p < 0.001), SR3 (p < 0.001), SL3 (p < 0.001), SR4 (p < 0.001), and SL4 (p < 0.001) had
significantly higher impact (Figure 5.2).

ANOVA using ART data showed that gesture family influences lane deviation (Figure 5.3)
significantly (χ2(4) = 24.135, p < 0.001), with Victory resulting in least impact compared
to CW (p < 0.001), ACW (p < 0.001), SL (p < 0.001), and SR (p < 0.001). Clockwise
family had less impact on lane deviation compared to SL (p < 0.001), and SR (p = 0.018);
anticlockwise had less impact than SL (p = 0.005).

Gesturing Performance

Average gesturing performance was at 75.35%. A binomial regression was run on whether
condition influences gesturing success (z = 6.842, p < 0.001), showing that Cutaneous
Push-Visual (z = −4.837, p < 0.001) and Cutaneous Push-Peripheral (z = −3.210, p <
0.001) significantly influenced gesture performance negatively. Average gesture success de-
pending on condition was: 84.37% for AV, 81.80% for ACP, 80.51% for AP, 73.38% for
CPV, and 77.34% for CPP. Binomial regression showed, that gesture family influenced suc-
cess (z = 3.395, p < 0.001); circle clockwise (CW) average performance was at 72.35%,
ACW at 86.07%, SL at 72.74%, SR at 62.86%, and V at 97.48%. Finally, binomial regres-
sion showed, that individual gestures influenced success (z = 3.837, p < 0.001). Individual
gesture performances were for CW2 at 77.05%, CW3 at 71.17%, CW4 at 68.82%, ACW2
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at 87.64%, ACW3 at 88.82%, ACW4 at 81.76%, SL2 at 79.41%, SL3 at 69.41%, SL4 at
69.41%, SR2 at 70.58%, SR3 at 66.86%, SR4 at 51.17%, and V at 97.48%.

Further binomial regression analyses revealed that RHT trained participants had significantly
better gesturing results than LHT participants (z = 4.43, p < 0.001), with 80.22% gesturing
success for LHT participants, and 78.67% for RHT participants. Spearman rank correlation
showed no impact of gender on gesturing success (S = 953.41, p = 0.518, ρ = −0.168).

Hands off the wheel duration was non-normal (W = 0.81422, p < 0.001). A repeated
two-way ANOVA on aligned rank transformed HoW data showed, that condition signif-
icantly influences HoW duration (χ2(4) = 3.242, p = 0.012), as well as gesture fam-
ily (χ2(4) = 113.460, p < 0.001), however there is no mixed effect of both on HoW
(χ2(16) = 0.489, p = 0.951). Post-hoc multiple comparison showed a significant differ-
ence between Audio-Peripheral and Cutaneous Push-Visual (p = 0.004), with TV impacting
HoW duration the least. Post-hoc multiple comparison showed that Victory gesture impacts
HoW duration the least (p < 0.001). Spearman’s rank test was run to determine whether
there is a correlation between HoW time and successful gesture execution. No significance
was found (S = 3240, ρ = −0.107, p = 0.601).

Qualitative Data

A MANOVA (χ2(4) = 0.6146, p = 0.902) analysis showed that there is no significant
effect of feedback type on workload; neither mental, physical, or temporal demand, nor on
performance, effort or frustration (Figure 5.5).

Each participant ranked the feedback types from most to least preferred (Figure 5.5). Analysis
of the questionnaire showed that participants preferred Auditory-Peripheral feedback most,
followed by AT and TA. Both Visual feedback combinations were preferred least, particu-
larly the CPV condition.

5.2.4 Discussion

In this section, the effects of five bimodal types of feedback on mid-air gesture interaction
during simulated driving were investigated. The results provide insights into the effects of
feedback types on the primary driving task and the secondary gesturing task.

H1 Visual distraction from the primary driving task is significantly decreased in
the AP, ACP, CPA conditions compared to AV and CPV

The results suggest that providing non-visual feedback for mid-air gesture input is promising
since it reduces eyes-off-the-road time significantly (Figure 5.2), with both Visual conditions
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Figure 5.4: Gesture performance accuracy across conditions and gesture families. Con-
ditions from left: Auditory-Peripheral (AP), Auditory-Cutaneous Push (ACP), Auditory-
Visual (AV), Cutaneous Push-Peripheral (CPP), and Cutaneous Push-Visual (CPV). Gesture
families from top: Circle Anti-Clockwise (ACW), Circle Clockwise (CW), Swipe Left (SL),
Swipe Right (SR), and Victory (V).
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Figure 5.5: Left: Results of the NASA TLX questionnaire (MD: Mental Demand, PD: Phys-
ical Demand, TD: Temporal Demand, PE: Performance, EF: Effort, FR: Frustration.). Right:
User preferences of bimodal feedback. (AV: Audio-Visual, AT: Audio-Cutaneous Push, AP:
Audio-Peripheral, TV: Cutaneous Push-Visual, TP: Cutaneous Push-Peripheral).

(Auditory-Visual and Cutaneous Push-Visual) resulting in the most time looking away from
the road. Therefore, hypothesis H1 was accepted.

H2 Lane deviation will not significantly differ between the feedback conditions

Hypothesis H2 was accepted since there was no difference in lane deviation across the con-
ditions (Figure 5.2). The lack of significant impact of feedback type on driving performance
might be due to: 1) the secondary task duration was too short (average glance duration was
less than 2000 ms). It has been shown that if drivers glance off the road for less than 2
seconds it has no impact on lane deviation [241, 31]; 2) default level of noise caused by
gesturing; 3) over time, participants found the optimal steering wheel position for least lane
deviation.

H3 Non-visual conditions will result in a significant decrease of perceived work-
load

Hypothesis H3 was accepted since no difference in workload was detected between the con-
ditions. The motivation for investigating bimodal feedback was to see if redundantly present-
ing information across two modalities could reduce the workload associated with interaction.
The results show that workload was similar for the four feedback combinations, supporting
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EORT Lane Dev Gesture Workload User Preference
CP-V X X X X X
A-V X X X X X

A-CP X X X X X
CP-PL X X X X X
A-PL X X X X X

Table 5.3: Significant impact (“X”) of the feedback types on EORT, driving and gesturing
performance, mental workload and user preference. Cutaneous Push and Visual feedback
had a significant impact on EORT, gesture performance and resulted in low preference by
the users. The results suggest that CP-V feedback for mid-air gestures impacts the driver
negatively instead of supporting gesture interaction.

the use of combinations of Audio, Peripheral Visual, and Cutaneous Push feedback. These
novel combinations had similar cognitive demand to the baseline Audio-Visual pair, with the
advantage of eliminating the need to glance at the console screen.

H4 Participants will prefer combinations with Visual feedback the least

Participants preferred Auditory-Peripheral feedback most. Participants P11 and P19 men-
tioned that the Peripheral component helped to perform the gestures, in particular the swiping
gesture, and the auditory component reduced mental demand. They described the Peripheral
Lights animation of the swiping motion as indicating how they were supposed to swipe
themselves, i.e. parallel to the table top executing a swift motion. This is in accordance with
Freeman et al.s [239] observation, that participants appreciate system help to aide them in
gesturing correctly. As Visual feedback combinations were preferred the least, hypothesis
H4 was accepted.

Best gesturing performances were achieved during conditions with Auditory feedback, worst
performances during the Cutaneous Push-Visual and Cutaneous Push-Peripheral Lights feed-
back conditions (Figure 5.4). Interestingly, participants perceived their gesturing perfor-
mance highest during Auditory-Peripheral feedback; however, quantitative analysis shows
that Auditory-Visual resulted in the highest performance. Cutaneous Push-Visual feedback
caused the highest EORT, highest lane deviation, worst gesturing performance, and was
ranked the least preferred feedback modality. The high success rate for AV can be explained
with participants being most familiar with Audio-Visual feedback in driving situations.

Feedback on entrance of the hand into the sensing system’s field of view was shown to be
unnecessary. The car cockpit and the gesture interaction area are limited and muscle memory
sufficed for the user to place their hand inside the interaction box.
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5.2.5 Limitations

The results here are again, are best case scenarios, because feedback is only provided to
expected gestures. Despite the changes to the size of the interaction box, participants still
struggled with the swiping and the circling. An important question to consider was: are
swipe gestures inherently bad, or was Leap Motion implementation prone to false positives?

Some gestures seem to be inappropriate for car cockpit usage, especially the swipe. It is
impractical to “reset” the swipe outside the interaction box in a small area such as above the
gear stick, without causing accidental reverse swipes. The swipe gesture is very unsuited to
be used in a confined space, but production cars still use them. As there is scope for improv-
ing the robustness of its detection, the next study will propose a different swipe recognition
technique, instead of omitting it from further analysis completely.

Finally, the camera used to film participants’ eye gaze had to be relocated from the top of
a monitor to the top of the steering wheel base. The camera filmed participants through the
rim of the wheel in an upwards angle. The used angle of the camera might not have been
optimal for eye-gaze classification, potentially explaining the increase in EORT compared to
Study 4. The location of the camera will be reconsidered in the next iteration.

5.2.6 Summary

This section contributes novel bimodal feedback techniques for mid-air gesture interaction
in a driving scenario. The aims of this experiment were to: (1) determine the impact of mid-
air gesture feedback on driving performance; (2) measure the impact of mid-air gestures on
driving safety; and (3) analyse which feedback combinations were most preferred by the
participants. These aims began to contribute an answer to the third research question of this
thesis:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Experiments 5, 6, & 7)?

Of the four hypotheses identified in Section 5.2.2, all but H4 were accepted. The results of
this study show that the presented non-visual feedback combinations cause less eyes-off-the-
road time, and have no negative effects on driving performance nor mental demand compared
to Visual feedback combinations.

5.2.7 Comparison of Study 4 and Study 5

A comparison between the results from Study 4 and 5 show that mid-air gesturing in cars
benefits from bimodal feedback, especially the negative impacts of Visual feedback are de-
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creased with bimodal displays. Similar to the findings from Study 4, feedback modalities
with a Visual component led to higher EORT and were the least preferred by users (Table
5.3). Visual feedback condition benefited from a bimodal combination (e.g with Cutaneous
Push and Auditory) as it decreased the negative impact which visual distraction has on the
driver’s ability to control the car. Bimodal feedback further decreased the negative impact of
Visual on perceived workload, especially on mental and physical demand.

The Cutaneous Push modality also benefited from bimodal feedback. As discussed, CP is a
low resolution technique which can function as secondary feedback to confirm the primary,
and more rich feedback type such as Visual, Auditory, and Peripheral Lights. The addition
of CP benefited Peripheral Lights by decreasing its negative impact on driving performance.

Gesturing performance has overall increased due to bimodal feedback and the addition of
system state feedback from Visual with 74.56%, Auditory with 73.14%, Peripheral Lights
with 67.36%, and Cutaneous Push with 61.22% in Study 4 to 84.37% for AV, 81.80% for
ACP, 80.51% for AP, 73.38% for CPV, and 77.34% for CPP in Study 5.

The feedback modalities did not affect driving performance or increase mental demand, sug-
gesting it can support gesture input without increasing distraction and putting safety at risk.
By distributing interaction feedback across multiple modalities, drivers can focus more on
the primary task of driving.

5.3 Study 6: Bimodal Mid-air Gesture Feedback dur-

ing the Lane Change Task

Mid-air gestures in cars are now being used by an increasing number of drivers on the road.
Usability concerns mean good feedback is important, but a balance needs to be found be-
tween supporting interaction and reducing distraction in an already demanding environment.
Visual feedback is most commonly used, but takes visual attention away from driving. This
thesis has investigated non-visual alternatives; however, they lack the expressive capabilities
of high resolution screens, but are intended to allow drivers to focus on the driving task.
Studies 4 (Chapter 4) & 5 (Section 5.2) found that non-visual feedback modalities, espe-
cially when combined bimodally, offered just as much support for interaction without neg-
atively affecting driving performance, visual attention and cognitive demand. These results
provide compelling support for using non-visual feedback from in-car systems, supporting
input whilst letting drivers focus on driving.

However, the results presented so far only apply to driving straight on a motorway. The aim
of the previous studies was to obtain a clean measure of the impact of gesturing and feedback
modality on car control (lane deviation). The next key question to investigate is whether these
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results also apply on more challenging driving. This section presents a simulated driving
study where users performed mid-air gestures whilst performing a Lane Change Task (LCT).
This is a standard task (ISO standard 26022:2010) used in automotive studies to investigate
the demands of secondary tasks whilst driving (e.g., responding to navigation instructions or
interacting with a system). The LCT will inform us which feedback modalities support safe
driving, and whether participants prioritise gesturing or driving.

This study builds on the findings from Study 5 (Section 5.2), evaluating bimodal feedback
with combinations of four feedback types: Visual (standard car console screen), Auditory
(headphones), Peripheral Visual (LED display behind steering wheel) and Cutaneous Push
(solenoids on the steering wheel) (Figure 5.1).

Finally, as discussed previously (Section 5.2.5), there is scope for improving the robustness
of swipe gesture detection. It is important to answer the question whether swipe gestures are
inherently bad in car cockpits, or whether the Leap Motion’s implementation was prone to
false positives. This section offers an alternative swipe recognition to Leap motion’s built in
solution.

5.3.1 Research Aims

The aim of this study was to measure the impact of gesture feedback modalities on more
challenging driving. Therefore, participants performed the Lane Change Task along with the
mid-air gesturing task. The first aim of this study was to continue providing an answer to the
third research question of this thesis:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Experiments 5, 6, & 7)?

The second aim of this study was to investigate whether more challenging driving has an
impact on mid-air gesture interaction. And if so, which feedback modality is most suited
to support safe driving while engaging in gesture interaction. One key question is whether
participants have a preference to execute gestures or the the lane change, when prompted
simultaneously. Therefore, this study starts to contribute to the fourth research question of
this thesis:

RQ4: What effect does multimodal mid-air gesture feedback have on interaction
in more challenging driving (Study 6 & 7)?

The main aims of this experiment are to: (1) determine the impact of mid-air gesture feed-
back on driving safety; (2) investigate which mid-air gesture feedback modality supports
safe driving during lane change manoeuvres; and (3) analyse which feedback combinations
were most preferred by the participants.
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5.3.2 Methodology

The study design is the same as in Study 5 (Section 5.2.2) unless it is explicitly stated that
there is a difference (i.e. sections Feedback Design, Hypothesis, Procedure, and Partici-
pants).

Feedback Design

The design of the feedback modalities was the same as in Study 5, but Cutaneous Push-
Visual was omitted as a feedback technique since it resulted in the worst performance and
was ranked as least preferred by participants in Study 5 (Section 5.2).

Swipe Gesture Recognition Design

Two changes were made to improve swipe gesture recognition. Firstly, Leap Motion’s swipe
gesture is recognised via long, linear movement of a finger. The swipe gesture ends when
the finger changes directions or moves too slowly [242]. Improvements to swipe recognition
were attempted by classifying long, linear movement of the entire hand rather than just a
finger.

Secondly, Leap motion’s solution allows for multiple swipe gesture detection within a single
execution due to Leap motion’s default minimum swipe duration which is 150 milliseconds.
Duplicate swipe motions can be picked up if the tracker loses the current finger/hand, re-
discovers it, and classifies the ongoing motion as a second long, linear movement. The
proposed improvement is based on the assumption that a successful swipe motion lasts for
minimally 500 milliseconds. Therefore, the number of possible swipe motions was limited
to a single one within half a second. A pilot test with one participant showed, that correct
swipe gesture execution is achievable more easily, and less frustratingly.

Lane Change Task

The Lane Change Task (LCT) (ISO standard 26022:2010) aims at measuring the decrease
in driving performance while conducting a secondary task. Therefore, the result of the LCT
serves as an estimate of the demand of the secondary task [243]. From the instruction to
change lane until the car reaches the target lane, its position was measured for LCT analysis
(Figure 5.6). The average time to complete a single lane change task on a motorway is
between 5.8 seconds [244] and 6.28 seconds [245]. A lane-change initiation is defined as
the time the wheel crosses the lane line. On average, the driver needs the first 4.1 seconds
after the presentation of a lane change instruction to comprehend and initiate the lane change
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Figure 5.6: Lane Change Task from the left
lane to the right lane. The arrow denotes the
optimal driving path (i.e. zero lane devia-
tion). Instruction to change is given at 0 sec-
onds; after 4.1 seconds on average [21], the
lane change is initiated and completed by 5.8
seconds.

[21]; during this time, lane deviation equals zero in the centre of the current lane (left lane
on Figure 5.6). During the next 1̃.7 seconds, the car transitions towards the target lane (right
lane); zero lane deviation is on the transitioning vector. These two phases result in the
optimal lane change path, where lane deviation is zero (green path on Figure 5.6).

Hypotheses

• H1 There will be significant difference in gaze behaviour between the Visual and non-
visual feedback conditions;

• H2 There will be no significant difference in lane deviation between the feedback
conditions;

• H3 There will be no significant difference in workload between the feedback condi-
tions;

• H4 Participants will prioritise Lane Change Task over gesture execution when prompted
simultaneously.

Hypotheses H1 and H2 are founded on the findings from studies 4 & 5. Both studies found
that EORT was significantly increased when a visual component was presented for mid-
air gestures, hypothesis H1 expects similar results. As no impact was found on driving
behaviour across the presented modalities in Study 5, hypothesis H2 expects similar results.
Study 5 showed that bimodal displays did not impact workload negatively compared to the
other conditions, resulting in the formulation of H3. Hypothesis H4 predicts that as driving
is the primary task, drivers will prioritise driving (i.e. LCT) over gesture execution, if both
instructions are given simultaneously.
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Procedure

Upon arrival, participants were briefed about the study and given an introductory training
session. This session was structured like the experiment, but it was shorter. In the training,
participants executed each gesture once during each feedback condition. Participants started
on the outmost left lane on a five lane motorway and had to steer towards the middle lane.
After 30 seconds a trigger was fired to instruct the driver to change a single lane (left/right)
and execute a gesture simultaneously. The instructions to change lane were indicated with
green arrows on bridge panels over the motorway (Figure 5.1). The arrows pointed down
onto the target lane. The lane-change and gesture instructions were presented after random
intervals; instructions to gesture were prompted 0−4 seconds after a lane-change instruction;
participants had 30 second to complete both instructions before the next instructions were
prompted. The participants were asked to complete both tasks as quickly and safely as
possible. The direction of changes was balanced.

During the main experiment, each bimodal feedback block was presented twice, resulting in
8 blocks in total (Figure 5.7). Each block lasted 8 minutes (16 gestures x 30 seconds per
lane-change/gesture instruction). Each gesture was executed once resulting in 16 gestures.
After each block, participants were asked to fill in a NASA TLX workload questionnaire. At
the end of the experiment, participants were asked to fill in a demographics questionnaire.
The experiment lasted 90 minutes with briefing and questionnaire.

Participants

Nineteen participants (nine females) ranging from 19 to 53 years of age (µ 26.68 σ 9.23)
were recruited via the University of Glasgow’s student online forum. Of these 19, 12 partic-
ipants had a Left-Hand-Traffic (LHT) driving license and seven a Right-Hand-Traffic (RHT)
license. A total of 14 participants indicated that they had no prior experience with mid-air
gesture interfaces; two participants took part in Study 5. All participants were right handed.
Participants were paid £10.

5.3.3 Results

Gaze Behaviour

A Shapiro-Wilk normality test showed that the collected gaze data is non-normal, W =

0.401, p 6 0.001. An ANOVA on Aligned Rank Transformed (ART) data was conducted
to determine the effects of condition (χ2(3) = 30.301, p 6 0.001) and gesture (χ2(12) =

6.278, p 6 0.001) on gaze behaviour (Figure 5.8); both have a significant impact on eyes-
off-the-road time. Pairwise comparison tests revealed that Auditory-Visual has significantly
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Figure 5.7: Flow chart of a block. A block consists of: participant drives for 30 seconds
straight, then a lane change instruction (via bridge panel over the motorway) and a gesture
instruction (via pop-up box and auditory instructions for 3 seconds) are given, the participant
executes the requested gesture as fast and as accurately as possible, and continues driving
for 30 seconds. If it was the last trial of the block, the simulation stops.
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increased eyes-off-the-road time compared to the other conditions (p 6 0.001). Furthermore,
Auditory-Peripheral and Cutaneous Push-Peripheral feedback have significantly differing
impact on gaze behaviour (p 6 0.001). A pairwise comparison test revealed that gestures the
V, ACW2, ACW3, CW2 (EORT <= 0.075 seconds) had a significantly lower EORT than
SR2, SR3, SR4, and SL4 (EORT >= 0.125 seconds).

A Friedman’s test revealed a significant difference between the types of gestures on gaze
behaviour, χ2(4) = 15.898, p = 0.003. Post hoc analysis with Wilcoxon signed-rank test
was conducted with a Bonferroni correction applied, resulting in a significance level set
at p < 0.001. Multiple comparison tests of gesture family means revealed the following
significant differences: CC - SR p = 0.005; ACW - SR p = 0.035; SL - V p = 0.041; and
SR - V p 6 0.001. There were no significant differences between the other types of gestures.

A Spearman’s correlation was run to assess the relationship between eye gaze behaviour
and gesture performance. There is no statistically significant correlation (rs = −0.304, p =

0.062. An ANOVA on the regression model found no significant main effect of gaze be-
haviour on driving performance during gesture execution: chi2(1) = 0.966, p = 0.324.

Driving Performance

Root Square Mean Error was used to measure how close the user’s driving path was to the
ideal driving path [221]. The resulting non-normal distribution was realigned using the ART.
A repeated-measures ANOVA showed a significant difference of condition on lane devia-
tion χ2(3) = 4.545, p = 0.003, however no impact of gesture on lane deviation χ2(12) =

1.131, p = 0.330 (Figure 5.8). A pairwise comparison test revealed that Auditory-Visual sig-
nificantly increased lane deviation compared to Auditory-Cutaneous Push, p = 0.001. There
were no significant differences between any other pairwise comparison.

If instruction to gesture and to change lane were given at the same time, a gesture was
labelled as “prioritised” if it was initiated before the lane change task was initiated. A total
of 18.06% gestures were prioritised over lane change. Binomial logistic regression was
performed to ascertain the effects of gesture prioritisation over lane change task. None of
the gestures (CW3 p = 0.703, CW4 p = 0.76, ACW2 p = 0.949, ACW3 p = 0.239, ACW4
p = 0.49, SL2 p = 0.346, SL3 p = 0.528, SL4 p = 0.282, SR2 p = 0.245, SR3 p = 0.792,
SR4 p = 0.885, V p = 0.849) had a significant impact on the decision to prioritise it over
lane change manoeuvre.

Gesturing Performance

Overall gesture performance across all conditions and participants was 73.45%. A bino-
mial regression was run on whether condition influences gesturing success (z = 5.237, p <
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Figure 5.8: Left: Average Eyes-Off-the-Road Time (EORT) and lane deviation across con-
ditions Auditory-Visual (AV), Auditory-Cutaneous Push (ACP), Auditory-Peripheral (AP),
and Cutaneous Push-Peripheral (CPP). Right: Eyes-Off-the-Road Time (EORT) and lane
deviation across gestures. The gestures: Circle Anti Clockwise (ACW), Circle Clockwise
(CW), Swipe Left (SL), Swipe Right (SR), and Victory (V). The numerical value on the
abbreviations indicates the number of times the instructed gesture was executed.

0.001), showing that Cutaneous Push-Peripheral significantly decreased successful gesture
execution. Average gesture success depending on condition was: 74.37% for AV, 74.23% for
ACP, 74.49% for AP, and 70.74% for CPP. Binomial regression showed, that gesture family
influenced success (z = 2.949, p = 0.003); circle clockwise average performance was at
69.01%, ACW at 76.53%, SL at 59.21%, SR at 44.27%, and V at 96.26%. Finally, binomial
regression showed, that individual gestures influenced success (z = 3.296, p = 0.001). In-
dividual gesture performances were for CW2 at 73.82%, CW3 at 67.33%, CW4 at 66.21%,
ACW2 at 87.41%, ACW3 at 89.40%, ACW4 at 84.56%, SL2 at 68.00%, SL3 at 65.10%,
SL4 at 52.66%, SR2 at 58.27%, SR3 at 44.29%, SR4 at 35.81%, and V at 95.47%.

Qualitative Data

MANOVA analysis shows that there is no impact of the bimodal feedback (condition) on any
of the perceived workload measures (χ2(3) = 0.472, p = 0.952). Users preferred Auditory-
Visual feedback over the other feedback conditions (Figure 5.10).

Each participant ranked the feedback types from most to least preferred (Figure 5.10). Analysis
of the questionnaire showed that participants preferred Auditory-Visual feedback most, fol-
lowed by ACP. Both Peripheral feedback combinations (AP, CPP) were preferred least.
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Figure 5.9: Gesture performance success across conditions and gesture families. Con-
ditions from left: Auditory-Peripheral (AP), Auditory-Cutaneous Push (ACP), Auditory-
Visual (AV), and Cutaneous Push-Peripheral (CPP). Gesture families from top: Circle Anti-
Clockwise (ACW), Circle Clockwise (CW), Swipe Left (SL), Swipe Right (SR), and Victory
(V).
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Figure 5.10: Left: Results of the NASA TLX questionnaire (MD: Mental Demand, PD:
Physical Demand, TD: Temporal Demand, PE: Performance, EF: Effort, FR: Frustration.).
Right: User preferences of bimodal feedback. (AV: Auditory-Visual, ACP: Auditory-
Cutaneous Push, AP: Auditory-Peripheral, CPP: Cutaneous Push-Peripheral).

5.3.4 Discussion

This study investigated the efficacy of bimodal feedback for gesture input during a simu-
lated driving task, comparing three novel modality combinations to typical Auditory-Visual
feedback. For in-car gesture feedback to be successful, it needs to support interaction whilst
importantly not having a negative impact on the driver’s awareness of the road and control
of the vehicle.

H1 There will be significant difference in gaze behaviour between the Visual
and non-visual feedback conditions

Auditory-Visual feedback caused significantly longer EORT and more lane deviation, sug-
gesting it is less suitable for mid-air gesture interaction than non-visual techniques, espe-
cially during more challenging driving.

H2 There will be no significant difference in lane deviation between the feed-
back conditions

The non-visual information feedback modalities have less impact on the primary driving
task, whilst supporting the driver sufficiently for input without glancing at the input sensor
or the car console screen (Table 5.4). Therefore, hypotheses H1 and H2 were accepted.
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EORT Lane Dev Gesture Workload User Preference
A-V X X X X X

A-CP X X X X X
CP-PL X X X X X
A-PL X X X X X

Table 5.4: Significant impact (“X”) of the feedback types on EORT, driving and gestur-
ing performance, mental workload and user preference. Auditory-Visual feedback impacted
EORT and driving performance, where bimodal combinations with Peripheral Lights had
low user preferences. The results suggest that the Visual component during the A-V condi-
tion impacts important aspects of driver safety negatively.

H3 There will be no significant difference in workload between the feedback
conditions

The results show that mental workload was similar for the four feedback combinations, sup-
porting the use of combinations of Auditory, Peripheral Visual, and Cutaneous Push feed-
back. These novel combinations had similar cognitive demand to the baseline Auditory-
Visual pair, with the advantage of eliminating the need to glance at the console screen.
Therefore, hypothesis H3 was accepted.

H4 Participants will prioritise Lane Change Task over gesture execution when
prompted simultaneously

If drivers were prompted to gesture and execute a lane change task at the same time, 18.06%
of gestures were initiated (i.e. the gesturing hand was taken off the steering wheel) before the
driver initiated the driving manoeuvre; analysis showed, there was no significant difference
in prioritisation of any gesture over the lane change task. Hypothesis H4 was accepted.

There was a significant impact of feedback modality on gesturing performance with Cuta-
neous Push-Peripheral Lights impacting it negatively. Both modalities are low resolution and
did not support perception of each other.

Further analysis revealed a significant difference in secondary task performance across ges-
tures. The V gesture yielded highest performance with 95.47% accuracy. The Victory gesture
consists of a single static and discrete pose, unlike Circle or Swipe. The worst performing
gesture type was Swipe with an overall performance of 44.66% (SR4 with 35.81%), despite
the attempt to improve the reliability of the gesture recognition. An explanation is that the
number of false negatives increased (two swipes were registered instead of one) increasing
frustration and decreasing likelihood of the user to correct the misclassification.

Finally, nine out of nineteen users preferred the Auditory-Visual condition over the other
feedback combinations. This high rate may be due to the users being more familiar with
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Auditory and Visual than Cutaneous Push feedback. This familiarity resulted in less time
and effort needed to learn the system messages. However, it would be beneficial for drivers
to learn these messages since there is a clear potential for gestures with Cutaneous Push
feedback in the automotive context.

5.3.5 Limitations

A limitation of this study remained to be the robustness of swipe gesture recognition. All
swipe gesture performances (SL2, SR3, etc) dropped on average by 15%. The next iteration
will look at final adjustments to the swipe motion in an attempt to improve its recognition
robustness.

The motivation behind the addition of the LCT was to create an environment which was
“more challenging” compared to the previous studies (i.e. studies 1-5). The primary aim
was to assess the impact of the different feedback types on the primary driving and secondary
gesturing task during “more challenging” driving, not necessarily to create a “challinging”
driving task.

5.3.6 Summary

The primary contribution of this section is an investigation of bimodal feedback for in-car
gestures during the Lane Change Task. The secondary contribution is compelling support for
bimodal, non-visual feedback to support gesture input whilst letting drivers focus on driving.

The main aims of this experiment were to: (1) determine the impact of mid-air gesture
feedback on driving safety; (2) investigate which mid-air gesture feedback modality supports
safe driving during lane change manoeuvres; and (3) analyse which feedback combinations
were most preferred by the participants. These aims continued to contribute an answer to the
third research question:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Experiments 5, 6, & 7)?

and began to contribute an answer to the fourth research question of this thesis:

RQ4: What effect does multimodal mid-air gesture feedback have on interaction
in more challenging driving (Study 6 & 7)?

Of the four hypotheses identified in Section 5.3.2, all were accepted. The results of this study
show that redundantly presenting feedback about interaction across multiple modalities can
reduce the demands placed on drivers, allowing them to make use of the most appropriate
information, especially during more challenging driving.
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5.3.7 Comparison of Study 5 to Study 6

The main differences between Studies 5 & 6 are the exclusion of Cutaneous Push-Visual
feedback and the inclusion of the Lane Change Task. The results show, when comparing user
preferences from studies 5 & 6, preferences shifted from Auditory-Peripheral and Cutaneous
Push-Peripheral to Auditory-Visual. A reason could be that due to the increase in driving
task complexity, drivers felt more comfortable with familiar feedback techniques such as
Auditory-Visual rather than Auditory-Peripheral or Cutaneous Push-Peripheral.

Lane deviation increased during Auditory-Visual feedback from Study 5 to 6. As expected,
EORT was highest during a feedback modality with a Visual component, which resulted in
greater driver distraction, and thus less control over the car.

5.4 Study 7: Ultrasound Mid-air Gesture Feedback

during the Lane Change Task

The use of ultrasound haptic feedback for mid-air gestures in cars has been proposed to
provide a sense of control over the user’s intended actions and to add touch to a touchless
interaction [39]. Ultrasound haptics is a unique technique which can provide feedback to the
unadorned hand in air. As air pressure is presented to the driver’s hand, ultrasound haptics
is an inherently eyes-free feedback technique, rendering it a viable solution to mid-air ges-
ture interaction in cars. However, the impact of ultrasound feedback to the gesturing hand
regarding lane deviation, eyes-off-the-road time and perceived workload had not been mea-
sured prior to this work (conducted in April 2018, and published in September 2018 [166]).
Additionally, ultrasound haptics for mid-air gestures is of interest to automotive manufactur-
ers such as BMW [80] and Jaguar [123] who showcased their latest car designs incorporating
ultrasound feedback. However, they did this prior to this work, with few insights into the im-
pact of ultrasound haptics on driving, gesturing, and user workload. Therefore, this study
investigated the effects of uni- and bimodal presentation of ultrasound feedback on the pri-
mary driving task and the secondary gesturing task in a simulated driving environment. The
bimodal combinations of ultrasound included Visual, Auditory, and Peripheral Lights.

Despite the fact, that swipe gestures have been shown to be unsuited for the limited inter-
action area of a car cockpit, it remains an integral part of production vehicle gesture input.
Therefore, this study continues to examine multimodal feedback for swipes. However, final
changes to its detection have been applied, in an attempt to make it more reliable and less
frustrating. It is very important to reduce frustration since a link between driver frustration
and increased crash risk has been established [127].
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Figure 5.11: Study 7 setup. The Ultrasound array is located to the right of the driver, with
the Leap Motion device located next to it. LED strip was placed in front of the driver, the
camera recording the driver’s eyes on top of the steering wheel base, and the centre console
to the right of the driver.

Three final changes have been made to the laboratory setup: 1) to increase fidelity of the
driving study, a RSeat RS1 [246] driving seat was installed (Figure 5.11); and 2) a BenQ HD
overhead projector [247] was installed to allow for an 80 inch high resolution view of the
motorway; and 3) the swipe gesture recognition was further improved.

5.4.1 Research Aims

There is growing interest in multimodal feedback for mid-air gestures, especially the usage
of ultrasound haptics which provides tactile sensations in mid-air to the unadorned, gesturing
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hand. Since ultrasound feedback is a novel technique for mid-air gestures in cars, the main
aim of this study was to measure its impact on driving safety and usability. This aim is
intended to contribute an answer to the third research question of this thesis:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Experiments 5, 6, & 7)?

The second aim of this study was to continue the investigation of more challenging driving.
Due to its novelty, ultrasound feedback has the potential to impact driving and gesturing
significantly. The Lane Change Task was designed to measure demands of secondary tasks
whilst driving. Furthermore, it allows analysis of the most suited feedback modality for safe
driving while gesturing. Therefore, this study continues to contribute to the fourth Research
Question of this thesis:

RQ4: What effect does multimodal mid-air gesture feedback have on interaction
in more challenging driving (Study 6 & 7)?

The main aims of this study are to: (1) determine the impact of uni- and bimodal ultrasound
mid-air gesture feedback on driving safety; (2) investigate which feedback modality supports
safe driving during lane change manoeuvres; and (3) analyse which feedback combinations
were most preferred by the participants.

5.4.2 Methodology

The study design is the same as in Study 6 (Section 5.3.2) unless it is explicitly stated that
there is a difference (i.e. sections Feedback Design, Apparatus, Measures, Hypothesis, Pro-
cedure, and Participants).

Feedback Design

Ultrasound Feedback was presented via an Ultrahaptics array (Figure 5.11) to the right hand
of the user. Similar to previous studies, feedback was presented for 500 ms to the palm of
the gesturing hand. Each executed gesture was confirmed with a specific feedback pattern.
The clockwise motion was confirmed with the presentation of a circular clockwise motion,
the anti-clockwise gesture was confirmed with an anticlockwise circular motion. Victory
gesture feedback was provided by a 500 ms long ultrasound pulse to the tip of the index and
middle fingers. The swipe motion was confirmed with a feedback pattern which mimicked
the swiping motion of the hand, i.e. if swiped left, the presented feedback was a wall of
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air moving from right to left across the palm of the driver. Whenever the hand entered the
interaction box, a short pulse was presented to the middle of the palm. The aim of the
feedback patterns was to provide distinct notifications for each gesture. As shown by Rutten
et al. [162] hand scans are one of the best perceivable ultrasound generated shapes, as well
as circles [165].

Swipe Gesture Recognition Design

Final changes were applied to the swipe gesture recognition. Solely hand motion along the
x-axis were taken into consideration when classifying directional movement. Unintended
movements such as up and down (y-axis) or back and forth (z-axis) are of no interest, when
detecting swiping from left to right, and vice-versa. These changes were tested in a pilot
study.

Apparatus

The laboratory setup for Study 7 differed in three ways from Study 6’s layout: 1) a BenQ
HD front projector was used to display an 80 inch driving simulator onto a bare wall, 2) a
gaming seat to simulate a car cockpit (RSeat RS1), and 3) a TOUCH development kit [248]
ultrasound array was placed where the gear stick is located with the Leap motion device
at its top (Figure 5.11). The gesture feedback area was determined by the area in which
ultrasound feedback can be perceived optimally (i.e. 10-15 cm above device, 14x14 cm)
which is smaller than the Leap interaction area (width: 23 cm; depth: 14 cm; height: 23
cm). However, this should not impact gesturing as the gestures were picked up in the Leap
Motion’s field of view.

Measures

The Independent Variable was feedback condition. There were five levels: Ultrasound
(U), Ultrasound-Visual (UV), Ultrasound-Auditory (UA), and Ultrasound-Peripheral-vision
(UP). Visual (V) feedback was chosen as baseline for the study since it has already been used
in the literature and in industry for mid-air gesture interaction [98, 108, 31].

Hypotheses

• H1 Bimodal ultrasound feedback will improve lane keeping ability compared to uni-
modal feedback;
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• H2 Bimodal ultrasound feedback will improve gesturing ability compared to unimodal
feedback;

• H3 Non-visual feedback modalities will decrease eyes-off-the-road time compared to
visual feedback modalities;

• H4 User workload will be significantly less in the bimodal feedback conditions.

Hypotheses H1 and H2 predict improved lane keeping ability and gesturing ability in the
bimodal feedback conditions compared to the unimodal ones, since research has shown ben-
efits to gesture interaction [35, 36, 37] and car control [42, 43, 44, 45, 14, 46, 47, 48], if
bimodal feedback is presented. Hypothesis H3 predicts reduced EORT during non-visual
feedback, and hypothesis H4 expects reduced user workload in bimodal conditions, based
on previous results (Studies 4-6).

Procedure

The procedure of this study was the same as presented in Study 6 (Section 5.3.2). However,
before the study, the participants were introduced to the Utrahaptics demo view [249]. This
aided their comprehension of the size of the interaction box for optimal ultrasound feedback
perception.

Participants

17 participants (9 females) ranging from 19 to 40 years of age (µ 28.6 σ 6.8) were recruited
via the University of Glasgow’s student online forum. Seven of the participants had a Left-
Hand-Traffic (LHT) driving license and ten a Right-Hand-Traffic (RHT) driving license. One
participant was left handed, and one was ambidextrous; both are from the UK. A total of ten
participants indicated that they had no prior experience with mid-air gesture interfaces; none
participated in previous studies. They were paid £10 at the end of the study.

5.4.3 Results

Gaze Behaviour

Pairwise comparison test revealed that the V gesture had a significantly lower impact on
EORT compared to every other gesture. ACW2 had significantly lower impact on EORT
compared to SL2 (p < 0.001) and SR4 (p < 0.001).
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Figure 5.12: Left: Gaze behaviour and driving performance across feedback types (V: visual;
U: ultrasound; UV: ultrasound-visual; UA: ultrasound-audio; UP: ultrasound-peripheral).
Right: Gaze behaviour and driving performance across gestures (CW: Clockwise, ACW:
Anti-clockwise, SL: Swipe Left, SR: Swipe Right, V: Victory). The scales on the axes do
not start from 0; the reason behind this choice is to make the output readable (otherwise the
dots would be displayed close together and on top of each other).

Driving Performance

Lane deviation was measured from the presentation of the lane change until the next presen-
tation of lane change, as in Study 6. Therefore, lane deviation in the study is high since the
transition from current lane into the next lane is taken into account for the analysis.

Collected driving data was non-normal (W = 0.996, p = 0.004). ANOVA of ART data
showed feedback type influenced lane deviation significantly (χ2(4) = 5.141, p < 0.001),
with Ultrasound and Ultrasound-Peripheral Lights having the least impact on lane deviation
(Figure 5.12) compared to Ultrasound-Auditory (p = 0.032 for UA, and p = 0.009 for UP),
and Ultrasound-Visual (p = 0.031 for UA, and p = 0.009 for UP).

However, no significant impact was found from any gestures (χ2(12) = 1.106, p = 0.351)
nor mixed effects from condition and gestures (χ2(48) = 0.818, p = 0.807) on car control.

Binomial regression showed there was prioritisation of gesture execution over the Lane
Change Task (χ2(12) = 32.321, p = 0.001), particularly ACW2 (z = 3.201, p = 0.001)
and SR2 (z = 3.395, p = 0.001) were prioritised. However, feedback type had no impact on
prioritisation (χ2(4) = 4.057, p = 0.398).
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Gesturing Performance

Overall gesture performance across all conditions and participants was 44.52%. An ANOVA
on the binomial regression model found no significant main effect of condition on gesture
performance: chi2(3) = 3.31, p = 0.346. Average gesture performance during each con-
dition is V with 51.41%, U with 21.18%, UV with 48.32%, UA with 53.33%, and UP with
48.82% (Figure 5.13). An ANOVA on a binomial regression model showed, that the success
of a gesture is dependant on the gesture type (χ2(4) = 679.03, p < 0.001). Pairwise post-
hoc Tukey test revealed that all gesture types significantly differed in success rate. Individual
gesture performances were CW with 41.04%, ACW with 55.95%, SL with 5.57%, SR with
21.51%, and V with 99.59%.

Hands off the wheel (HoW) duration was non-normal (W = 0.949, p < 0.001). A repeated
two-way ANOVA on aligned rank transformed HoW data showed, that condition signif-
icantly influences HoW duration (χ2(4) = 4.511, p = 0.001), as well as gesture family
(χ2(4) = 97.658, p < 0.001); however, there is no mixed effect of both on HoW (χ2(16) =

1.557, p = 0.077). Post-hoc multiple comparison showed a difference between Ultrasound
and every other bimodal combination (U-V: p = 0.027, U-UV: p = 0.016, U-UA: p = 0.001,
U-UP: p = 0.047), with U impacting HoW duration the least. A post hoc multiple compari-
son showed that Victory gesture impacts HoW duration the least (p < 0.001). A Spearman’s
rank test was run to determine whether there is a correlation between HoW time and suc-
cessful gesture execution. No significance was found (S = 2397.9, ρ = 0.077, p = 0.7119).

Qualitative Data

Analysis of the NASA TLX questionnaire revealed a significant difference in physical de-
mand (χ2(4) = 15.00, p 6 0.01), with the visual conditions having the highest levels
(Figure 5.14). There were no significant differences in the remaining measures: mental
demand (χ2(4) = 9.09, p = 0.06), temporal demand (χ2(4) = 7.23, p = 0.12), per-
formance (χ2(4) = 8.22, p = 0.08), effort (χ2(4) = 10.69, p = 0.03), and frustration
(χ2(4) = 5.25, p = 0.26).

Each participant ranked the feedback types from most to least preferred (Figure 5.14). Analysis
of the questionnaire showed that 47.06% of participants preferred Ultrasound-Audio feed-
back, followed by Ultrasound-Peripheral, Ultrasound-Visual, and Ultrasound feedback. Vi-
sual feedback was ranked as least preferred feedback type by 41.17% of the participants.
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Figure 5.14: Left: Results of the NASA TLX questionnaire (MD: Mental Demand, PD:
Physical Demand, TD: Temporal Demand, PE: Performance, EF: Effort, FR: Frustration.).
Right: User preferences of bimodal feedback. (V: Visual, U: Ultrasound, UV: Ultrasound-
Visual, UA: Ultrasound-Auditory, UP: Ultrasound-Peripheral).

5.4.4 Discussion

In this study, the effects of ultrasound feedback for mid-air gesture interaction on the primary
driving task and the secondary gesturing task were investigated.

H1 Bimodal ultrasound feedback will improve lane keeping ability compared to
unimodal feedback

Hypothesis H1 was rejected since feedback type had a significant impact on lane devia-
tion, with Ultrasound and Ultrasound-Peripheral Lights affecting the control over the car the
least. One potential explanation to this could be that Ultrasound feedback was mentally so
demanding that discrimination of stimuli was impossible as a secondary task (see discussion
under H4), resulting in participants not caring about how or what they gestured; this lack of
execution precision did not have a significant impact on driving performance. The reason to
why Ultrasound-Auditory feedback resulted in a significant impact on lane deviation is not
clear. It supported gesturing the best and resulted in the highest user acceptance. A future
study could look into this.

H2 Bimodal ultrasound feedback will improve gesturing ability compared to
unimodal feedback
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Hypothesis H2 was rejected since there were significant differences between secondary task
performance depending on feedback condition. Gestures were performed best during the
bimodal conditions and during the uni-modal Visual condition (Figure 5.13). The high per-
formance rate during the Visual condition is due to participants being familiar with visual
feedback in general. The good performance during the bimodal blocks is due to the pre-
sentation of redundant information which improves perception of information in mentally
demanding situations [43, 44]. Gesture performance during Ultrasound-Audio was highest,
which is in accordance with previous findings suggesting that auditory feedback is a suit-
able alternative for visual feedback when presented to coarse mid-air gestures (Study 5.2
and Study 6 5.3). Unimodal ultrasound feedback resulted in the worst gesture performance
of only 21.18% (discussion as to why under Hypothesis 4). However, when ultrasound
was presented bimodally, e.g. Ultrasound-Visual, the gesturing performance remained sta-
ble compared to Visual feedback and EORT decreased significantly. These findings suggest
that ultrasound is useful in a multimodal application for mid-air gesture interaction. If used
uni-modally it is more useful in a binary scenario.

H3 Non-visual feedback modalities will decrease eyes-off-the-road time com-
pared to visual feedback modalities

The results suggest that providing non-visual, multimodal ultrasound feedback is promis-
ing since it reduces EORT significantly compared to visual feedback. Hypothesis H3 was
accepted (Figure 5.12).

H4 User workload will be significantly less in the bimodal feedback conditions

Hypothesis H4 was rejected since there was no significant difference in perceived user work-
load between the unimodal and bimodal conditions. Despite the fact that uni-modal ultra-
sound feedback was one of the feedback conditions which caused least mental and temporal
demand, least frustration, and generally least effort; quantitative analysis of gesture exe-
cution shows that performance was worst (more than 30% worse than Ultrasound-Audio
and Visual feedback). An explanation is that participants did not distinguish any feedback
patterns provided. For example, the following scenario is likely to have happened: the par-
ticipant was instructed to swipe left three times but after the first swipe motion the hand
“exited” the interaction box area; on second entrance of the hand into the interaction box
the system provided a short pulse to the palm; the participant however expected a swipe left
motion across the palm but accepted the “entrance” feedback as swipe left feedback. Partic-
ipant P1 commented this process with “I was never really sure if it was feedback or trying
to tell me it is ready”. This suggests that the mental effort in distinguishing the haptic mes-
sages on the palm were so great — contrary to the NASA TLX results — that participants
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eventually did not bother to tell them apart. P16 said “hart to identify if move was correct
but except that relax drive with less pressur[e]” which supports the hypothesis. Participants
accepted any ultrasound feedback at a certain point without caring whether it was the cor-
rect one for the executed gesture. This is supported by analysis of hands-off-the-wheel data,
which showed that participants used the least time to execute a gesture during Ultrasound
feedback. This means, ultrasound stimuli passed the point from being mentally demanding
but distinguishable to mentally so demanding that discrimination of stimuli was impossible
as a secondary task. This also correlates with the subjective feedback in which P12 com-
mented on the ultrasound feedback “couldn’t always feel the feedback and struggled to tell
the difference between the different types of feedback for each motion”. That explains why
there is no difference between Visual and Ultrasound-Visual feedback regarding workload.
The additional ultrasound modality did not contribute enough to lower it.

The overall low success rate (44.52%) of correct gesture execution led to the belief that the
participants might not have noticed or cared enough to match the gesture execution to the
instructed commands. Average gesture performances were: CW with 41.04%, ACW with
55.95%, SL with 5.57%, SR with 21.51%, and V with 99.59%. This is likely to be due to the
lack of specific consequences of gesturing — i.e. users did not make any actual selections
(e.g. select target three) but followed instructions (e.g. swipe left three times). This might
have resulted in them believing that any recognised gesture suffices (e.g. 2 left swipes and
1 right swipe). In the beginning of the experiment the participants were instructed to think
of the given task as a selection task but that was not enough. This should be taken into
consideration when designing gesture experiments.

Interestingly, Victory gesture executions led to high lane deviation. An explanation is that
the Victory gesture was the only gesture which participants managed to execute successfully
on a consistent basis. It was an easy to perform and easy to recognise gesture, which might
have encouraged them execute it correctly, compared to the circular motions and the swiping
(as discussed under H4).

Finally, regarding user preferences, Visual was ranked least preferred, and Ultrasound second
least. Ultrasound-Audio was ranked most preferred followed by Ultrasound-Peripheral. The
results of this study suggests that Visual and Ultrasound feedback are not appropriate for
in-car usage, unless combined multimodally. If Ultrasound is used uni-modally it is more
useful in a binary scenario.

5.4.5 Limitations

The two main limitations in this study were: a) Ultrasound feedback design was perceived
as being overly complicated, especially during unimodal feedback, and b) the poor gesture
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recognition performance of the Leap Motion device. Gesture recognition for circular motions
and swiping motions dropped significantly compared to Study 6’s average performances
(∼ 25% drop for CW, ∼ 30% for ACW, ∼ 55% for SL, and ∼ 20% for SR) even though
circle gesture recognition was performed by the same Leap Motion code as in the previous
studies 4 - 6. As discussed under hypothesis H4 (see above), the reason to why this happened
might be that participants were frustrated with the sensing system’s performance and the lack
of specific consequences of poor gesture execution, leading them to no longer try their best.

Another limitation in this study was the relative young age of participants (µ 28.6 σ 6.8).
The young age might have facilitated adaptation to this new interaction technique as well as
facilitated the perception of the ultrasound feedback. As discussed previously, perception of
sensory stimuli degrades with age [167].

5.4.6 Summary

This section contributes multimodal ultrasound feedback techniques for mid-air gesture in-
teraction in driving situations. The aims of this experiment were to: (1) determine the impact
of uni- and bimodal ultrasound mid-air gesture feedback on driving safety; (2) investigate
which feedback modality supports safe driving during lane change manoeuvres; and (3)
analyse which feedback combinations were most preferred by the participants. These aims
contributed to answering to the third research question of this thesis:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Experiments 5, 6, & 7)?

and continued to contribute an answer to the fourth research question of this thesis:

RQ4: What effect does multimodal mid-air gesture feedback have on interaction
in more challenging driving (Study 6 & 7)?

Of the four hypotheses identified in Section 5.4.2, all but H1 were rejected. This study shows
that if used unimodally, ultrasound haptics are a useful feedback method for binary mid-air
gesture information; these can be a) confirmation that the hand entered the gesture sensing
area or b) the system is paying attention to the user and ready to receive input. If used
multimodally it significantly reduces eyes-off-the-road time compared to Visual feedback
without compromising driving performance or mental demand.
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5.5 Conclusions

This chapter investigated the use of multimodal gesture feedback across a number of modal-
ities, to support gesture input while driving. These include Auditory and Cutaneous Push
feedback and Visual cues in the periphery. Three experiments were conducted to measure the
impact of these feedback modalities on driving performance and efficacy for mid-air gestur-
ing. The motivation for investigating bimodal feedback was to see if redundantly presenting
information across two modalities could reduce the workload associated with interaction.
Study 4 presented unimodal gesture feedback and found that non-visual output modalities
(e.g., Peripheral Lights and Cutaneous Push feedback from the steering wheel) might be low
resolution techniques, but they support gesturing without negatively impacting driving or
EORT.

The results from Study 5 showed that a combination of low resolution modalities can suc-
cessfully overcome the shortcomings of each feedback type and provide an additional modal-
ity for mid-air gesture feedback. Bimodal combinations of Visual feedback (e.g. Cutaneous
Push-Visual) had significantly higher impact on EORT and driving behaviour compared to
non-visual modalities, and provide compelling support for its use in driving environments.
The results from Study 5 show that workload was similar for the five feedback combi-
nations (Auditory-Visual (baseline), Auditory-Cutaneous Push, Auditory-Peripheral, Cuta-
neous Push-Peripheral, and Cutaneous Push-Visual), supporting the use of combinations of
Audio, Peripheral Visual, and Cutaneous Push feedback. These novel combinations had sim-
ilar cognitive demand to the baseline Audio-Visual pair, with the advantage of eliminating
the need to glance at the console screen.

Study 6 investigated bimodal Auditory-Visual (baseline), Auditory-Cutaneous Push, Auditory-
Peripheral, and Cutaneous Push-Peripheral feedback during the Lane Change Task to assess
the impact of gesturing and feedback modality on car control during more challenging driv-
ing. The LCT is a standard tool used in automotive studies to measure the demands of
secondary tasks whilst driving. Therefore, it functioned as a means to measure both, 1)
the impact of more challenging driving on gesture interaction, and 2) the impact of mid-air
gestures on driving behaviour. The non-visual feedback techniques did not affect driving
performance, gaze behaviour, gesturing performance, nor increased workload, suggesting
they can support gesture input without increasing distraction and putting safety at risk.

Finally, the use of ultrasound haptic feedback for mid-air gestures in cars has been pro-
posed to provide a sense of control over the user’s intended actions and to add touch to a
touchless interaction. Study 7 investigated the impact of uni- and bimodal presentation of
ultrasound feedback during the Lane Change Task on lane deviation, EORT and perceived
workload. The bimodal combinations of ultrasound included Ultrasound, Visual (baseline),
Ultrasound-Visual, Ultrasound-Peripheral, and Ultrasound-Auditory. Ultrasound feedback
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when presented unimodally and bimodally resulted in significantly less EORT compared to
visual feedback. The results suggest that non-visual, multimodal ultrasound feedback for
mid-air interaction decreases EORT whilst not compromising driving performance nor men-
tal demand.

The results from this chapter provide compelling support for non-visual, bimodal mid-air
gesture feedback for in-car interaction. By distributing interaction feedback across multiple
modalities, drivers can focus more on the primary task of driving.

5.5.1 Research Question 3

It is important to provide feedback to the driver to keep them informed; however, the feed-
back should not be cognitively demanding, nor impact driving behaviour. Findings from
Studies 5, 6, and 7 suggest that bimodal feedback significantly reduces eyes-off-the-road
time compared to Visual feedback without compromising driving performance nor perceived
user workload, thus it can potentially reduce crash risks. The outcomes of these experiments
are now summarised as recommendations in response to the following research question:

RQ3: How do multimodal mid-air gesture feedback techniques influence driv-
ing performance and in-car interaction (Experiments 5, 6, & 7)?

Mid-air gesture feedback benefits from bimodal feedback. Redundantly presenting informa-
tion across two modalities reduces EORT and user workload associated with the interaction,
whilst supporting the driver in maintaining control over the vehicle. Particularly non-visual
feedback combinations have shown to be beneficial for driving environments.

Lower resolution modalities such as Cutaneous Push feedback and Peripheral Lights are
optimal for bimodal combinations. They support the driver sufficiently for input without
glancing at the input sensor or the car console screen, whilst more importantly, having less
impact on the primary driving task and the driver’s cognitive load.

Finally, it is particularly important to combine ultrasound haptics with another non-visual
modality such as auditory or peripheral lights. As Study 7 showed, unimodal ultrasound
feedback functioned as binary information. User perceived it as system attention feedback
since attempts to discriminate the presented haptic patterns were too challenging for sec-
ondary task information. Ultrasound feedback functioned as redundant confirmation for the
other modality, and should be used as such.
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5.5.2 Research Question 4

In order to keep distraction from the infotainment system in cars to a minimum, it is nec-
essary to understand their impact on driving performance, especially when driving becomes
more challenging. The outcomes of Studies 6 & 7 are now summarised in response to the
following research question:

RQ4: What effect does multimodal mid-air gesture feedback have on more chal-

lenging driving (Experiments 6 & 7)?

Even during more challenging driving such as during the Lane Change Task, non-visual
feedback combinations caused significantly lower looking away times, and the least impact
on driving behaviour (except for Ultrasound-Auditory), without any negative impact on cog-
nitive loads. These results are strong support for bimodal, non-visual feedback for mid-air
gestures in cars.

Finally, the results suggest that participants prioritised the lane change task over the gesturing
task when both were prompted at the same time. This is in line with previous research
suggesting that drivers only perform secondary tasks when the requirements of the driving
task are not demanding [250, 251].

5.5.3 Contributions

The research in this chapter makes the following contributions:

• It presents novel multimodal feedback technique for in-car mid-air gesture interaction;

• It investigates their implications for gesture performance, user workload, and driving
behaviour during challenging driving;

• It finds that multimodally presented feedback has high user acceptance; especially
when combined with auditory feedback.



153

Chapter 6

Conclusions

6.1 Introduction

This thesis made the following statement in its Introduction:

This thesis argues that multimodal feedback can support mid-air gesture interac-
tion in cars and reduce eyes-off-the-road time without affecting driving perfor-
mance, in a simulated driving task. Tactile, auditory, and peripheral visual dis-
plays provide gesture systems a variety of ways of presenting information to in-
car mid-air gestures, overcoming the need for visual feedback on screens. This
thesis presents the design and evaluation of novel feedback techniques which
use these modalities to minimise visual information overload without negatively
impacting driving performance.

In the chapters that followed, research was presented which supports this statement and
aimed at answering this thesis’ research questions. Chapter 3 presented Cutaneous Push
feedback as an alternative tactile modality for mid-air gesture feedback. It demonstrated its
effectiveness in conveying notifications to drivers and contributed a better understanding of
tactile messages from the steering wheel. This informed the later use of this modality in
supporting mid-air gesture interaction in cars. Chapters 4 and 5 investigated the efficacy
of novel uni- and bimodal feedback techniques. The experiments in these chapters found
the interaction techniques successful. This chapter will now summarise the research in this
thesis, revisit the research questions and discuss how they were addressed and summarised
the findings. It also summarises the main contributions, and discusses the limitations of this
research and the future work arising from it.
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6.2 Research Questions

6.2.1 Research Question RQ1

How effective is Cutaneous Push feedback from the steering wheel to the driver’s
palm (Studies 1, 2, & 3)?

To answer this question, the research conducted in Chapter 3 presented three experiments
which measured participants’ recognition performance of static and dynamic Cutaneous
Push patterns, as well as looking at the impact of Cutaneous Push on lateral driving per-
formance and perceived workload. Temporally static Cutaneous Push (i.e. pins protruding
and retracting at the same time) showed promise as an alternative modality for in-car noti-
fications through delivering messages discreetly and quickly to the driver. However, static
patterns also had limitations regarding complexity and bandwidth. For instance, pattern
recognition accuracy decreased with increasing number of pins per pattern, with four being
the maximum tested. Additionally, two seconds of display time were necessary for each
pattern, allowing drivers enough time for pattern recognition. However, two seconds per
notification can elongate interaction duration. Temporally dynamic Cutaneous Push notifi-
cations (i.e. pins protrude one after the other) on the other hand, were presented for a total of
500 ms and showed to be an effective means of conveying tactile messages without impact-
ing driving behaviour nor driver workload. Dynamic patterns found high user acceptance; it
is important that the users enjoy using an interface, because no matter how safe a particular
interface is, it would be irrelevant, if the majority of users do not adopt it.

6.2.2 Research Question RQ2

How do unimodal mid-air gesture feedback techniques influence driving perfor-
mance and in-car interaction (Study 4)?

To answer this question, a study was conducted using unimodal feedback techniques to assist
the driver during gesture interaction. Four feedback modalities were presented to the driver:
Visual (baseline), Auditory, Peripheral Lights, and Cutaneous Push. The non-visual feed-
back techniques tested in this study caused the least distraction from the road. As discussed
throughout this thesis, it is important to limit visual distraction to avoid increasing the risks
of crashes. The lack of visual and physical distraction (turning the head towards the centre
console), resulted in participants perceiving non-visual feedback methods as more accept-
able in a driving environment. However, the low resolution modalities Cutaneous Push and
Peripheral Lights did not support gesture interaction as well as Visual or Auditory feedback.
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6.2.3 Research Question RQ3

How do multimodal mid-air gesture feedback techniques influence driving per-
formance and in-car interaction (Study 5, 6, & 7)?

To answer this question, three studies were conducted, combining the feedback techniques
introduced in the preliminary experiment (Chapter 4) to present bimodal feedback. Results
of the three studies have repeatedly shown that non-visual feedback modalities support ges-
turing in a car without impacting Eyes-Off-the-Road Time (EORT) or perceived workload
negatively. Two of the feedback combinations were low resolution: low-fidelity light an-
imations presented in the visual periphery from behind the steering wheel, and cutaneous
pressure presented to the driver’s palms via pins embedded into the steering wheel. These
types of display can only give a limited amount of feedback yet this was enough to support
successful gesture input. Such peripheral displays and cutaneous pressure are worth investi-
gating further, to reduce the reliance on a centre console screen that necessitates taking eyes
off the road. The peripheral display prototype was half the length of the dashboard, placed
behind the steering wheel in front of the driver; the length of the strip can be adapted (in-
creased and decreased). The low resolution modalities Peripheral Lights and Cutaneous Push
surpassed their shortcomings when combined and were shown to be very effective feedback
techniques for gesture interaction in cars. Non-visual feedback was consistently preferred
by users, even during the mid-air ultrasound study (Section 2.5.2), which showed that ultra-
sound can be a useful method if used multimodally and in binary fashion, for example to
confirm the feedback from the other modality.

6.2.4 Research Question RQ4

What effect does multimodal mid-air gesture feedback have on interaction in
more challenging driving (Study 6 & 7)?

To answer this question, two studies were conducted, using the Lane Change Task to create
a more challenging driving situation compared to maintaining the vehicle in the middle of a
motorway lane, which was used for the simulated driving scenarios in the previous five stud-
ies of this thesis. The results showed that even during more challenging driving, non-visual
feedback combinations caused significantly lower EORT, and the least impact on driving
behaviour (except for Ultrasound-Auditory), without any negative impact on cognitive load.
These results are strong support for bimodal, non-visual feedback for mid-air gestures in
cars.
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6.3 Contributions

This thesis makes novel contributions which inform the design of gesture interaction inter-
faces in vehicles. Its main contributions are: 1) Cutaneous Push feedback from the steering
wheel as a novel feedback modality in driving situations; 2) design and evaluation of uni-
modal feedback for mid-air gestures using three novel feedback types: a) Peripheral Lights
displays; b) Cutaneous Push; and c) Ultrasound tactile feedback; 3) an investigation of the
effects of multimodal feedback on mid-air gestures using the above modalities in combina-
tion; and 4) an examination of the effects of multimodal mid-air gesture feedback in more
challenging simulated driving situations.

6.3.1 Design Recommendations

From the experimental results, design recommendations can be made for multimodal feed-
back design during mid-air gesture interaction in cars. These are summarised here in Table
6.1; for further discussion see Sections 3.5, 4.6, and 5.5. Some of the findings in this thesis
could also be applied to other sensing systems in cars such as speech recognition.

Design Recommendations Chapter

1. Cutaneous Push notifications are most effective (i.e. good pattern
recognition, high user acceptance, no negative impact on driving
performance) if the pins are presented temporal dynamically.

3

2. Spatiotemporal static and dynamic Cutaneous Push patterns should be
presented to one hand as this results in higher recognition performances than
if presented to both hands (e.g. pins on the left hand protrude and retract one
after the other).

3. If Cutaneous Push patterns are presented to both hands at the same time,
then they should be mirrored. Mirroring patterns across both hands supports
perception as it presents information redundantly.
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Design Recommendations Chapter

4. The interaction area in a car cockpit is limited, and the system sensing
area should be appropriately sized. It needs to be small enough to avoid
unintentional user input and large enough to allow for comfortable gesturing.

4

5. Following the recommendation 4, discreet and static gestures such as
Victory are very effective in a driving environment. They should be prioritised
over continuous and dynamic gestures such as Swipe.

6. The sensing system needs to be more reliable than the currently
available techniques. Robust gesture and intent detection can decrease mental
and physical efforts. Studies should use a Wizard of Oz approach to mimic
reliable systems.

7. Non-visual bimodal feedback techniques are effective ways of
communicating Attention, Alignment, and System State. Non-visual, low
resolution modalities can overcome each others’ shortcomings if well
combined; and thus provide valuable feedback allowing the driver to keep
their eyes on the road.

5

8. It is particularly important to combine ultrasound haptics with another
non-visual modality such as auditory or peripheral lights. Unimodal
ultrasound feedback functions well as binary information.

Table 6.1: The design recommendations presented in each experimental chapter in this thesis.

6.4 Limitations and Future Work

This section will provide suggestions on future work and discuss limitations based on this
thesis.

6.4.1 Simulated Driving Task

All studies presented in this thesis were conducted in a laboratory setup using simulated
driving scenarios. Although questions regarding the ecological validity of the results can
arise, the choice was made because gesture interaction and the presented feedback modalities
were novel to most participants. This novelty might have impacted their safety if a real world
driving scenario would have been chosen. This limitation is widely accepted in the research
community, and most of the cited works in this thesis were also conducted in simulated
driving situations. Ng et al. [252] found a compromise between real world driving and
laboratory study, by sitting the participants on the passenger’s seat, while the experimenter
drove the car. Designing a study along the lines of Ng et al.’s setup would increase the level
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of realism during the study compared to simulated driving, if the participants are given a
primary task, which is equally demanding as driving. Another future investigation could look
into introducing traffic participants into the simulated driving environment, or increasing the
level of driving demand on the participants by implementing turn-taking.

6.4.2 Trimodal Feedback

A rich body of research has shown that multimodal feedback can be beneficial in a driv-
ing environment [253, 42, 254, 14, 255, 256, 207, 44], especially since the context in a
driving situation can change quickly. This thesis looked at uni- and bimodal feedback for
mid-air gestures. Future work could investigate trimodal feedback, as research has shown
it is preferred by drivers [257, 258] over bimodal, and especially over unimodal feedback.
Depending on context, trimodal feedback allows the driver to process information from the
most appropriate sensory channel [198, 199] and it is perceived as less cognitively demand-
ing compared to unimodal and bimodal feedback. However, modalities have to be combined
with consideration, as multimodal feedback can lead to sensory overload if (badly) com-
bined. Krol et al. [147] looked at feedback from a wand for remote pointing tasks and found
that visual, haptic, and auditory feedback led to sensory overload. Their participants reported
to have intentionally discarded the auditory and haptic information as interaction feedback
as it was “too much”.

6.4.3 Other Feedback Modalities

The interaction techniques used in this thesis were Visual, Auditory, Peripheral Lights, and
Cutaneous Push feedback. Visual and Auditory were chosen as they are commonly used by
car manufacturers for mid-air gesture systems. Future steps can investigate the efficacy of
vibrotactile feedback from wearables or thermal feedback from the steering wheel [8].

Another direction of future studies could look into a qualitative comparison between vibro-
tactile steering wheel feedback and Cutaneous Push in terms of urgency, valence, arousal,
and message content, as Study 3 participants compared Cutaneous Push to vibration and
ranked it as less “stressful” and “urgent”.

6.4.4 Reliability of the Gesture Sensing System

While conducting the research in this thesis, it was found that the Leap motion gesture sens-
ing system was not reliable and caused frustration for the participants. In the long term,
frustration can lead to the drivers rejecting mid-air gesture interfaces, regardless of how safe
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they might be; in the short term, frustration is an emotion which can lead to the inhibition
of driving performance and can impact driver safety [106]. The capabilities of the sensing
devices need to improve significantly regarding gesture intent and gesture recognition, oth-
erwise users might not accept them. In the presented studies, participants expressed explicit
frustration with the swiping motions. The correct performance rates of Swipe gesture were
consistently lower than the accuracy of the Circle and Victory gestures. As discussed, the
participants might have given up on swiping correctly (such that the system understands) for
the sake of swiping as instructed. Future work could investigate the impact of errors (e.g.
accidental system activation) on cognitive load, driving performance, and gesturing perfor-
mance. It is important to asses the effects of unwanted system behaviour as it can divert the
driver’s attention away from the primary driving task thus decreasing the driver’s safety.

6.4.5 Appropriate Set of Gestures for In-car Usage

The aim of this thesis was not to elicit the optimal set of mid-air gestures for driving situa-
tions. The gestures used in this study were based on already available gestures in production
vehicles. The predominant gestures used in the first study (Study 4) were swiping, circling
and the victory gesture. However, over time and with an increasing number of studies, it
became clear that the swiping gesture is not ideal for a constrained space like the car cockpit.
Discreet and static gestures, like the victory gesture, might be more appropriate for in-car
use. Continuous and dynamic gestures such as swiping require more space for execution; as
they can require multiple executions, these can impact physical driver fatigue.

6.4.6 Diverse Participant Groups

The participants in the studies were typically young drivers (µ 25.43 σ 7.37). There was
no specific focus on recruiting diverse age groups; however this could be a useful future
work direction, as age has been shown to cause age related decline in sensory perception
[201]. With an increase in the population of older adults around the world, it is important
to test the presented feedback modalities across age ranges. Older adults might benefit from
multimodal feedback, as it can compensate for age related sensory degradation [167].

6.5 Conclusions

Users need feedback when interacting with a gesture sensing system in cars and this thesis
contributes novel interaction techniques which support them. This thesis investigated novel
non-visual feedback techniques such as Cutaneous Push from the steering wheel, Peripheral
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Lights, and ultrasound haptics. These modalities, combined with each other or with auditory
feedback, can be used to support drivers during gesture interaction while allowing them to
keep their eyes on the road. The findings showed that these novel techniques were successful
in supporting drivers during interaction without increasing visual distraction or perceived
workload. Their use in future systems will help drivers gesture more efficiently and more
confidently, reducing negative impacts on driving, with the potential to make it safer.
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Appendix A

An Appendix

Collected data can be found https://www.dropbox.com/sh/lxb1olh55qn4lod/AADfw3i6St2d-
yr0Y1aJfBQka?dl=0 (this is a temporary solution as all data will be moved to the University
of Glasgow’s Enlighten system). For each study, the data comprises of:

• Code (in Java)

• Questionnaire data

• Collected raw data (anonymous): driving data and gesturing data

• Ethics applications

• Experimental setup pictures

• Analysis Code (in R)

• List of components ordered/used during each study

Other data available on the link are the dissertation, the source files for the dissertation, and
figures included in this dissertation.

https://www.dropbox.com/sh/lxb1olh55qn4lod/AADfw3i6St2d-yr0Y1aJfBQka?dl=0
https://www.dropbox.com/sh/lxb1olh55qn4lod/AADfw3i6St2d-yr0Y1aJfBQka?dl=0
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