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Understanding mental health treatment effectiveness in young people 

by Sharon Ann Scovil Neufeld 

Mental disorders are one of the leading causes of non-communicable disease burden 

worldwide, with distress emerging as a common factor among such disorders. Most lifetime mental 

disorders emerge during adolescence and young adulthood, yet no studies have robustly assessed 

changes in common distress over time during this broad developmental epoch. Common distress is 

particularly pertinent when assessing mental health treatment effectiveness, as comorbidity rates 

are higher amongst those who seek treatment. In this dissertation, I seek to redress the paucity of 

evidence regarding mental health treatment effectiveness in young people. Herein I longitudinally 

validate a common distress factor, enabling me to use specific and broad mental health outcomes 

to assess the effectiveness of treatment-as-usual mental health services in two separate samples. 

In chapter 2, I use a community sample of adolescents to test the relationship of age 14 

service contact on depressive symptoms by age 17. I found that 14-year-old adolescents who had 

contact with mental health services in the past year had a greater decrease in depressive symptoms 

than those without contact. By age 17 years, the odds of reporting clinical depression were higher in 

individuals without contact than in service users who had been similarly depressed at baseline. In 

addition to propensity score weighting to adjust for participants’ initial likelihood to access services, I 

used a clinically relevant cutoff and adjusted for a wide range of time-varying confounding variables. 

These adjustments give greater confidence than previous studies to the notion that mental health 

service contact is related to meaningful improvements in subsequent mental health. Policy 

implications of these findings are addressed. 

In chapter 3, I develop a transdiagnostic measure of mental health to be used to assess 

treatment effectiveness with relevancy across multiple disorders. This transdiagnostic measure is 

the general factor (common distress or p) from a bifactor model of 118 self-report items from 

previously validated measures of depression, anxiety, behavioural problems, obsessions, psychotic 

symptoms, wellbeing, and self-esteem. Longitudinal and gender measurement invariance and 

reliability of this model was demonstrated in a sample of 14- to 24-year olds assessed annually 

three times. Predictive validity of the general and specific factors was demonstrated using an 

extensive set of external variables covering factors such as social environment, personality, and risk 

behaviour. Accelerated growth modelling revealed developmental changes in the factors from ages 

14-27 largely consistent with epidemiological patterns of the associated disorders. 

I use this validated distress factor in chapter 4 to further test the effectiveness of mental 

health treatment-as-usual, in a broader age range with a broader outcome than the adolescent 

sample. Family functioning and friendship support were also explored as potential mechanisms of 

action. Treatment was related to decreased distress over two years, in unadjusted and adjusted 

models. In order to propensity weight, I focused analyses on those above the population mean in 

baseline distress, which contained 85% of young people reporting treatment for a mental disorder. 



 
 

Such individuals were more likely to have required treatment, so treated and untreated groups are 

more meaningful and comparable. In propensity score weighted models, treatment was related to 

decreased subsequent distress. Treatment was also related to improved family functioning over two 

years, but only in adolescents aged 14-18, more likely to be living with their family. In this younger 

group, the best fitting model revealed distress as a significant mediator: the majority of 

improvements in family functioning occurred through improvements in distress. However, treatment 

was not related to a change in friendship support over time. Thus, not only is mental health 

treatment-as-usual related to a significant decline in young people’s distress, but also improvements 

in adolescent family functioning. 

Finally, in chapter 5 I discuss the broader implications of the findings. Analyses in two 

separate community samples of young people strongly support the notion that treatment-as-usual is 

related to improvements in both specific and broad measures of mental health. Such treatment-

related improvements in mental health appear to also yield benefits in family functioning in 

adolescents. Findings as a whole argue for increased access to mental health services. 
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CHAPTER ONE 

 

Introduction 

 

1.1 Epidemiology of mental disorders 

The prevention of mental disorders is a pressing issue of our day. Mental and substance use 

disorders are one of the leading causes of non-communicable disease burden worldwide, following 

only behind cardiovascular diseases and cancers, and representing nearly 200,000 Disability-

Adjusted Life Years (DALYs (Kyu et al., 2018)). DALYs are a composite measure of disease burden 

which capture premature mortality, prevalence, and severity of ill health). Mental disorders show no 

signs of abating: globally, DALYs for mental disorders increased by 14% between 2007 to 2017 

(Kyu et al., 2018). Across sociodemographic levels, DALYs for mental disorders have been shown 

to first emerge at discernable levels from ages 5-9, and burgeon from ages 10-24, where mental 

disorders were the highest contributer to DALYs across all diseases (Kyu et al., 2018). This 

underscores the importance of prevention of mental disorders, particularly in this age range. 

Age of onset data from the World Health Organization mental health surveys concurs with 

the above increased DALYS related to mental disorders in young people. Across the 28 countries 

studied, half of all lifetime mental disorders emerged by the mid-teens and three-quarters by the 

mid-twenties (Kessler et al., 2007). These figures were based predominantly on cross-sectional 

retrospective data, which are biased by poor recall and cohort differences (Moffitt et al., 2010). 

However, findings from the Dunedin birth cohort study, a longitudinal epidemiological study, also 

demonstrate an increase in prevalence of mental disorder across adolescence (Newman et al., 

1996). With disorder rates obtained every two to three years from ages 11 to 21, significant 

increases were seen from ages 13-15, and from ages 15-18, with rates remaining high into the 

twenties. (Both studies used the diagnostic classification system of the Diagnostic and Statistical 

Manual of Mental Disorders (DSM), commonly used in many studies of mental disorder (Clark et al., 

2017). Internationally, the age of onset of particular disorders is consistent (Kessler et al., 2007). 

Phobias and impulse-control disorders manifest earlier (median age of onset for both disorder 

groups is approximately 7-14, with 25% emerging at age 4 (Kessler et al., 2007)), explaining the first 

discernable DALYs being exhibited at ages 5-9 (Kyu et al., 2018). Other anxiety disorders and 

depressive disorders manifest later: 25% have emerged by the mid-teens, with the lower bound to 

the median being age 25 (Kessler et al., 2007). Most psychoses become apparent in the third 

decade of life, with a median onset in the early 20s. As mental disorders emerge in both 

adolescence and emerging adulthood (ages 18-25 (Arnett, 2000) or ages 18-29 (Arnett, 

Žukauskiene and Sugimura, 2014)) the subsequent discussion will encompass these age ranges. 

(The term “young people” will be used when I collectively refer to both adolescents and emerging 

adults.) 
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The onset of new mood and anxiety disorders in young people is particularly troubling due to 

the high prevalence of these disorders. Internationally, anxiety disorders have been shown to be 

consistently the most prevalent of mental disorders followed by mood disorders, with substance use 

disorders and impulse disorders being less prevalent (The WHO World Mental Health Survey 

Consortium, 2004). This finding was confirmed by a systematic review and meta-analysis of all 

population surveys published over 33 years focusing on the first three disorders (Steel et al., 2014). 

This study revealed pooled prevalence estimates for anxiety and mood disorders at 6.7% and 5.4% 

of the general population, respectively, followed by 3.8% for substance use. This relatively higher 

increased prevalence has resulted in mood and anxiety disorders being termed ‘common mental 

disorders’ (CMD). When DALYs are considered, depressive disorders rank above anxiety disorders, 

due to the former being more functionally disabling and having a higher association with premature 

death (Kyu et al., 2018). Together these two disorder categories represent 57% of DALYs across all 

10 main categories of mental disorders.  

Coupled with a high prevalence, CMD also exhibit strong continuity from adolescence to 

adulthood. Homotypic continuity exists when symptoms of the same mental disorder persist over 

time. This continuity could be due to chronic or recurrent symptoms (Ormel et al., 2015). In a 

representative cross-sectional sample of 1584 adolescents, relatively high 12-month to lifetime 

prevalence ratios (59% and 66% for mood and anxiety disorders respectively) indicated substantial 

disorder persistence (Ormel et al., 2015). Longitudinal cohort studies have revealed that of those 

with a CMD diagnosis in emerging adulthood, 60%-74% had a prior diagnosis in adolescence 

(Newman et al., 1996; Patton et al., 2014). This persistence over time of the same mental disorder 

has been termed homotypic continuity. Homotypic continuity is a shown even further into adulthood 

in findings from a prospective British birth cohort. Those suffering from CMD in their mid-teens were 

more likely to also exhibit CMD at ages 36 and 43; those with persistent CMD across ages 13 and 

15 had higher rates of CMD at ages 36 and 43, and were even at fourfold risk of CMD at age 53 

(Colman et al., 2007).  

Rates of homotypic continuity vary depending on the sample and disorder studied. A review 

of longitudinal data from clinical and community samples revealed that 40-70% of depressed 

adolescents are diagnosed with major depressive disorder in adulthood (Rutter, Kim-Cohen and 

Maughan, 2006). Not included in the above review, a prospective sample of young people who were 

diagnosed with a childhood or adolescent depressive disorder concurs with the review findings - 

40% experienced recurrent depression and 18% experienced persistent depression at age 23 

(Dunn and Goodyer, 2006). However, a longitudinal cohort study of nearly 1000 young people 

revealed more modest rates of continuity, with 23% reporting two or more episodes of major 

depression (MDD) when repeatedly assessed from ages 16-21 (Fergusson, Boden and Horwood, 

2007). For adults who had experienced remission from MDD, similar recurrence rates were found 

(27% and 34% for those who had been treated in specialist mental healthcare and primary care 
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respectively, (Hardeveld et al., 2013). For adults with an episode of anxiety disorder, recovery rates 

12 years later varied depending on type of anxiety disorder (social phobia had the lowest recovery 

rate at 37% and panic disorder without agoraphobia the highest recovery rate at 82% (Bruce et al., 

2005)). For those who recovered from their intake episode, the 12-year probability of recurrence 

varied from 39% to 58% (Bruce et al., 2005). Similarly, a sample of young adolescents in the 

general population revealed differential rates of homotypic continuity over two years depending on 

the anxiety disorder studied, with social phobia revealing the highest continuity (Ferdinand et al., 

2008). While the above studies reveal a range of rates in homotypic continuity for CMD, there is no 

doubt that those with persistent CMD in adolescence are at much greater risk of subsequent CMD 

(Colman et al., 2007), underscoring the importance of early intervention.  
Alongside this homotypic continuity there has also been substantial heterotypic continuity 

observed in young people, where one disorder predicts another disorder at a later timepoint. 

Following a substantial body of research on the subject (for a review see (Rutter, Kim-Cohen and 

Maughan, 2006)), recent cohort studies have assessed homotypic and heterotypic continuity across 

many mental disorders. Evidence for both has been demonstrated from childhood to early 

adolescence (Shevlin, McElroy and Murphy, 2017), and in adulthood (Lahey et al., 2014). Findings 

indicate that heterotypic continuity increases with age. In the child-to-adolescent sample, within 

broad categories of mood, anxiety, and disinhibitory disorders, eight specific disorders predicted, 

and were predicted by each other (Shevlin, McElroy and Murphy, 2017). Across these broad 

categories, mood and disinhibitory disorders predicted anxiety disorders. In adulthood, even more 

heterotypic continuity was demonstrated across 10 specific disorders. A specific disorder from each 

category of mood, anxiety, and disinhibitory disorders predicted (and was predicted by) another 

specific disorder in each of the other categories. Less frequent disorders also exhibit heterotypic 

continuity: children with strong psychotic symptoms at age 11 had higher rates of PTSD, anxiety, 

depression, and substance dependence by age 38, and were more likely to have attempted or 

completed suicide (Fisher et al., 2013). Not only are these troubling outcomes for people with 

mental disorders, but this heterotypic continuity underscores the overlapping nature of mental 

disorders, raising questions about their distinctness. 

 

1.2 Are there better ways to construe mental health? 

 Mental disorders are now understood to be complex combinations of psychological problems 

which are inherently dimensional, as opposed to categorical, discrete entities (Clark et al., 2017). In 

addition to the heterotypic continuity discussed above, this point is underscored by the ubiquity of 

individuals with one mental disorder who simultaneously meet criteria for another mental disorder. 

High rates of comorbidity in mental disorders have been demonstrated in adolescent (48% (Kessler 

et al., 2012)), emerging adult (47%, (Newman et al., 1996)), and adult (45%, (Kessler, Chiu, et al., 

2005)) populations. However, as alluded to in the heterotypic continuity findings discussed above, 
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some of these disorders are more systematically related than others. There has long been evidence 

that mental disorders form higher-order factors of internalizing and externalizing – with negative 

affectivity being common to the depressive and anxiety disorders which load onto the former factor, 

and disinhibition being common to the antisocial behaviour disorders, ADHD, and substance use 

disorders which load onto the latter factor (Achenbach, 1966). This dual structure has been 

confirmed through many subsequent studies and indeed through meta-analyses of the data from 

many of these international studies (Krueger and Markon, 2006; Kessler et al., 2011). More 

recently, the importance of a distinct third and potentially more severe dimension, that of a thought 

disorder factor, has emerged when a broader array of disorders have been included alongside 

those which fall into internalizing and externalizing dimensions (Kotov, Chang, et al., 2011). This 

factor has comprised diagnoses of mania, psychosis, as well as paranoid, schizoid, and schizotypal 

personality disorders (Kotov, Ruggero, et al., 2011). The inclusion of this factor is particularly 

important given the young age of onset and disabling nature of such disorders (Anderson, 2019), as 

well as the finding that psychotic disorders exhibit a greater incidence than previously thought 

(Jongsma et al., 2019).  

However, there are further ways to extend how mental health can be modelled. Lahey et al 

made the important point that even these higher order factors remain correlated, which suggests an 

even higher-order factor overlays these dimensions (Lahey et al., 2012). Their analyses revealed 

that the best-fitting model was a bifactor model, which included a general psychopathology factor on 

which all of the mental disorders loaded. These findings were swiftly confirmed in another sample, 

with the general factor being coined ‘p’, to represent a general liability for psychopathology (Caspi et 

al., 2014). However, being based on DSM diagnoses, these models are grounded on assumptions 

made by clinical experts as to how symptoms are aligned with respect to diagnoses (Markon, 2010; 

Krueger and Markon, 2011). Circumventing this issue, an additional layer of dimensionality can be 

added by modelling symptoms directly. This also allows subthreshold symptoms, which may still be 

impairing (Rutter, Kim-Cohen and Maughan, 2006), to inform the model. Symptoms have indeed 

been shown to have greater ability to predict clinical outcomes than diagnoses alone (Brittain et al., 

2013). Further, models of mental health can extend beyond symptoms and include positive 

dimensions, acknowledging that mental health is more than the absence of mental illness (Keyes, 

2002). Such an endeavour may capture the concept of ‘enduring mental health’ enjoyed by those 

who remain free of mental disorder from birth to mid-life (Schaefer et al., 2017). Regardless of the 

specific details of how mental health is modelled, the resultant factors must be externally validated 

in order to ascertain their utility moving forward. It is to these predictors of mental health I turn to 

next.  
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1.3 Key predictors of mental health in young people 

The deleterious effect of childhood trauma and poor family relationships on subsequent 

mental health have been well-documented. A systematic review of studies of family relationships 

assessed during childhood, with psychiatric outcomes obtained 10 years later and adjusted by 

confounding, helps clarify the aspects of parenting which have the most prolonged effect on young 

people (Weich et al., 2009). Severe child abuse and/or neglect by family members predicted later 

depression and PTSD, whereas harsh maternal discipline and/or maternal unresponsiveness 

predicted anxiety, PTSD, and adolescent suicide attempts (other disorders were not measured). A 

more recent study has confirmed and extended these findings by prospectively measuring 

childhood victimization from ages 5-12 across many domains (Schaefer et al., 2018). Victimization 

encompassed physical maltreatment, neglect, exposure to domestic violence, as well as sexual, 

peer/sibling, internet/mobile phone, and crime victimization. By age 18, each of these types of 

victimization individually predicted internalizing, externalizing, and thought disorder factors which 

were based on symptoms of mental disorders. There was a linear relationship with the extent of 

poly-victimization and the levels of symptoms on each of these outcomes.  

Other aspects of environmental adversity also have a clear link with subsequent mental 

disorder. Lower socio-economic status in childhood has been related to a higher incidence of 

internalizing and externalizing behaviours and thought problems in adolescence (Wadsworth and 

Achenbach, 2005). Regardless of timing from infancy to early adolescence, childhood adversity has 

been prospectively associated with increased rates of mood, anxiety, substance misuse, psychotic 

disorders, and ADHD in older adolescents and emerging adults (Björkenstam et al., 2016). 

Adversities were distinct from victimization, ranging from those which disrupted the family structure 

(familial death, parental separation), were based on parental dysfunction (parental psychiatric 

disorder, substance misuse, or severe criminality), or household factors (received public assistance, 

residential instability). Risk for psychiatric disorder increased twofold for those with three or more 

adversities. Stressful life events experienced after childhood (eg. death of a close family member or 

friend, breakup of a romantic relationship, contact with police) have also been associated with 

mental illness. Such events experienced by adolescents and emerging adults have been shown to 

predict both anxiety and depressive disorders ten years later (Asselmann et al., 2015). Stressful life 

events have also been correlated with higher levels of adolescent psychotic experiences (Shakoor 

et al., 2016) and externalizing behaviours (Amone-P’Olak et al., 2009). 

Social support has been shown to have a protective role in the development and 

progression of mental disorders in young people and may act to buffer the effect of stressful events 

on subsequent psychosocial functioning (Cohen and Wills, 1985). In adolescents, family support 

has been shown to mediate the effect of childhood family adversities on subsequent depressive 

symptoms, whilst friendships mediated the effect of relational bullying on depressive symptoms (van 

Harmelen et al., 2016). In a sample of adolescents and emerging adults, social support from friends 
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but not family was related to improved subsequent resilient functioning – that is, better psychosocial 

functioning than expected based on recalled childhood family experiences (Van Harmelen et al., 

2017). However, parental support has been shown to be related to emerging adults’ improved 

emotional adjustment over time (Wintre and Yaffe, 2000; Levitt, Silver and Santos, 2007). Thus, 

both sources of social support appear to be important in predicting the subsequent mental health of 

young people. 

Personality factors may also predispose young people to developing a mental disorder. A 

meta-analysis of personality traits and depression, anxiety, and substance use disorders in adults 

revealed that neuroticism (the tendency to exhibit a diffuse negative emotionality) was strongly 

related to all mental disorders (Kotov et al., 2010). Adolescent neuroticism has been related to 

externalizing disorders (Lahey et al., 2008) and subsequent psychotic symptoms (Goodwin, 

Fergusson and Horwood, 2003). Impulsivity in adolescents has been shown to be predictive of 

drinking problems, marijuana and drug use, as well as conduct and hyperactivity problems 18 

months later (Castellanos-Ryan et al., 2013). However, a prosocial disposition (eg., being inclined 

towards helping and sharing, and showing concern for others) was protective of externalizing 

disorders and depression in adolescents (Lahey et al., 2008).  

 

1.4 Interventions to improve mental health  

Considering these factors which contribute to young people’s reduced mental health, 

intervention in this age group is imperative. In addition to the likelihood of continuity of a mental 

disorder into adulthood, there are broader consequences of an early onset to mental disorders. 

Young people with a mental disorder report interference in their work and daily activities (Newman 

et al., 1996), which means they are less likely to be in employment, education, or training, and more 

likely to be on employment benefits (Knapp, 2014). According to peers, adolescents with a mental 

disorder exhibit disturbed behaviour, and official records reveal they have more contact with criminal 

justice services and higher rates of criminal convictions (Newman et al., 1996; Knapp, 

2014). However, systemic impairment extends well into mid-life. The presence of a moderate or 

severe psychological problem by the age of 16 has been shown to predict decreased probability of 

working and a decreased family income at ages 23, 33, 42, and 50, as well as a decreased 

likelihood of cohabiting or being married at the latter three ages (Goodman, Joyce and Smith, 

2011). Further, childhood psychological problems predicted reduced cognitive functioning, 

agreeableness, conscientiousness, and emotional stability at age 50. In comparison, physical health 

problems by age 16 did not exert the same toll on income. This “long shadow” cast by early onset 

mental health problems highlights the large societal benefit of intervention in young people. 

Great strides have been made over the past several decades in developing psychological 

treatments, which are now considered to be the frontline intervention for many mental disorders 

(Clark, 2018). Particularly for depression and anxiety disorders, cognitive behavioural therapies 
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(CBT) have been shown to have enduring effects on symptoms following the cessation of treatment 

(Hollon, Stewart and Strunk, 2006; Goodyer et al., 2017), although for depression, other 

psychotherapies have been shown to be equally effective (Goodyer et al., 2017). While 

psychotrophic medications are effective at reducing symptoms during the course of treatment, 

outcomes following cessation of treatment in randomized controlled trials have been shown to be 

poorer than psychotherapy (Hollon, Stewart and Strunk, 2006). CBT is thought to alter more stable 

cognitive dispositions and underlying information-processing styles in a way that medication cannot 

(ibid). As the most widely studied psychotherapy (Hofmann et al., 2012), CBT enjoys broad support 

as a treatment, with specific forms of CBT being recommended for adolescents and adults with 

depression and anxiety disorders (NICE, 2014b, 2017, 2019a) and psychosis (NICE, 2014c, 2016), 

as well as antisocial and borderline personality disorders in adults (NICE, 2015). 

The importance of psychotherapy is reflected in best-practice guidelines established by the 

UK’s National Institute for Clinical Excellence (NICE) guidelines. Since 2004, this independent 

organization has been systematically reviewing the evidence for effectiveness of a variety of 

interventions for mental disorders (Clark, 2018). NICE recommends a stepped-care approach, 

where the least intrusive, most effective intervention should be offered first. For the more common 

mental disorders, lower-intensity psychological interventions (such a group therapy) are 

recommended for anxiety and mild manifestations of depression; for more moderate forms of these 

disorders, a higher-intensity psychological intervention (such as individual therapy) is 

recommended, potentially in combination with medication (NICE, 2014b, 2017, 2019a).  

Launched in 2008, England’s Individual Access to Psychological Therapies (IAPT) 

programme aims to substantially increase access to evidence-based psychological treatment for 

young people and adults ages 16 and above suffering from various anxiety and depressive 

disorders (Clark, 2018). The most recent adult psychiatric morbidity survey in the UK revealed that 

in 2014, treatment rates for those with CMD had indeed increased since 2007 (Mcmanus et al., 

2016). However, both surveys revealed that counselling was less likely to be received than 

medication, and rates of increase were greater for medication than counselling. Nonetheless, the 

number of people treated in the IAPT programme continues to rise, with approximately two-thirds 

showing reliable improvement in 2017, the most recent data available (Clark, 2018). While 

exceeding its current aim of treating 15% of adults with CMD each year (Baker, 2018; Clark, 2018), 

the aim is to increase this to at least 25% by 2020/21 (NHS England, 2015a). Wait times have also 

decreased over previous years and are better than targets: 87% waited less than 6 weeks to enter 

treatment (Baker, 2018). One of the advantages of the IAPT program is that it captures session-by-

session data on clinical outcomes (Clark, 2018), and thus such progress is able to be monitored. 
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1.5 Access to services 

While the above figures are encouraging, there is still substantial unmet need with respect to 

emerging adults’ access to mental health treatment. Even if NHS England’s goal of treating 25% of 

those ages 16 and above with CMD by 2020/21 is met, the remaining 75% still represent 4.5 million 

people with CMD who are not accessing services (NHS England, 2015a). There is also evidence 

that emerging adults may have greater difficulty with retention in therapy than their older 

counterparts. Using IAPT outcome data from 2010-2011, individuals in the third decade of life had 

the highest number of referrals into IAPT of any decade, but were the least likely to attend or 

complete therapy, and had the lowest levels of reliable improvement (Pettit et al., 2017). These 

observed difficulties with treatment in emerging adults are consistent with prior literature (Pottick et 

al., 2014), and may be due to their still-developing executive functioning skills (Giedd, 2004; Liston 

et al., 2006), which could contribute to more missed sessions and dropout (Henin and Berman, 

2016). Having often moved away from home, emerging adults typically have less frequent contact 

with parents (Arnett, 2000), key sources of support for engaging in and persisting with treatment. 

Further, the artificial boundary imposed by many mental health systems compelling young people to 

transition at age 18 from child to adult services can create a “yawning gap” in access to services 

(McGorry, 2013). Movement is being made to redefine services for young people up until age 25, 

but the examples are still few and far between (McGorry, Bates and Birchwood, 2013). In these 

aspirational and existing services there needs to be greater awareness of the particular challenges 

young people face in order to more fully meet their mental health needs.  

Access to mental health services for adolescents needs considerable attention. A recent 

report by the Children’s Commissioner for England highlights that nearly 15 times as many funds 

are spent on adult mental health as compared with children’s mental health (Children’s 

Commissioner, 2018). Child and adolescent mental health services (CAMHS) typically serve young 

people 18 and under (Singh et al., 2010). While an IAPT programme for children and young people 

exists as part of CAMHS, the mandate is solely to increase the quality of and improve access to 

existing mental health services as opposed to developing a new tier of care, as is the case for adult 

IAPT (Wolpert et al., 2016; Clark, 2018). Nonetheless, recently there has been an increase in the 

numbers accessing CAMHS (Children’s Commissioner, 2018), in line with objectives to expand 

these services (NHS England, 2015a). However, clear barriers to treatment still exist. Based on two 

NHS datasets from 2017-18, less than a third of those referred to CAMHS were treated within the 

year (Children’s Commissioner, 2018), after an average wait times of 9 weeks until assessment 

(NHS Benchworking Network, 2018). The above figures hide the unmet need in young people with 

mental health problems who do not make contact with services. Internationally, incidence rates of 

adolescents with a mental disorder range from 12-25% (Ford, Goodman and Meltzer, 2003; Canino 

et al., 2004; Green et al., 2005; Farbstein et al., 2010; Merikangas et al., 2010; Kessler et al., 2012; 

Vicente et al., 2012; Paula et al., 2014; Johnson et al., 2016; Sadler et al., 2018), yet generally, 
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rates of mental health service contact fall well below these levels – representing 34-56% of those 

with a mental disorder (Canino et al., 2004; Mansbach-Kleinfeld et al., 2010; Merikangas et al., 

2010; Vicente et al., 2012; Costello et al., 2014; Johnson et al., 2016).  

Of those who do make contact with mental health services, one approach to determining 

service effectiveness is to assess outcomes using individual-level approaches. For example, in CYP 

IAPT, outcomes have been reported using the percentage of individuals who showed reliable 

improvement (Wolpert et al., 2016; Edbrooke-Childs et al., 2018), using Jacobson and Truax’s 

reliable change index (RCI), which is purported to determine change above and beyond that due to 

measurement error (Jacobson and Truax, 1991). CYP IAPT outcomes have also been reported 

considering whether users who started above a clinical threshold moved below that threshold 

following treatment, and whether this clinical change was also reliable (Wolpert et al., 2016). 

However, there are several limitations to RCI and other methods for calculating individual change. 

Firstly, these methods typically do not address the missing data which is typical in longitudinal data 

(Speer and Greenbaum, 1995). Analyses based on completer samples (eg. had at least three 

treatment sessions in addition to assessment (Wolpert et al., 2016; Edbrooke-Childs et al., 2018) 

inflate estimates of treatment response when compared against estimates of all who were assigned 

to the treatment (Bollini et al., 1999). Taking the latter intent-to-treat approach is considered more 

relevant for ascertaining the public health benefit of a treatment since treatment non-adherence is 

included in the estimate (Ten Have et al., 2008). Secondly, most of the methods to calculate 

individual change yield unacceptable levels of false positives unless the test-retest reliability 

coefficient of the outcome is used in calculating change (Ferrer and Pardo, 2014). For some 

outcomes, such as the general psychopathology factor developed in Chapter 3 and utilized as an 

outcome in Chapter 4, this information is unavailable, rendering these methods inappropriate. 

Thirdly, methods to calculate individual change have been shown to result in unacceptable levels of 

false negatives even at high effect sizes (eg. Cohen’s d=1.8 yielded at false negative rate of 43% 

(Ferrer and Pardo, 2019)). This renders their estimates of treatment effectiveness questionable. 

Finally, often studies of individual change are comprised only of a treated group (eg. Wolpert et al., 

2017; Edbrooke-Childs et al., 2018). Without a non-treated control group, any change following 

treatment cannot be unequivocally attributed to service utilization. Addressing whether standard 

care is better than no care is particularly important in mental illness, where regression to the mean 

and spontaneous remission of symptoms is common (Hengartner, 2019).  

Randomized control trials (RCTs) can be employed to test the efficacy of mental health 

treatments. Such outcomes are typically estimated using an intent-to-treat approach (Ten Have et 

al., 2008) and thus improve upon analyses of just completer samples. However, RCTs are highly 

controlled to demonstrate efficacy under ideal situations, and thus lack real-world generalizability 

(Burnam, 1996). Pragmatic or practical clinical trials (PCTs) are better equipped to inform decision 

making by enrolling a more diverse population, recruiting from a variety of settings, and measuring a 
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broad range of outcomes (Tunis, Stryer and Clancy, 2003). However, even PCTs still may be more 

restrictive than standard mental health care, by excluding based on comorbid mental health 

conditions, for example (Dowrick et al., 2000). Further, the issue of a non-treated control group still 

bedevils PCTs. A non-treated control group is typically not allowed due to ethical considerations. 

Patients cannot be denied care and thus are still randomized into different treatments. Wait lists 

may be considered ethically appropriate to use as a no-treatment comparison group in clinical trials, 

although there is question as to how much a waitlist is equivalent to no treatment. A recent network 

meta-analyses performed on randomized controlled trials for depression treatments identified by 

NICE revealed that in 12-18-year olds, participants in the waitlist condition had no worse outcomes 

than those in many psychological interventions (NICE, 2019b). This finding either indicates that the 

treatments compared were ineffective or that a waitlist condition may not be synonymous with no 

intervention. Based on data from RCTs of psychotherapy treatments for depression in adults, 

improvements during the waitlist condition have been estimated at a pre- post-treatment effect size 

of 0.4 (Minami et al., 2007). While waitlist patients may improve due to being part of a clinical trial 

(Munder et al., 2019), this finding also does not rule out that the waitlist change is reflective of 

regression to the mean or spontaneous remission of symptoms (Hengartner, 2019). However, when 

compared against a no treatment condition in a network meta-analysis, waitlist participants 

performed significantly worse than no treatment (Furukawa et al., 2014). The authors conjectured 

that perhaps the waitlist group was motivated to remain depressed to be able to receive treatment 

at the end of the waitlist. Nonetheless, the above findings highlight the limitations of using RCTs and 

PCTs to determine effectiveness of mental health services. 

In light of the above limitations, observational community studies, where young people with 

mental health needs may or may not make contact with mental health services, represent an 

excellent opportunity to provide good quality evidence of mental health treatment effectiveness. 

Unlike the approaches outlined above, such studies provide a naturalistic non-treated comparison 

group coupled with a real-world representation of service usage. The obvious limitation of selection 

bias in such a sample (Altman and Bland, 1999) can be addressed through adjusting by the 

propensity score (Rosenbaum and Rubin, 1983). This statistical technique balances the treated and 

untreated groups based on all observed covariates, similar to the random distribution of covariates 

between groups in an RCT. However, groups cannot be balanced by unmeasured covariates as 

RCTs are. Propensity adjustment generally cannot be implemented alongside calculations of 

individual change; comparing individual improvement rates of a treated versus an untreated group 

would therefore be biased. Thus, propensity weighting is typically limited to group-level 

comparisons. This trade-off is reasonable, given the limitations in individual change approaches 

outlined above. Adjustments based on the propensity score greatly increase confidence in any 

associations made between young people’s contact with mental health services and subsequent 

gains in mental health. 
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Acknowledging that all approaches have their own unique set of advantages and limitations, 

it is important that policy makers consider propensity-weighted findings from observational 

community studies in conjunction with findings from RCTs, PCTs, and routine data collected from 

CYP IAPT and other mental health services. Such triangulation of evidence will allow decision 

makers to have a broad base from which to propose improvements in CYP MHS. 

 

1.6 The present body of work 

The present work utilizes two epidemiological studies (Goodyer et al., 2010; Kiddle et al., 

2018) to assess the effectiveness of services used by young people with mental health needs. As 

these data are longitudinal, they allow for the modelling of trajectories based on service utilization. 

Trajectories can be estimated at the group-level (controlling for individual differences) or calculated 

individually. However, given the above barriers and limitations regarding the calculation of individual 

change, the focus of change in the present body of work is on that of group-level changes.   

I tackle this issue of mental health treatment effectiveness in Chapter 2 (Neufeld et al., 2017) 

using a British cohort of adolescents followed from ages 14 to 17 (Goodyer et al., 2010). 

Trajectories of self-reported depressive symptoms were modelled over three years, with rate of 

change compared by groups based on age 14 mental disorder and service contact. A wide range of 

sociodemographic, environmental, individual, mental health, and diagnostic variables were used to 

adjust the data for potential confounding. Further, in order to address lack of randomization of this 

community study, propensity weighting (Rosenbaum and Rubin, 1983) was performed on those with 

a mental disorder, adjusting for the initial likelihood to access services or not, based on the 

variables which had previously been used to adjust for confounding. Clinical relevance of findings 

was bolstered by implementing a clinical cut-off. This study is the first of its kind to relate community 

mental health service contact with subsequent improvement in adolescent mental health, while 

addressing non-randomisation of service contact and attrition. Findings are discussed in light of 

policy implications (Neufeld, Jones and Goodyer, 2017).  

Given the limitations of existing transdiagnostic models of mental health, in Chapter 3 I 

comprehensively validated a bifactor model of mental illness and wellness using longitudinal data 

from a sample of adolescents and emerging adults (Kiddle et al., 2018). Findings in this chapter are 

developmental and therefore independent of mental health treatment, but lay the groundwork for 

assessing the relationship of mental health treatment with a transdiagnostic factor of mental health 

in the next chapter. The bifactor model developed in this chapter has been previously reported 

using cross-sectional data only (St Clair et al., 2017), and redresses a gap in the literature by 

focusing more extensively on the key developmental period when the majority of mental illnesses 

emerge (Kessler et al., 2007). As scant few bifactor studies have done (only (Castellanos-Ryan et 

al., 2016; Greene and Eaton, 2017)), I tested longitudinal invariance, enabling more valid 

interpretation of homotypic and heterotypic continuity coefficients than in studies where this 
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invariance was not tested (Murray, Eisner and Ribeaud, 2016; McElroy et al., 2018). I determined 

construct replicability (Hancock, 2001) of the latent factors over time, which the majority of bifactor 

models consistently omit (Rodriguez, Reise and Haviland, 2016a). Expanding on prior work, I used 

a suite of external variables to determine longitudinal construct validity and predictive validity of the 

factors, based on background, environmental, and personality variables, harmful behaviours, IQ, 

and BMI. A multivariate model including the first three domains of variables determined the relative 

importance of these variables in predicting the factors from the bifactor model. Finally, the 

accelerated longitudinal design of the present study (Kiddle et al., 2018) allows accelerated growth 

modelling (Duncan and Duncan, 2004) to be performed to obtain growth curves over the full age 

range of 14-27, whilst taking cohort effects into account. This was performed on each of the factors 

from the bifactor model, to determine rate and shape of change during this sensitive period, as has 

not previously been done. Together these findings help increase understanding of the structure of 

mental health during adolescence and emerging adulthood. 

 I next used this validated distress factor (p) in Chapter 4 to ascertain whether community 

mental health treatment is related to reduced levels of distress over two years in adolescents and 

emerging adults. This chapter extends Chapter 2 by determining whether treatment effects are 

observed in an additional sample with a broader age range (Kiddle et al., 2018) during the full key 

period when mental disorders emerge (Kessler et al., 2007) and when transitions occur between 

mental health services (Singh et al., 2010). A transdiagnostic outcome was used to ascertain 

whether general treatment-related improvements are seen across all disorders. Further, 

mechanisms of treatment action were explored by performing mediation analysis with measures of 

social functioning. As presence of mental disorder was not determined in this study, analyses 

comprised those above the population mean on distress. This acts as a threshold for treatment 

need, which in Chapter 2 I show is important when estimating treatment effects (Neufeld et al., 

2017). This also allowed the groups to be more comparable in order to propensity weight based on 

background, social environment, and harmful behaviour variables. Findings are discussed with 

respect to access to care in adolescents and emerging adults.   

I conclude by discussing the broader implications of the findings in Chapter 5. Analyses in 

two separate community samples of young people robustly support the notion that treatment-as-

usual is related to improvements in specific (ie: depression) and transdiagnostic (ie: p) measures of 

mental health. Such treatment-related improvements in mental health appear to also yield benefits 

in family functioning in adolescents. However, over the past decade in the UK there has been a 

striking increase in reported prevalence of young people with a long-standing mental health 

condition (Pitchforth et al., 2019). While some improvements in services have been made (for 

CAMHS: (Children’s Commissioner, 2018); for adults, IAPT: (Clark, 2018)), society needs to 

prioritize young people’s mental health in order to keep pace with these needs. Not only is the moral 
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imperative to do so strong, but the long-term societal benefits of such actions are compelling 

(Goodman, Joyce and Smith, 2011; Knapp, 2014; Clark, 2018). 
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CHAPTER TWO 

 

Reduction in adolescent depression following contact with mental health 

services 

 

2.1 Introduction 

This chapter is based on publications from a study assessing the effectiveness of service 

contact due to mental health needs. As first author, I performed all analyses and drafted the 

publications. Using a community sample, lack of randomization was addressed using propensity 

weighting to balance baseline covariates between those who were and were not referred. This 

statistical approach equalizes the groups in a manner similar to an RCT (Rosenbaum and Rubin, 

1983). Propensity weighting has not previously been undertaken to assess the effectiveness of 

mental service contact in adolescents with a demonstrated need for services. Service need was 

defined in the present study by those who met criteria for a mental disorder. Attrition in this 3-year 

longitudinal study was addressed by multiple imputation, and a clinical cut-off was implemented in 

order to render findings more clinically relevant. Findings indicated that mental health service 

contact was related to a greater reduction in subsequent depression in adolescents compared with 

those who had not made service contact (Neufeld et al., 2017). While regression to the mean in the 

untreated sample indicated that those without service contact were as a whole below MFQ clinical 

cut-off three years later, this could be due to the fact that not all had a depressive diagnoses at 

baseline – due to sample size restraints, all with any mental disorder were included in the analyses. 

The study acknowledges this as a limitation and that this inclusivity would, if anything, bias findings 

to the null.  

 The two related publications which followed the initial article in Lancet Psychiatry (Neufeld et 

al., 2017) are also included in this chapter. Firstly, the editor invited us to submit a response based 

on a PubPeer review of the initial article. This correspondence allowed further detailing of the 

paper’s statistical methods. In particular, I expounded on the appropriateness of the utilized 

propensity score method for small samples, and justified the approach taken for specification of the 

propensity score model. A minor correction to table 1 was also included; the version of the Lancet 

Psychiatry paper below is the corrected version. Secondly, I was invited to write a paper expanding 

on the policy implications of the Lancet Psychiatry paper, which is the third publication in this 

chapter (Neufeld, Jones and Goodyer, 2017). This article reviewed relevant academic and grey 

literature, which underscored the need for more studies to longitudinally assess adolescent mental 

health and service usage. Comparing the Neufeld et al, 2017 findings to grey literature indicated the 

deleterious effects of austerity on young people’s access to mental health services, as well as the 

importance of school-based counselling and better training of primary providers who make mental 

health service referrals. 



 16 

In sum, findings from this chapter support the notion that community-based service contacts 

for mental health problems is related to reduced adolescent depression. Evidence provided 

indicates that access to services appears to have been put at risk based on government funding 

cuts. Suggestions are given for ways to improve identification of mental health problems and how to 

ensure continued access to important services. Finally, the findings from this chapter provide 

impetus for testing the effectiveness of mental health services in another sample with altered 

parameters such as a different age range or outcome. A transdiagnostic outcome is developed in 

Chapter 3 which is then used in Chapter 4 as the outcome for assessing mental health treatment 

effectiveness in adolescents and emerging adults. Chapter 2’s findings are further extended in 

Chapter 4 by testing social support as a potential mechanism of action of mental health treatment. 
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Reduction in adolescent depression after contact with 
mental health services: a longitudinal cohort study in the UK
Sharon A S Neufeld, Valerie J Dunn, Peter B Jones, Tim J Croudace, Ian M Goodyer

Summary
Background Evidence regarding the association between service contact and subsequent mental health in adolescents 
is scarce, and previous findings are mixed. We aimed to longitudinally assess the extent to which depressive symptoms 
in adolescents change after contact with mental health services.

Methods As part of a longitudinal cohort study, between April 28, 2005, and March 17, 2010, we recruited 
1238 14-year-old adolescents and their primary caregivers from 18 secondary schools in Cambridgeshire, UK. 
Participants underwent follow-up assessment at months 18 and 36. Trained researchers assessed the adolescents 
for current mental disorder using the Schedule for Affective Disorders and Schizophrenia for School-Age Children 
Present and Lifetime version (K-SADS-PL). Caregivers and adolescents reported contact with mental health 
services in the year before baseline. Adolescents self-reported depressive symptoms (Mood and Feelings 
Questionnaire [MFQ]) at each timepoint. We assessed change in MFQ sum scores from baseline contact with 
mental health services using multilevel mixed-effects regression adjusted for sociodemographic, environmental, 
individual, and mental health confounders, with multiple imputation of missing data. We used propensity score 
weighting to balance confounders between treatment (users of mental health services) and control (non-users of 
mental health services) groups. We implemented an MFQ clinical cutoff following the results of receiver operating 
characteristic analysis.

Findings 14-year-old adolescents who had contact with mental health services in the past year had a greater decrease 
in depressive symptoms than those without contact (adjusted coefficient –1·68, 95% CI –3·22 to –0·14; p=0·033). By 
age 17 years, the odds of reporting clinical depression were higher in individuals without contact than in service users 
who had been similarly depressed at baseline (adjusted odds ratio 7·38, 1·73–31·50; p=0·0069).

Interpretation Our findings show that contact with mental health services at age 14 years by adolescents with a mental 
disorder reduced the likelihood of depression by age 17 years. This finding supports the improvement of access to 
adolescent mental health services.

Funding Wellcome Trust, National Institute for Health Research.

Copyright © The Author(s). Published by Elsevier Ltd. This is an Open Access article under the CC BY license.

Introduction
Many mental disorders emerge during adolescence 
and continue into adulthood.1 In depressive disorders, 
younger onset is associated with more depressive 
episodes, longer episode duration, increased co morbidity, 
suicidality, and admission to hospital.2 Among individuals 
with a diagnosed depressive disorder, adolescents are 
more likely than adults to delay contact with mental 
health services, thereby increasing episode duration and 
risk of recurrence. Clearly, early identification and 
treatment of mental disorders during adolescence 
would contribute to reduction and perhaps prevention of 
adverse sequelae.

Measurement of the treatment gap—the discrepancy 
between disorder prevalence and proportion treated—is 
a prerequisite to enable policy makers to prevent such 
adverse sequelae from arising. To predict service need, a 
clearly recognised cutoff for mental disorder, such as 
meeting DSM diagnostic criteria, is desirable. Our review 
of international studies that report DSM-IV disorder and 

past-year contact with mental health services for those 
with a disorder (appendix pp 1, 2), found that 12–25% of 
adolescents have a mental disorder, of whom only 
34–56% access mental health services. Previous surveys3,4 
in the UK report much higher proportions of contact 
with mental health services (71% of children or 
adolescents with a mental disorder); however, unlike 
most studies, these estimates classify seeking help from 
a teacher as a mental health service contact. Other 
studies5,6 report 12–19% lower service use rates for anxiety 
than for depression.

The association between adolescents’ contact with 
mental health services and subsequent mental health 
remains unclear in community samples, but is vital to 
clarify if adolescent mental health services are to compete 
for health-care funding. Findings from studies7,8 using 
broad definitions of mental health problems without a 
cutoff for service need have shown that use of mental 
health services had little effect on subsequent mental 
health problems. However, results are more promising if 
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adolescents are at greater risk of, or already have, a mental 
disorder. In adolescents who witnessed community 
violence, use of mental health services reduced depressive 
symptoms.9 Adolescents with fearful spells or panic 
attacks were more likely to develop diagnosable panic 
disorder and depression if they had not used mental 
health services.10 Patients treated for emotional disorders 
at Child and Adolescent Mental Health Services (CAMHS) 
showed significant improvement compared with 
controls,11 yet this change was not clinically meaningful. 
Finally, among DSM-diagnosed adolescents, users of 
specialist mental health services had reduced symptoms 
compared with those who were untreated, but only if 
eight or more sessions were attended.12 However, none of 
the studies that showed a positive association between 
service contact and mental health addressed non-
randomisation or attrition. Only one study9 adequately 
addressed confounding variables (ie, those associated with 
both predictor and outcome, which could bias the 
association between service use and subsequent mental 

health), and only one study10 showed significant effects 
that were clinically relevant.

In the present study, we used a longitudinal 
repeated-measures design on a community ascertained 
cohort to assess change in adolescent depressive 
symptoms from ages 14 years to 17 years after contact 
with mental health services. For the outcome, we used 
depressive symptoms as a valid identifier of major 
depressive disorders,13,14 which are highly prevalent5 and 
predictive of future morbidity.2 To extend this previous 
work, the design controls for differences in symptoms 
and background factors among service users and non-
users at baseline and over time, in individuals with and 
without a DSM-defined mental disorder. We hypothesised 
that self-reported depression scores would be reduced to 
a greater extent in adolescents who contacted mental 
health services than in those with no contact, but that 
these effects would be stronger in the subsample with a 
clearly defined need for mental health services, based on 
the presence of a diagnosable mental disorder. We 

Research in context

Evidence before this study
In 2015, a task force in the UK noted the paucity of good quality 
national information regarding Child and Adolescent Mental 
Health Services (CAMHS) outcomes. To identify previous 
published work, with no language restrictions, that assessed the 
association between CAMHS use and subsequent mental health, 
we searched PubMed (* denotes wildcard) for articles published 
in the past 16 years (from Jan 1, 2000, to July 5, 2016) for the 
terms (service* OR help-seek*) AND (psychopatholog* OR 
mental* OR psychiatric*) AND (observation* OR community OR 
survey OR cohort OR epidemiolog*) AND (longitudinal[Title] OR 
prospective[Title] OR change[Title] OR reduc*[Title] OR 
improve*[Title] OR effectiveness[Title] OR outcome[Title]) AND 
(adolescen*[Title] OR youth*[Title] OR young*[Title]). 
We required studies to reflect treatment-as-usual mental health 
service use, and have a non-service using comparison group. 
We identified additional papers by checking citations.

We identified six studies that yielded mixed findings regarding 
the association of service contact with subsequent mental 
health. Two studies that assessed change in all service users 
without a clearly recognised cutoff for service need, such as 
DSM, showed that mental health service use had little effect on 
subsequent total mental health problems over and above that 
to be expected from natural remission. The four remaining 
studies assessed adolescents at greater risk of a mental disorder 
or those with a DSM diagnosis. These studies showed an 
improvement in mental health following service contact, but 
none addressed non-randomisation of service contact or 
attrition, only one adequately addressed confounding variables, 
and only one showed significant effects that were clinically 
relevant. None of these studies were from the UK (three were 
from the USA and three were from Europe).

Added value of this study
To our knowledge, this study is the first of its kind in the UK, and 
the first to support the association of mental health service 
contact and the improvement of mental health by late 
adolescence, while addressing non-randomisation of service 
contact and attrition. In addition to propensity score weighting 
(which balances treatment and control groups on confounders, 
similar to a randomised control trial) to adjust for participants’ 
initial likelihood to access services, and multiple imputation to 
deal with missing data, we used a clinically relevant cutoff and 
adjusted for a wide range of time-varying confounding 
variables. These adjustments give greater confidence than 
previous studies to the notion that mental health service contact 
is related to meaningful improvements in subsequent mental 
health. This study is also the first we are aware of that shows 
that the association of mental health with previous treatment is 
attenuated if that treatment was irrespective of service need.

Implications of all the available evidence
The spending of the UK National Health Service (NHS) on 
children’s mental health services has fallen by 5·4% in real terms 
since 2010 (£41 million), despite an increase in demand. The 
present findings support the positive role played by mental health 
services in a cohort before these NHS cuts, illustrating to policy 
makers the validity of increasing the availability of child mental 
health services to at least 2010 levels. That positive findings 
became non-significant upon inclusion of all mental health 
service users irrespective of disorder underscores the importance 
of clinical assessment when making referral decisions. These 
findings support training of service referrers (eg, in primary care or 
schools) in detection of the presenting features of mental 
disorders, to increase the proportion of referrals of individuals 
with a clear need who could be more responsive to treatment.
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hypothesised that these findings would remain when 
we addressed attrition, confounding variables, non-
randomisation of mental health service contact, and 
clinical relevance.

Methods
Study design and participants
As part of the ROOTS longitudinal cohort study15 of mental 
health, between April 28, 2005, and March 17, 2010, we 
recruited 1238 adolescents and primary caregivers 
(1134 [92%] were the biological mother of the adolescent) 
from 27 secondary schools in Cambridgeshire, UK. 
18 secondary schools approached agreed to participate, with 
letters of invitation sent until the sample size reached a 
prespecified cutoff of 1000 participants. Of a possible 
3762 students, 1238 agreed to participate. Participants were 
interviewed separately and completed questionnaires 
at mean ages 14·5 years (timepoint 1 [T1]), 16 years 
(timepoint 2 [T2]), and 17·5 (timepoint 3 [T3]) years 
(T1–3 means, SDs 0·3). Written informed consent was 
obtained from adolescents and caregivers before partici-
pation. Cambridgeshire 2 Research Ethics Committee local 
ethics committee provided ethics approval.

Procedures
At T1, trained researchers assessed adolescents’ mental 
health status using the Schedule for Affective Disorders 
and Schizophrenia for School-Age Children–Present and 
Lifetime version (K-SADS-PL)16 to establish DSM-IV17 
axis 1 diagnoses. Adolescents with a high clinical index 
(subthreshold for diagnosis, but exhibiting four symptoms 
and clinical impairment) were classified as diagnosed. 
Experienced psychiatrists (IMG, PBJ) trained interviewers 
and conducted consensus meetings regarding all K-SADS 
assessments. Inter-rater agreement for diagnosis was 
high (95%). Disagreements were settled by clinical 
consensus meetings between clinical psychiatry experts.

Mental health service contact was defined as an 
adolescent’s assessment or treatment of a mental health 
problem by a primary care provider (ie, general practitioner) 
or a mental health specialist from any sector. Caregiver and 
adolescent responses were obtained by use of various 
measures (items in appendix pp 3–5). T1 past-year mental 
health service contact (no or yes) was generated as an 
exposure variable, and any mental health services after T1 
(no or yes, post-T1–3) as a confounder. Caregivers reported 
contacts with adolescent mental health services at T1 
from a semi-structured interview, with high inter-rater 
agreement on core indicators (κ=0·7–0·9; Cambridge 
Early Experiences Interview18) and from a self-reported 
questionnaire at T1 and T3. Adolescents were interviewed 
at T3 about mental health service contact before 
K-SADS-PL assessment. Adolescents also reported how 
often they had seen a doctor or other health professional 
regarding depressive symptoms in the past month 
(Kessler’s Psychological Distress Scale19). We combined 
adolescent and caregiver responses with either response if 

one was missing, or with the positive response if sources 
disagreed (considering differential recall and caregivers 
potentially unaware of adolescent service use).

A combined variable was derived at T1 that defined 
participants with current mental disorder (yes or no) and 
past-year mental health service contact. This variable 
resulted in four levels: unaffected (no current disorder or 
past-year service contact), service contact only, disorder 
only, and disorder and service contact.

We assessed the Mood and Feelings Questionnaire 
(MFQ)20 at T1–3. This 33-item adolescent self-report of 
current or past 2 weeks’ depressive symptoms covers 
DSM criteria for major depressive disorders. The 
MFQ has shown prognostic validity in clinic and non-
clinic samples,13,14 yielding high internal consistency 
(α=0·92–0·94) in the present sample. Higher sum 
scores indicate more symptoms.

We chose 18 putative confounders that covered 
sociodemographic, environmental, individual, mental 
health, and diagnostic domains (appendix pp 7, 8) based 
on a previous association with mental health service 
contact, or depression. For example, family structure, 
functioning and mental health problems, peer support, 
maltreatment, stressful events, socioeconomic status, 
gender, past referrals for mental health problems, current 
diagnosis type, severity, and comorbidity have all been 
related to current mental health service contact.21 We 
assessed seven confounders at multiple timepoints 
(appendix p 9).

Statistical analysis
We did primary analyses on an imputed dataset (appendix 
pp 7, 8) of individuals with complete data for T1 past-year 
mental health service contact and current mental 
disorder.

Imputed longitudinal MFQ scores were the outcome in 
multilevel mixed-effects linear regression models with 
maximum likelihood estimation, implemented in 
STATA 13.0. This analysis nests correlated data, thereby 
accounting for violations in the assumption of 
independence. For the present data, repeated assessments 
over time were nested within individuals (the random 
effect). Fixed effects (ie, predictors in the regression) 
included linear, quadratic, and categorical effects of age, 
and confounders (appendix p 7). We assessed categorical 
effects of T1 disorder and services (unaffected or disorder 
only or disorder and services) and this variable’s 
interaction with age. We did not include the services-only 
group of individuals in the primary analysis because 
without a mental disorder their need for services was less 
clear. We explored the effects of nesting by school by 
adding school as a further random-effect.

We did receiver operating characteristic (ROC) analysis 
to determine the ability of MFQ to classify affective 
disorder. In ROC analysis the true positive rate (sensitivity) 
is plotted against the false positive rate (1–specificity). We 
estimated the area under the curve (AUC) and used it as 
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an index of diagnostic accuracy; a higher AUC reflects 
greater accuracy. The MFQ has previously been shown to 
have good-to-high diagnostic accuracy with this method.13,14 
Additionally, MFQ scores above the 75th percentile are an 
established behavioural marker for clinical diagnosis of 
major depression.22 The Youdin Index was calculated to 
determine the clinical cutoff point, because it maximises 
sensitivity and specificity,23 thereby increasing correct 
classification of individuals with and without depression.

To address the absence of randomisation of mental 
health service use, a propensity score was generated to 
weigh the outcome model. A propensity score is the 

individual probability of attending or receiving a service 
or treatment conditional on observed baseline covariates. 
The score is designed to balance confounders between a 
treatment and control group, as is done in a randomised 
control trial.24 The primary propensity-adjusted analyses 
comprised data from adolescents with a mental disorder, 
because those in the disorder-only group were the most 
appropriate for comparison with the disorder-and-
services group (appendix pp 7, 8 provide further details 
of propensity score). To reduce estimate bias, we first did 
analyses of the full sample with a disorder, then we 
restricted the sample to the region of common support—

Imputed sample Complete case sample

n Coefficient (95% CI) p value n Coefficient (95% CI) p value

MFQ all timepoints

Main effects

Disorder and services variable 3360 1·06 (0·42 to 1·69) 0·0014 2469 1·56 (0·95 to 2·17) <0·0001

Age (linear) 3360 –0·11 (–0·34 to 0·12) 0·36 2469 –0·24 (–0·45 to –0·02) 0·032

Age² (quadratic) 3360 0·04 (–0·25 to 0·33) 0·77 2469 –0·36 (–0·62 to –0·10) 0·0075

Disorder and services variable × age

Unaffected vs disorder only 3360 –1·01 (–1·91 to –0·10) 0·029 2469 –0·34 (–1·25 to 0·57) 0·46

Unaffected vs disorder and services 3360 –2·69 (–3·94 to –1·44) 0·0004 2469 –2·89 (–4·12 to –1·66) <0·0001

Disorder only vs disorder and services 3360 –1·68 (–3·18 to –0·19) 0·028 2469 –2·54 (–4·04 to –1·04) <0·0001

Disorder and services variable × age²

Unaffected vs disorder only 3360 –0·28 (–0·58 to 0·02) 0·070 2469 –0·08 (–0·38 to 0·22) 0·60

Unaffected vs disorder and services 3360 –0·83 (–1·24 to –0·42) 0·0004 2469 –0·99 (–1·39 to –0·58) <0·0001

Disorder only vs disorder and services 3360 –0·56 (–1·06 to –0·05) 0·031 2469 –0·91 (–1·40 to –0·41) <0·0001

Categorical analysis of age

Unaffected

T1–2 3015 0·05 (–0·70 to 0·79) 0·90 2257 0·59 (–0·07 to 1·24) 0·078

T2–3 3015 0·21 (–0·54 to 0·97) 0·58 2257 –0·95 (–1·63 to –0·27) 0·0063

T1–3 3015 0·26 (–0·47 to 0·99) 0·48 2257 –0·36 (–1·00 to 0·28) 0·27

Disorder only

T1–2 213 –2·40 (–5·62 to 0·82) 0·14 140 –0·90 (–4·11 to 2·30) 0·58

T2–3 213 –0·83 (–4·33 to 2·67) 0·64 140 –1·42 (–4·75 to 1·89) 0·40

T1–3 213 –3·23 (–6·38 to –0·08) 0·044 140 –2·32 (–5·53 to 0·88) 0·15

Disorder and services

T1–2 132 –4·08 (–9·07 to 0·91) 0·11 72 –1·29 (–6·76 to 4·21) 0·65

T2–3 132 –3·64 (–9·22 to 1·94) 0·20 72 –7·85 (–14·55 to –1·15) 0·022

T1–3 132 –7·72 (–12·98 to –2·46) 0·0044 72 –9·13 (–14·81 to –3·44) 0·0016

T1 MFQ

Unaffected vs disorder only 1120 5·56 (3·58 to 7·53) 0·0004 983 5·03 (2·85 to 7·20) <0·0001

Unaffected vs disorder and services 1120 5·56 (2·96 to 8·16) 0·0004 983 7·52 (4·63 to 10·42) <0·0001

Disorder only vs disorder and services 1120 –0·01 (–3·10 to 3·09) 1·00 983 2·50 (–0·96 to 5·95) 0·16

T3 MFQ

Unaffected vs disorder only 1120 2·73 (0·22 to 5·24) 0·033 769 4·20 (1·73 to 6·67) <0·0001

Unaffected vs disorder and services 1120 –2·03 (–5·55 to 1·49) 0·26 769 –1·20 (–4·67 to 2·27) 0·50

Disorder only vs disorder and services 1120 –4·76 (–8·75 to –0·77) 0·020 769 –5·40 (–9·47 to –1·34) 0·0085

Data were adjusted as follows: gender, sociodemographics (ethnic origin, Index of Multiple Deprivation, adolescent living with biological parents), environmental factors (number 
of stressful life events in the past year, current family dysfunction and friendships, any family-focused adversities by T1), and mental health factors (any past Schedule for Affective 
Disorders and Schizophrenia for School-Age Children diagnosis, any mental health services after T1, any emotional problems in a family member [past 3 years or present], current 
antisocial traits). Variables not included were any mental health service referral age 0–13 years (p=0·19 in base model) and pubertal status (not a true confounder as p>0·10 and 
ρ<0·10 with predictor). MFQ=Mood and Feelings Questionnaire. T1=timepoint 1 (age 14·5 years). T2=timepoint 2 (age 16 years). T3=timepoint 3 (age 17·5 years).

Table 1: Longitudinal change in MFQ by current mental disorder and past-year contact with mental health services at T1
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the range of propensity scores which were observed in 
both treated and untreated individuals.25 We estimated 
the propensity score weighted outcome models with 
generalised linear modelling (GLM) with a logit link, 
with adjustment for post-baseline confounding variables. 
A robust estimator accounted for the sample weighting.

To address the importance of use of a clearly defined 
need for mental health services based on the presence of 
a mental disorder, we reanalysed data including all 
service users, irrespective of disorder.

Role of the funding source
The funder of the study had no role in study design, data 
collection, data analysis, data interpretation, or writing of 
the report. The corresponding author had full access to 
all the data in the study and had final responsibility for 
the decision to submit for publication.

Results
Of the 1238 participants recruited, 1190 adolescents had 
data for T1 current mental disorder and past-year mental 
health service contact (appendix p 6). The number of 
respondents with complete data for all outcomes and 
covariates at all timepoints was 983 (83%) for T1, 
717 (60%) for T2, and 769 (65%) for T3. 64 (5%) adoles-
cents made past-year contact with mental health services; 
126 (11%) had a current mental disorder. Among 
individuals with a disorder, 48 (38%) reported past-year 
service contact and 46 (96%) of these contacts were based 
on T1 past-year recall; 36 (84%) of 43 of these adolescents 
attended five or more sessions (n=5 had missing data for 
treatment length). In the disorder-and-services group 
(n=48), disorders were affective (n=16 [33%]), anxiety 
(n=10 [21%]), behavioural (n=25 [52%]), and other 
(n=5 [10%]); 14 (29%) of these participants had a comorbid 
K-SADS diagnosis (appendix p 9).

Overall, 16 (25%) of 64 service users had no disorder, 
and differed from the disorder-and-services group: 
baseline MFQ scores were lower in the no-disorder 
group, although with no significant difference between 
groups (coefficient –7·64, 95% CI –15·30 to 0·02; 
p=0·051), and MFQ scores did not change over time 
(coefficient 1·22, –1·01 to 3·44; p=0·28). Adolescents 
with a disorder predominantly accessed CAMHS, 
whereas unaffected adolescents mostly accessed a school 
counsellor (appendix p 11). Unaffected service users 
were less antisocial than service users with a disorder 
(coefficient –3·20, 95% CI 1·10 to 5·29; p=0·0034); 
remaining covariates p>0·062 (means in appendix p 9).

Adolescents with a disorder were substantially more 
impaired than unaffected adolescents across all domains 
of confounders (appendix p 9). When we compared 
adolescents with a disorder by mental health service 
contact, individuals varied mainly in diagnostic factors 
(appendix p 9).

1002 (84%) of 1190 service contacts were reported by 
both adolescents and caregivers, showing 98% agreement 
and high chance-corrected agreement (κ=0·78, 95% CI 
0·71–0·84). The remaining service contacts were based 
on either adolescent or caregiver report.

Findings from adjusted multilevel mixed-effects 
regression analysis revealed that at T1, individuals in 
both the disorder only and disorder-and-services groups 
had significantly higher MFQ scores than did those in 
the unaffected group, but scores between the disorder 
only and disorder-and-services groups did not differ 
significantly (table 1, figure). MFQ scores in both these 
groups improved over time compared with the 
unaffected group, in which scores remained stable; 
however, scores improved more quickly among the 
disorder-and-services group than the disorder-only 
group (table 1, figure). By T3, scores in the disorder-and-
services group had improved (reported reduced 
symptoms) to the levels of those in the unaffected group 
(table 1, figure). By contrast, at T3, patients in the 
disorder-only group reported significantly more 
symptoms than did those in both the disorder-and-
services group and the unaffected group (table 1). 
Analyses repeated on complete case data yielded similar 
results (table 1; appendix p 12 shows imputed and 
complete-case analysis results from unadjusted models). 
Nesting by school did not affect complete-case results; 
thus, we did not do clustering during imputation. All 
data we present for comparability are non-nested results.

ROC analysis revealed MFQ as an excellent dis-
criminator of affective disorder (AUC=0·93, 95% CI 
0·90–0·96). The Youden Index indicated an MFQ 
clinical cutoff point of 22, with 94% sensitivity and 
79% specificity, greater than previously obtained in a 
similar sample measured with differing cutoff point 
methodology.14

We included nine baseline covariates in the propensity 
score weighting (table 2). Propensity score weighted 

Figure: Adolescent MFQ scores by T1 current mental disorder and past-year contact with mental health services
Disorder and services variable; imputed and adjusted results. Error bars represent SDs. Adjustments made as for 
table 1. MFQ=Mood and Feelings Questionnaire. T1=timepoint 1 (age 14·5 years).
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GLM revealed that among adolescents with a mental 
disorder, those without contact with mental health 
services at T1 had nearly four times the odds of being 
depressed by T3 compared with those in the disorder-
and-services group (table 2). Inclusion of post-baseline 
confounding variables increased odds by more than 
five times, and in the common support sample, to more 
than seven times (table 2). Data for propensity score 
covariates were missing for five (4%) of 124 adolescents 
with a disorder. To assess the effect of MFQ imputation 
and missing covariate data on findings, we did 
unweighted GLM with mental health service contact at 
T1 predicting T3 MFQ clinical cutoff (adjusted by 
T1 MFQ only) in three separate models: model A (raw 
MFQ [n=95]), model B (imputed MFQ [n=124]), and 
model C (imputed MFQ with missing data from 
propensity score weighted covariates [n=119]). Effect 
sizes (calculated from odds ratios26) for mental health 
service contact in these models were similar (0·44 for 
model A, 0·46 for model B, and 0·45 for model C), 
indicating no effect of imputation or missing data.

We repeated analyses by expanding the treatment 
group to include all adolescents who had made past-year 
contact with mental health services at T1, including 
16 individuals with no T1 mental disorder. Comparison 
groups remained the same as before. The multilevel 
mixed-effects regression required the same confounding 
variables as the primary analyses, yielding equivalent 
results for the unaffected group compared with the other 
groups. Although this treatment group had the equivalent 
T1 MFQ to the disorder-only group (coefficient –0·94, 
95% CI –3·81 to 1·93; p=0·52) as in the primary analyses, 
the two groups did not differ in their rate of change over 
time (linear coefficient –0·68, –2·07 to 0·70; p=0·33; 
quadratic coefficient –0·27, –0·74 to 0·20; p=0·26). 

Results did not differ significantly with propensity score 
weighted GLMs (table 2, appendix pp 7, 8).

Discussion
To our knowledge, this study is the first in adolescents to 
support the role of contact with mental health services 
in improving mental health by late adolescence, while 
addressing non-randomisation and attrition. Four 
similar studies9–12 did not address these issues; only one 
study9 adequately controlled for confounding variables, 
and one other study10 showed significant effects that were 
clinically relevant. Two studies11,12 only assessed specialist 
mental health services, and one study12 reported effects of 
services only if eight or more sessions were attended. In 
the present study, we considered mental health services 
from all sectors irrespective of treatment length, we 
multiply imputed missing data, used propensity score 
weighting to adjust for participants’ initial likelihood to 
access services, and data yielded clinically relevant results 
robust to a wide range of confounds. Contact with mental 
health services appeared to be of such value that after 
3 years the levels of depressive symptoms of service users 
with a mental disorder were similar to those of unaffected 
individuals. Among adolescents with a mental disorder 
at age 14 years, the odds of those without past-year 
contact with mental health services having clinical 
depression by age 17 years were greater than for service 
users who had been similarly depressed at baseline. 
Recruitment of participants from the general population, 
who vary in diagnosis type, severity, and treatment type, 
and the absence of strict inclusion criteria as in 
randomised controlled trials also increases the external 
validity of our study, especially for public mental health 
and policy makers in the field of community and 
specialised youth services.

Propensity score weighted only* Propensity score weighted and 
adjusted for post-baseline 
confounds

Post-baseline confounds

OR (95% CI) p value OR (95% CI) p value

Adolescents with a T1 mental disorder: service contact vs none

Full propensity score sample 
(n=119)

3·70 (1·40–9·82) 0·0086 5·23 (1·47–18·63) 0·011 T2 MFQ; T3 family dysfunction, stressful life events

Common support sample 
(n=98)

4·36 (1·41–13·47) 0·011 7·38 (1·73–31·50) 0·0069 T2 MFQ; T3 stressful life events , family 
dysfunction, living with biological parents

All with T1 mental health service contact vs T1 mental disorder but no services

Full propensity score sample 
(n=134)

1·78 (0·81–3·92) 0·15 2·41 (0·92–6·32) 0·073 T1 MFQ;† mental health service contact after T1; 
T2 friendships; T3 stressful life events, living with 
biological parents

Common support sample 
(n=94)

2·36 (0·93–6·02) 0·072 2·65 (0·88–7·97) 0·085 T1 MFQ; mental health service contact after T1; 
T3 stressful life events, living with biological 
parents, family dysfunction

OR=odds ratio. T1=timepoint 1 (age 14·5 years). T2=timepoint 2 (age 16 years). MFQ=Mood and Feelings Questionnaire. T3=timepoint 3 (age 17·5 years). *Variables used in the 
propensity score model are ethnic origin, gender, pubertal status, mental health referrals aged 0–13 years, past Schedule for Affective Disorders and Schizophrenia for School-Age 
Children diagnosis, current behavioural diagnosis, and environmental factors (current friendships and family dysfunction, past-year stressful life events). †T1 MFQ was used if 
more strongly related to predictor and outcome than T2 MFQ.

Table 2: MFQ clinical cutoff point at T3 predicted by propensity score weighted mental health service contact at T1



Articles

126 www.thelancet.com/psychiatry   Vol 4   February 2017

Our findings are in contrast with the null8 or negative7 
association of mental health services reported with 
longitudinal total emotional and behavioural problems, 
with no diagnostic threshold. These studies defined 
mental health services in a similar manner to the present 
study; one study7 implemented propensity matching 
to address the absence of randomisation. However, 
measurement of total problems irrespective of clinical 
typology might mask potential influences of mental health 
services on emotional or internalising symptoms. Previous 
null findings can also be explained by a disregard to service 
need. The present study’s findings became non-significant 
when all users of mental health services were included in 
the treatment group irrespective of disorder. This outcome 
underscores the importance of assessment, and supports 
training of service referrers (eg, in primary care or schools) 
in the presenting features of mental disorders, to increase 
the proportion of referrals of adolescents with a clear need 
who could be more responsive to treatment. Our findings 
suggest that adolescents accessing mental health services 
without a mental disorder might be less antisocial, but 
with fewer symptoms they could be less likely to improve 
from treatment. Future work should further elucidate 
this group.

Our study has some limitations. First, verification of the 
self-report of mental health service use against medical 
records would have been beneficial; however, findings 
are supported by high caregiver–adolescent agreement 
and similar proportions reported in comparable studies 
in other countries—eg, in adolescents with a DSM-IV 
diagnosis, 34–56% had past-year contact with any mental 
health services and 19–25% had contact with specialist 
mental health services (appendix p 1); the proportions in 
our study were 38% and 22%, respectively (appendix p 11). 
Second, heterogeneous treatment makes speculation 
about a mechanism for improvement difficult. However, 
common features across treatments could have a role; 
for example, listening, advice giving, problem solving, 
being non-judgmental, and being supportive. Larger 
studies assessing service use separately by treatment type 
might reveal relative effectiveness, to aid policy makers in 
determining which services to support. Third, sample 
size prohibited a focus on participants with a depressive 
diagnosis; thus, we included adolescents with any 
DSM diagnosis. However, because adolescents without 
depression are less likely to show change in depression 
related to service contact, inclusion of all diagnoses 
biases the findings to the null. Furthermore, because of 
numbers of participants, we could not do analyses by 
varying treatment lengths. However, the intention-to-treat 
assumption also biases findings to the null; therefore, it is 
noteworthy that an effect of service use was found. Finally, 
although addition of covariates and propensity score 
weighting helped us to address confounding variables, our 
study had no pretreatment baseline. A larger study with 
more longitudinal assessments could allow analysis of 
adolescents initiating service use in a naturalistic setting.12

Although our findings are an encouragement to policy 
makers and commissioners that CAMHS helps to 
improve mental health, such findings cannot be cause 
for complacency. Figures published in 2015 show that 
National Health Service (NHS) spending on children’s 
mental health services in the UK has fallen by 5·4% in 
real terms since 2010 (£41 million), despite an increase 
in demand.27 Audits have shown a resultant increase in 
referrals and waiting times; providers report increasingly 
complex and severe presenting problems, associated with 
longer stays in inpatient facilities.28 The present study 
occurred in a cohort before these NHS cuts, illustrating 
to UK policy makers the importance of increasing 
availability of CAMHS to at least the 2010 levels. Globally, 
in high-income countries, total mental health spending 
represents no more than 6% of governmental health 
expenditures; in many other countries, this figure is less 
than 1%,29 despite mental disorders being one of the 
leading causes of non-communicable disease burden 
worldwide.30 More studies assessing the effectiveness of 
CAMHS are needed28 for children’s mental health to 
compete for government funds.

When mental health services are ramped-up, care 
needs to be taken to reach individuals with mental health 
needs who would typically not access services, 
comprising more than 60% of those with a mental 
disorder in our sample. This approach could include 
increasing community-based services, and ensuring a 
clear access point to mental health services, such as a 
designated individual in every school and primary care 
practice.28 Focused training of such individuals in 
identification of mental disorders could help to prioritise 
access to mental health services for young people with a 
clearly defined need, to the betterment of their mental 
health and wellbeing.
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Reduction in adolescent 
depression after contact 
with mental health 
services: a longitudinal 
cohort study in the UK

Following recent comments on 
PubPeer regarding our paper,1 we 
want to further clarify our statistical 
methods. To reiterate, we examined 
mental health service contacts in 
an adolescent cohort (n=1238), in 
which 1190 (96%) participants had 
useable data, but a small percentage 
(11%, n=126) of these participants 
had a mental disorder. Of the 
participants with a mental disorder, 
48 (38%) had a past-year mental 
health service contact at baseline. 
Our investigation tested whether 
self-reported depression scores were 
lower 3 years later among those with a 
mental illness at baseline who received 
a mental health service contact 
compared with those who did not. The 
statistical methods chosen aimed to 
account for the confounding effects 
of a set of fixed covariates that might 
have accounted for the association of 
service contact with depression and 
absence of randomisation to mental 
health service use at recruitment. 
Much of the justification for our data 
analytic strategy is published online in 
the appendix. 

We note in the paper that findings 
from the multilevel models unadjusted 
by covariates are presented in the 
appendix (p 12). These findings show 
that unadjusted imputed depression 
scores and unadjusted raw depression 
scores improved more quickly 
among the disorder-and-services 
group than the disorder-only group, 
consistent with both the imputed 
and raw adjusted findings. Our use 
of propensity analysis following the 
multilevel modelling was a way of 
more robustly checking the findings 
from the multilevel modelling. In our 
appendix (pp 7, 8), we have given the 
rationale for the appropriateness of 

using propensity scoring given the 
sample size. Although the appendix is 
fully available online, we are pleased 
to highlight, and expound upon, our 
rationale here.

We used a propensity score method 
appropriate for small sample sizes, 
as discussed and published in the 
literature: “The propensity score 
method used to check covariate 
balance between groups and weight 
the data was inverse probability 
of treatment weighting (IPTW). 
IPTW gives correct estimations of 
treatment effect in small sample sizes” 
(appendix p 7). The appropriateness 
of this method has been shown down 
to n=40 by Pirracchio and colleagues2 
who “conducted a series of Monte 
Carlo simulations to evaluate the 
influence of sample size, prevalence of 
treatment exposure, and strength of 
the association between the variables 
and the outcome and/or the treatment 
exposure, on the performance of 
[IPTW]”. Their findings show that 
“Decreasing the sample size from 1000 
to 40 subjects did not substantially 
alter the Type I error rate, and led to 
relative biases below 10%”.2

We took additional steps to decrease 
bias in specifying our propensity score 
model. Pirracchio and colleagues2 state 
that “Including variables unrelated to 
the exposure but related to the outcome 
in the PS [propensity score] model 
decreased the bias and the variance as 
compared to models omitting such 
variables”. Other findings from Monte 
Carlo simulation experiments concur 
with Pirracchio and colleagues2 and 
are cited in our appendix. We state 
(appendix p 7) that “baseline covariates 
correlated to the outcome (MFQ clinical 
cut-off age 17 [ρ]≥0·10) [were] used to 
predict baseline mental health service 
contact”, and indeed, several of these 
covariates are unrelated to the exposure 
(appendix p 10).

Furthermore, we ensured we were 
not overparameterising the logistic 
regression model used in generating 
the propensity score. Although many 
might be familiar with the rule of 

thumb that logistic regression models 
must have a minimum of ten events 
per predictor variable (EPV), Vittinghoff 
and McCulloch3 cite this rule as 
being based on simulation studies, 
which only vary the number of 
events. Their simulation study3 not 
only varied the number of events, 
but also the number of predictor 
variables, sample sizes, values of the 
regression coefficient for the primary 
predictor, multiple correlation of the 
primary predictor with the model 
covariates, and prevalence of a binary 
primary predictor. After examining 
9328 scenarios with binary primary 
predictors and 3392 scenarios with 
continuous primary predictors, 
problematic scenarios (ie, CI coverage 
<93%, type I error rate >7%, or relative 
bias >15%) were encountered in 7% 
or less of the models with 5–9 EPV, 
predominantly with different numbers 
of predictors than used in our study. 
Indeed, such problems were still 
observed in models with 10–16 EPV. 
This outcome led them to conclude 
that “systematic discounting of 
results…from any model with 5–9 EPV 
does not appear to be justified”,3 and 
that relaxing the rules to 5–9 EPV is 
appropriate. We have not gone below 
this figure in models used in our paper.

After we estimated the propensity 
score, we took further steps (appendix 
p 7) to reduce estimate bias: “Stabilized 
IPTWs were used to reduce impact 
of extreme weights, thus reducing 
estimate bias.”4 In our appendix 
we also indicate that we ensured 
the propensity model was correctly 
specified, by checking and ensuring the 
balance of all covariates (not just those 
in the propensity model) following 
weighting, as exhorted by Austin.5 
Finally, as explained and cited in our 
methods,1 “we restricted the sample 
to the region of common support—
the range of propensity scores which 
were observed in both treated and 
untreated individuals” to further 
reduce estimate bias. 

In summary, by using appropriate 
methods, given the small sample size 

For our appendix see  
http://www.thelancet.com/
journals/lanpsy/article/
PIIS2215-0366(17)30002-0/
supplemental

For more on PubPeer see  
https://pubpeer.com/publications/
CCAB01FD663B858B53CD2DEE2 
51AC6

Lancet Psychiatry 2017

Published Online 
March 27, 2017 
http://dx.doi.org/10.1016/
S2215-0366(17)30140-2



Correspondence

2 www.thelancet.com/psychiatry   Published online March 27, 2017   http://dx.doi.org/10.1016/S2215-0366(17)30140-2

and taking additional steps to reduce 
estimate bias, we conclude that our 
findings can be defended. We did, 
however, cite limitations related to 
a small sample size in our discussion, 
and exhort that future research 
assessing the association of mental 
health service contact with subsequent 
mental health should employ larger 
sample sizes when possible. 

We acknowledge that an odds ratio 
overestimates a relative risk when the 
disease is not rare in the population, 
typically >10%. While depression was 
uncommon (3%, n=31) in the total 
sample of 1190, it was not uncommon 
(25%, 31 of 126) in the propensity 
sample consisting of those only with a 
mental disorder. Therefore, for clarity, 
our findings from the propensity 
score analysis should read “the odds 
of reporting clinical depression were 
higher in individuals…” as opposed to 
“seven times higher…”. 

We also wish to take this oppor-
tunity to clarify our sample size. 
While there were 1238 participants 
recruited to the cohort, we explain in 
the results that: “1190 adolescents 
had data for T1 current mental 
disorder and past-year mental 
health service contact”. However, 
there were additional missing data 
from the outcome and covariates, 
bringing numbers of respondents 
with complete data for outcome and 
all covariates to 983 (83%) instead 
of 995 for T1, 717 (60%) instead of 
778 for T2, and 769 (65%) instead 
of 856 for T3 (sixth column shows 
baseline sample size separate by each 
covariate; appendix p 9). Therefore, 

the numbers listed in our article in 
the first paragraph of the Results 
are different and we acknowledge 
this error in reporting. Listed in 
column 5 of table 1 are the sample 
sizes for completed data for outcome 
and all covariates and they add up, as 
expected, to the total across all time 
points (2257 + 140 + 72=2469). 

To expand upon this sample size 
with imputation, we required each 
self-report questionnaire to be at least 
partially completed at one timepoint 
to be used in imputation. These 
imputed measures were computed 
(explained in appendix p 7) across all 
three timepoints with other measures 
related to attrition. This process 
resulted in the imputed sample size 
being smaller than 1190. The imputed 
sample size with covariates was in fact 
1120, and we should have noted that 
in the main paper. 

In column 2 of table 1, involving 
imputed adjusted data, the sample 
sizes indeed do not add up (eg, 
2965 + 202 + 126=3293 not 3302). 
This n=9 difference was due to 
differential loss of participants for 
each of the subsamples as a result 
of inexact merging of different 
imputation files for some covariates, 
resulting in some of the original 
raw data with missing values 
being randomly included in some 
imputations. When this error was 
rectified, n=3360 for the first set of 
analyses (by age), n=3015 for the 
second set (by unaffected group), 
n=213 for the third (the disorder-only 
group), and n=132 for the fourth (the 
disorder-and-services group). 

We recomputed our findings in 
columns 3 and 4 of table 1 and these 
are virtually unaltered: if anything, 
they become slightly stronger. As 
before, 14-year-old adolescents who 
had contact with mental health 
services in the past year had a greater 
decrease in depressive symptoms than 
those without contact (linear adjusted 
coefficient –1·68, 95% CI –3·18 to 
–0·19; p=0·028; quadratic adjusted 
coefficient –0·56, 95% CI –1·06 to 
–0·05; p=0·031). By T3, participants 
in the disorder-and-services group 
reported significantly fewer symptoms 
than did those in the disorder-only 
group (adjusted coefficient –4·76, 
95% CI –8·75 to –0·77; p=0·020). 
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Child and adolescent mental health
services: longitudinal data sheds
light on current policy for psychological
interventions in the community

Sharon A.S. Neufeld, Peter B. Jones and Ian M. Goodyer

Abstract

Purpose – The purpose of this paper is to expand upon policy implications of a recent study assessing
adolescent mental health service contact and subsequent depression.
Design/methodology/approach – Review of related evidence from academic and grey literature.
Findings – Studies assessing the role of mental health services in reducing mental disorder during
adolescence are sparse, and even prevalence figures for adolescent mental disorders are out-of-date.
Adolescent mental health service contact rates are shown to fall concurrent with budgetary decreases.
School-based counselling is highlighted as an important source of help that may be at risk of being cut.
Increased training of General Practitioners and school counsellors is needed to improve efficiency in specialist
Child and Adolescent Mental Health Services (CAMHS).
Practical implications – Longitudinal studies of young people’s mental health should include mental health
service usage and its relationship with subsequent mental health outcomes.
Social implications – Funding cuts to CAMHS must be avoided, school-based counselling must be
protected, and service referrers should be better trained.
Originality/value – This paper highlights the need for increased CAMHS data, sustained funding, and
improved training for this vital service.
Keywords Policy, Depression, Child and adolescent mental health services, Community interventions

Paper type Viewpoint

Young people’s mental health problems account for many adulthood adversities, including
greater likelihood of mental disorder ( Jones, 2013), decreased income, decreased probability of
being employed or maintaining a stable cohabiting relationship (Goodman et al., 2011), and
greater contact with the criminal justice system (Knapp et al., 2016). Increasing the effectiveness
and numbers treated by Child and Adolescent Mental Health Services (CAMHS) would therefore
yield personal, economic, and societal benefits over the lifespan. Recently, a paper was
published supporting the association of treatment-as-usual mental health service contact with
improved mental health by late adolescence (Neufeld et al., 2017). While the baseline mental
health service data were collected a decade ago (2005/2006), such data are rare and provide
insights relevant to current CAMHS. Some policy implications for CAMHS arise from this study,
pertaining to the evidence base, funding, continuity of services, and training of referrers.

Studies assessing the role of mental health services in reducing mental disorder during
adolescence are sparse, an oversight that must be addressed. The literature review conducted
by Neufeld et al. (2017) found only six studies internationally which assessed the relationship of
adolescent mental health services and subsequent mental health; none were as rigorous in
simultaneously addressing non-randomisation of service usage, attrition, and clinical relevance as
Neufeld et al. (2017). Longitudinal studies of young people’s mental health should without question
include mental health service usage and its relationship with subsequent mental health outcomes.
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Policy would be more greatly informed if larger samples (e.g. national surveys) assessed a
variety of psychosocial and perhaps physiological outcomes by individual diagnoses and/or
treatment sectors. In the UK, such data are sorely lacking. Even up-to-date prevalence figures
for mental disorders are glaringly absent: the most recent survey was last carried out in 2004
(Green et al., 2005). Whilst a new survey will be carried out in 2017 (HM Government, 2017),
the lag in collecting information that so vitally instructs service provision and planning for young
people is concerning. For comparison, the Adult Psychiatric Morbidity Survey has been
conducted twice as often – every seven years (McManus et al., 2016). National surveys on young
people’s mental health must keep pace with those performed in adults, and they must rigorously
assess the impact of service contact.

The data from the Neufeld et al. (2017) study were obtained prior to funding cuts to CAMHS,
and taken together with other evidence, can make the case for how deleterious such austerity is to
mental health service access for young people. From 2005/2006, Neufeld et al. (2017) found that
38 per cent of 14-year olds with a mental disorder had made contact with mental health services in
the past year; however, in 2014/2015 only 25 per cent of all children and young people with amental
disorder had made such service contact (NHS England, 2015). During this time, between 2008/
2009 and 2012/2013, CAMHS funding dropped by 5.4 per cent in real terms (Lamb, 2015) so that
in 2012/2013, only 6 per cent of NHS’ total mental health budget was spent on CAMHS
(McShane et al., 2015). Services from data in 2005/2006 that Neufeld et al. (2017) showed were
related to an improvement in subsequent depression in young people have been overstretched due
to austerity. For example, the number of young people attending A&E due to a psychiatric condition
had more than doubled in 2014/2015 compared with 2010/2011 (Frith, 2017), indicating a
breakdown in access to primary mental health services. In contrast, funding for adult mental health
services was less impacted during this period, with NHS funds falling for the first time in a decade in
2011/2012 by 1 per cent in real terms (The Kings Fund, 2015). Encouragingly, among adults
with mental disorder, service contact rose from 24 per cent in 2007 to 37 per cent in 2014
(McManus et al., 2016), indicating that more stable funding can facilitate service access. It is
heartening that the NHS aims to increase rates of young people’smental health service contact back
up to 35 per cent by 2020/2021 (NHS England, 2015). However, society must acknowledge the
suffering in our young people that has not been alleviated due to austerity measures, and resolve to
ever-increase connection of young people with mental health services which are effective.

Data from the Neufeld et al. (2017) paper indicate the importance of school-based counselling,
yet this source of help for young people must be protected. Neufeld et al. found that for those with
a mental disorder, after specialist CAMHS, the next most used service was school counselling,
and for those without a mental disorder, school counselling was the most highly used service.
The current government has promised to provide funding for mental health first aid training for
teachers in secondary schools (HM Government, 2017), enabling them to better identify those
with mental health issues and connect them to support services (Mental Health First Aid England,
2016). However, this is against a backdrop of freezing school budgets until 2020/2021, the very
budgets which typically fund school-based counselling (Frith, 2016). Increased identification of
young people’s mental health problems is commendable; at the same time leaving key services at
risk of being cut is highly counterproductive, potentially increasing pressure on more specialist
CAMHS. In total, 90 per cent of the cost of young people’s mental health problems falls on the
education system (Frith, 2017). The fact that young people who do not meet diagnostic criteria
are referred back from specialist CAMHS to counselling in schools and General Practitioner (GPs)
surgeries (Frith, 2016) underscores the importance of such services in preventing more serious
problems. Funding for school-based counselling must be ring-fenced, whether it be funded
through the education sector or NHS, to ensure young people have adequate service access
prior to specialist CAMHS.

Service referrers, such as those in primary care or schools, need to be better trained in identifying
the presenting features of mental disorders, to help prioritise specialist CAMHS for more serious
cases. Neufeld et al. (2017) showed that improvements related to mental health service contact
were only seen in those who had a clear need for services, as defined by the presence of a mental
disorder. The findings imply that those meeting a diagnostic threshold of mental disorder may be
more responsive to treatment, and that prioritising more serious cases could make the system
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more effective. Currently, specialist CAMHS turn away 23 per cent of the children and young
people referred to them for treatment by GPs or teachers (Frith, 2017). This implies two things:
specialist CAMHS cannot cope with the population needs, and/or referrals need to be more
appropriately made. Both may be true. Regardless, increased training of GPs and school
counsellors could improve efficiency in specialist CAMHS by minimising subthreshold cases that
are assessed but not uptaken by CAMHS. Such efficiency is sorely needed particularly when
services are overburdened, and could help improve waiting times, which have been found to be
unacceptably long (Frith, 2017). Indeed, it is clear that GPs could use more training in identifying
mental disorders. The Royal College of General Practitioners (2016) reports that 90 per cent of
people with mental health problems are managed in primary care. However, even in the recent
past, most GP training has not included a rotation in mental illness (The Centre for Economic
Performance’s Mental Health Policy Group, 2012). Such gaps in training do nothing to mitigate
the treatment gap: a meta-analysis showed that GPs correctly identified only 47.3 per cent of
depression cases (Mitchell et al., 2009). A high rate of access to individuals with mental disorders
coupled with insufficient background knowledge to appropriately identify such cases represents
an egregious missed opportunity. In addition to improved training for GPs, there should also be a
clear pathway for training and supervision of school-based psychological workers to facilitate
appropriate referrals to specialist CAMHS from the education sector. Care needs to be taken to
ensure strong connections with primary care and schools to specialist CAMHS for young people
who need additional help.

In sum, while the association of mental health services with a subsequent decline in adolescent
depression (Neufeld et al., 2017) is heartening, more studies of this nature are needed. Larger
samples could enable a better understanding of the relative roles of various sectors in reducing
specific mental disorders, to more specifically inform service provision. Neufeld et al.’s (2017)
data suggest funding cuts have drastically reduced rates of service contact, and that school-
based counselling is a well-utilised service, which may be at risk of being cut when the data
suggest it should not be. Ensuring this service and better training of service referrers could help
ease the strain on specialist CAMHS, and help all CAMHS work in a more integrated fashion.
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CHAPTER THREE 

 

Development of a longitudinal transdiagnostic model of mental health over adolescence and 

emerging adulthood 

 

3.1 Introduction to the chapter 

 The current classification of mental disorders as distinct diagnostic categories is hampered 

by high rates of overlap between syndromes (Kessler, Chiu, et al., 2005). When various disorders or 

symptoms are modelled together, the common variance between these can be modelled with an 

overarching latent factor. All items in the model therefore load onto this general factor. A ‘bifactor 

model’ also allows additional distinct specific factors to be formed which share only a subset of 

items in common. Item loadings therefore bifurcate, with items indicating both the general factor and 

a specific factor. Reflecting the general overarching factor, a “common liability to all forms of 

psychopathology”, or p has been proposed (for review see (Caspi and Moffitt, 2018)). The present 

paper does not attempt to equate all bifactor models of psychopathology with the model from 

which p was coined (Caspi et al., 2014). The p-factor will instead be used as a short form to denote 

common mental distress, as the general factor has previously been construed (Stochl et al., 2015; 

St Clair et al., 2017). What is important to note is that this concept of shared variance between 

mental disorders arises from investigation of different datasets and analytic approaches.  

Consistently, bifactor models of psychopathology have yielded a better fit compared with 

other less-hierarchical (ie: first-order) approaches such as a single factor model and/or correlated-

factors model. Initially supported by nine studies reviewed in Lahey et al (Lahey et al., 2017), there 

are now more studies supporting this (Böhnke and Croudace, 2016; Stochl et al., 2015; Neumann et 

al., 2016; Waldman et al., 2016; Castellanos-Ryan et al., 2016; Deutz et al., 2016, 2018; Martel et 

al., 2016; Snyder, Young and Hankin, 2017; St Clair et al., 2017; Afzali et al., 2018; Olino et al., 

2018; Pettersson et al., 2018; Schaefer et al., 2018; Lahey et al., 2018a; McElroy et al., 2018; 

Watts, Poore and Waldman, 2019; Constantinou et al., 2019; Gluschkoff, Jokela and Rosenström, 

2019). However, there have been criticisms of the reliance on model fit to favour the bifactor model 

over competing models (Murray and Johnson, 2013; Gignac, 2016; Reise et al., 2016; Bonifay, 

Lane and Reise, 2017; Watts, Poore and Waldman, 2019). Consequently, stronger tests of the 

validity of the bifactor model have been advocated (Watts, Poore and Waldman, 2019), such as 

assessing the representation of factors by their indicators and construct replicability (Rodriguez, 

Reise and Haviland, 2016b). Such tests are crucial if one is to infer psychological meaning from p 

and the specific factors. 

Initially modelled in adults (Lahey et al., 2012; Caspi et al., 2014), p has been replicated in 

studies of children (Olino et al., 2014, 2018; Martel et al., 2016; Neumann et al., 2016; Pettersson et 
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al., 2018), adolescents (Tackett et al., 2013; Laceulle, Vollebergh and Ormel, 2015; Noordhof et al., 

2015; Patalay et al., 2015; Carragher et al., 2016; Castellanos-Ryan et al., 2016; Snyder, Young 

and Hankin, 2017; Afzali et al., 2018; Schaefer et al., 2018; Constantinou et al., 2019), across 

childhood and adolescence (Deutz et al., 2016, 2018; Murray, Eisner and Ribeaud, 2016; Waldman 

et al., 2016; McElroy et al., 2018; Watts, Poore and Waldman, 2019), across adolescence and 

young adulthood (St Clair et al., 2017; Class et al., 2019), and in young adulthood (Lahey et al., 

2018a). It is particularly important to deepen our understanding of p during adolescence and 

emerging adulthood, which are rife with social, physiological, and neurological changes (Arnett, 

2000; Giedd, 2004; Liston et al., 2006), and a concomitant rise in mental illness which has strong 

continuity into adulthood (Jones, 2013).  

Initial work focused on modelling mental illness based on the presence or absence of a 

disorder (Lahey et al., 2012; Caspi et al., 2014), despite accumulating evidence that 

psychopathological constructs tend to be more continuous than discrete (Krueger et al., 2018). 

Many subsequent models have captured a greater level of nuance by adding a degree of 

dimensionality to diagnostic groupings (Tackett et al., 2013; Olino et al., 2014, 2018; Laceulle, 

Vollebergh and Ormel, 2015; Castellanos-Ryan et al., 2016; Martel et al., 2016; Neumann et al., 

2016; Waldman et al., 2016; Snyder, Young and Hankin, 2017; Schaefer et al., 2018; Watts, Poore 

and Waldman, 2019). Some studies have dispensed with the hierarchy of diagnostic groupings 

altogether by modelling the underlying symptoms of mental illness (Böhnke and Croudace, 2016; 

Stochl et al., 2015; Patalay et al., 2015; Carragher et al., 2016; Deutz et al., 2016, 2018; Murray, 

Eisner and Ribeaud, 2016; St Clair et al., 2017; Afzali et al., 2018; McElroy et al., 2018; Pettersson 

et al., 2018; Constantinou et al., 2019). Diagnostic-based models erroneously presume 

homogeneity within a diagnosis, whereas symptom-level models capture this heterogeneity and are 

freed of structural assumptions (Markon, 2010). As the latter models are based on symptoms, high 

scores on p and the specific factors are still reflective of putative mental illness. Despite typically 

covering a large degree of breadth (eg. internalizing, externalizing, and psychotic symptoms), most 

of the above p-factor models are focussed purely on mental illness. Yet mental health consists of 

more than simply the absence of mental illness (Keyes, 2002). Only two of the above studies 

addressed this issue by including aspects of mental illness and wellness (Murray, Eisner and 

Ribeaud, 2016; St Clair et al., 2017), plus an additional study in adults (Böhnke and Croudace, 

2016). Findings support the uniqueness of a positive factor, even after accounting for the valence of 

wording (St Clair et al., 2017), which helps alleviate concern that the general or specific factors 

merely reflect a response style (Caspi and Moffitt, 2018).  

Once a multidimensional model of mental health of sufficient breadth and detail has been 

devised, assessing such a model longitudinally is crucial, yet largely missing from the current body 

of research on p (Caspi and Moffitt, 2018). This must be rectified, given that p encompasses a 

liability to mental disorder with relevance across the lifespan. Strong longitudinal measurement 
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invariance - enabling valid interpretations of latent means and correlations over time (van de 

Schoot, Lugtig and Hox, 2012) - has rarely been established in models of p (Deutz et al., 2016, 

2018; Gluschkoff, Jokela and Rosenström, 2019), and criteria for determining this are inconsistent. 

Longitudinal association of p and the specific factors with external validation measures can help 

elucidate their meaning, yet only a few models of p have undertaken this (Lahey et al., 2012; Caspi 

et al., 2014; Castellanos-Ryan et al., 2016; Pettersson et al., 2018; Schaefer et al., 2018; Class et 

al., 2019; Constantinou et al., 2019). Finally, our understanding of developmental change in p and 

the specific factors is limited, as phenotypic stability of these factors has not been ascertained in 

older adolescents and young adults, nor have growth curves of these factors been modelled at any 

developmental stage. The present chapter aims to redress these gaps in the literature in two 

sections. The first section (3A) focuses on measurement invariance, reviewing relevant cut-offs for 

bifactor models and developments regarding missing data. An empirical application is employed, 

where longitudinal measurement invariance, construct replicability, as well as factor representation 

and strength consistency is demonstrated. The second section (3B) aims to elucidate longitudinal 

construct validity and predictive validity, homotypic and heterotypic continuity, and developmental 

trajectories of the latent factors in the bifactor model of mental health presented in section 3A. 

 

Section 3A: Measurement invariance testing in bifactor models with categorical 

indicators: review and application  

 

3A.1 Introduction 

In latent models such as the bifactor model, establishing strong longitudinal measurement 

invariance (MI) is vital to enable valid interpretations of latent means and factor correlations over 

time (van de Schoot, Lugtig and Hox, 2012). Making such comparisons in non-invariant models is 

biased and can result in artefactual differences emerging based on inconsistent structure or 

construct measurement (Brown, 2006; Chen, 2008). Establishing longitudinal invariance also 

supports the notion that p and specific factors are consistently measurable over time, arguing for the 

model’s developmental applicability. However, to date, few existing bifactor models of mental health 

have established strong MI. Typically, when generating a bifactor model longitudinally, a model is 

generated separately at each time wave (Castellanos-Ryan et al., 2016; Deutz et al., 2016, 2018; 

Murray, Eisner and Ribeaud, 2016; Greene and Eaton, 2017; Snyder, Young and Hankin, 2017; 

McElroy et al., 2018; Olino et al., 2018; Gluschkoff, Jokela and Rosenström, 2019). If the same 

model yields acceptable fit across all waves, this shows that the number of factors and patterns of 

loadings are the same at each wave and the model demonstrates configural invariance over time 

(van de Schoot, Lugtig and Hox, 2012). However, having established this configural invariance, 

many longitudinal bifactor studies of mental health do not go on to more robustly test MI (Murray, 

Eisner and Ribeaud, 2016; Snyder, Young and Hankin, 2017; McElroy et al., 2018; Olino et al., 
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2018). In studies where strong MI has not been demonstrated over time, such as the above 

longitudinal bifactor models, the meaning of the construct and the levels of the underlying items are 

not known to be equal across time points (Muthén and Asparouhov, 2002). Therefore, interpretation 

of the longitudinal associations in such models is questionable.   

MI is typically tested using multiple group confirmatory factor analysis with groups defined in 

a between-subjects manner (Van De Schoot et al., 2015). Groups compared could be time waves 

(as in longitudinal invariance) or gender. Longitudinal MI can also be performed in a single-group 

model (with wide formatted data). While such an approach better accounts for the dependant nature 

of the data, the much larger array of data can result in improper solutions, particularly for models 

with many items (Vandenberg and Lance, 2000). Regardless of approach taken, invariance testing 

proceeds in a hierarchical manner using nested models: when constraints are added to a model, 

invariance is supported if the model fit does not substantially deteriorate compared to the less 

constrained model. If the model fits well in each group (or fits well in a multigroup or multiwave 

model without equity constraints), configural invariance is established (van de Schoot, Lugtig and 

Hox, 2012). Factor loadings can then be fixed to equity between groups to test for metric (or weak 

factorial) invariance. If the metric model does not exhibit substantially worse fit than the configural 

model, this indicates questions represent the same construct at each assessment, and therefore the 

same meaning can be attributed to these constructs (van de Schoot, Lugtig and Hox, 2012). If 

metric invariance is established, then strong factorial (ie: scalar) invariance can be tested by 

additionally making item intercepts or thresholds equivalent over time. This tests whether the levels 

of the underlying items (thresholds, for categorical indicators) or item intercepts (for continuous 

indicators) are also equivalent between groups (Muthén and Asparouhov, 2002). With categorical 

indicators, Muthén and Muthén argue that it is most appropriate to simultaneously constrain 

loadings and thresholds given that they jointly define item functioning (Muthén and Muthén, 2017). 

Strict (or residual) invariance (called unique factor invariance in categorical data (Liu et al., 

2017) can be determined by also fixing residual (ie: error) variances to be equal, although this is 

less common, and some argue is  unnecessary (Vandenberg and Lance, 2000; Brown, 2006; 

Pendergast et al., 2017; Seddig and Leitgöb, 2018).  

There are a handful of bifactor models of mental health which have been tested for 

longitudinal MI beyond configural invariance, yet inconsistent criteria has been used to establish 

invariance. Three bifactor studies tested for metric invariance (weak factorial invariance) by 

constraining the factor loadings to be equal over time (Castellanos-Ryan et al., 2016; Greene and 

Eaton, 2017; Olino et al., 2018). These studies rejected metric invariance, but for different reasons: 

the metric model yielded unacceptable fit (Olino et al., 2018), or the chi-square difference test 

between nested models (Δc2), indicated that constrained models had significantly worse fit than 

unconstrained models (Castellanos-Ryan et al., 2016; Greene and Eaton, 2017). While lack of 

metric invariance is undeniable in the former study, the latter studies had large sample sizes 
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(>2,000), and under these conditions, Δc2 is highly sensitive to inconsequential differences, and 

thus may not be an accurate indicator of invariance (Putnick and Bornstein, 2016). When a more 

widely accepted indicator of invariance has been utilized (change in the comparative fit index, ΔCFI 

≤.01 (Putnick and Bornstein, 2016)), strong longitudinal MI has been established in bifactor models 

(Deutz et al., 2016, 2018; Gluschkoff, Jokela and Rosenström, 2019). These  findings are consistent 

with a review which found that use of ΔCFI was related to higher levels of MI being established as 

compared to when Δc2 was utilized (Putnick and Bornstein, 2016). Indeed, one of the above studies 

which rejected metric invariance based on Δc2 reported their CFI values; from these values it is 

apparent that ΔCFI did in fact support metric invariance (Greene and Eaton, 2017). Having attained 

metric invariance, it is possible their model could have also attained strong MI. This exemplifies how 

conclusions regarding MI change depending on the criteria used. 

An important caveat is that in all the preceding studies indicators were categorical or 

dichotomous, yet none tested strict invariance, as has been argued is required in this type of data 

(Millsap and Yun-Tein, 2004). Further, none of these studies discussed the impact that this non-

normality may have on MI cut-offs, or how the dual factor loadings in the bifactor model may 

influence these cut-offs. Given that most bifactor models of mental health use categorical indicators 

(ie: diagnoses or Likert response items) this is an important issue to address. It is clear that a review 

of MI cut-offs in categorical data and in bifactor models is necessary in order to provide guidelines 

for applied researchers who utilize such models.  

The replicability of the p model is also largely lacking in the current literature, despite being 

advocated as an important test of the validity of such models (Watts, Poore and Waldman, 2019). A 

review of bifactor models encompassing personality or mental health domains revealed that 

construct replicability as measured by coefficient H is rarely reported (Rodriguez, Reise and 

Haviland, 2016a), and was only reported in one of the above longitudinal studies (McElroy et al., 

2018). Coefficient H is important as it denotes how well a latent factor is represented by its 

contributing items, and therefore the factor’s replicability across studies (Hancock, 2001). 

Coefficient H was originally termed “construct reliability” (Hancock, 2001; Hancock and Mueller, 

2001); however, “construct replicability” more recently appears to be the preferred terminology 

(Rodriguez, Reise and Haviland, 2016b). Such terminology also differentiates coefficient H from 

omega. While some have used coefficient omega hierarchical as a measure of reliability for p and 

the specific factors (Böhnke and Croudace, 2016; Martel et al., 2016; Afzali et al., 2018; 

Constantinou et al., 2019), coefficient H is more appropriate, as it is based on the optimal weighting 

of indicators for a given construct (Rodriguez, Reise and Haviland, 2016b). If p and the specific 

factors are to have relevancy in future work, these factors must be reproducible and thus 

demonstrate adequate levels of coefficient H.  
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Having established longitudinal MI and construct replicability, longitudinal studies can also 

help reveal the stability of p and the specific factors, and whether p decreases in strength over time 

as psychopathology becomes more specific (p-differentiation) or increases in strength as 

comorbidities grow (dynamic mutualism) (Murray, Eisner and Ribeaud, 2016). A handful of studies 

give bearing on the question of p-differentiation versus dynamic mutualism by assessing factor 

strength consistency. Studies spanning childhood to mid-adolescence (Murray, Eisner and Ribeaud, 

2016; McElroy et al., 2018) revealed that both general and specific factors were consistent in their 

strength over time, with p consistently explaining the most model variance. However, the stability of 

these factors in a sample spanning mid-adolescence to young adulthood is unknown. Given the 

explosion of changes young people experience during this period on the social, physiological, and 

neurological level (Arnett, 2000; Giedd, 2004; Liston et al., 2006), the stability of psychopathology 

factors is important to assess during this time.  

Consistent factor representation – that p should be represented to an equivalent level by the 

model’s constituent items – has recently emerged as an additional way to test the appropriateness 

of the p-model (Watts, Poore and Waldman, 2019). With p having been described as a general 

liability for psychopathology (Caspi and Moffitt, 2018), some have noted differential loading levels of 

various diagnoses on p across studies, citing this as an argument against the truly general nature of 

p (Krueger et al., 2018; Watts, Poore and Waldman, 2019). While p should indeed be well-

represented by various forms of psychopathology, it seems improbable and heavily restrictive that p 

in every sample, across a diverse range of ages and settings, should be influenced equivalently by 

all measured dimensions of psychopathology. Further, what defines whether the magnitude of 

indicators loading on the general factor is “relatively uniform” (Krueger et al., 2018)? Studies have 

defaulted to the rather simplistic idea that higher loading diagnoses define the general factor 

(Krueger et al., 2018; Watts, Poore and Waldman, 2019). Others have argued against interpreting 

the general factor based on the highest loadings on that factor, because this in fact complicates 

interpretation (Oltmanns et al., 2018). For example, if psychosis represents p, what can be made of 

all the other diagnoses which load onto p but are unrelated to psychosis? When loadings are 

considered more broadly, studies reveal p with good representation across psychopathology 

domains. Contrary to p in Lahey et al’s study being defined by distress (Krueger et al., 2018; Watts, 

Poore and Waldman, 2019), fears also loaded onto p to a large effect (an average of .65), with 

illegal drug dependence close behind (an average loading of .61, reflecting some externalizing 

behaviours (Lahey et al., 2012)). Caspi et al’s p is defined not only by thought disorder as some 

claim (Krueger et al., 2018; Watts, Poore and Waldman, 2019), but had strong loadings (>.8) for 

major depression and generalized anxiety in addition to thought disorder diagnoses, and an 

average medium loading (.47) across externalizing diagnoses (Caspi et al., 2014). It appears that 

the general nature of p is more apparent when substantial (moderate-to-large) loadings are 

considered across diagnoses. 
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The present study sought to extend prior work by firstly reviewing existing MI cut-offs under 

a variety of conditions, to create relevant invariance guidelines for a bifactor model with categorical 

indicators. Recent developments regarding missing data under these conditions also reviewed. This 

will then be followed by application of these invariance cut-offs in a bifactor model of self-reported 

items covering mental illness and wellness (St Clair et al., 2017), assessed three times in a cohort 

spanning adolescence and emerging adulthood (Kiddle et al., 2018). Following tests of gender and 

longitudinal invariance, construct replicability as well as strength consistency and factor 

representation of the general and specific factors shall be assessed. Adequate factor representation 

will be more broadly construed as moderate-to-high average factor loadings, as opposed to the 

more strict equal loadings applied elsewhere (Watts, Poore and Waldman, 2019).   

I theorize that analyses shall support invariance of the present bifactor model, similar to what 

has been found in bifactor models of symptoms which yielded specific internalizing and 

externalizing factors (gender invariance (Deutz et al., 2016, 2018; Greene and Eaton, 2017; Lahey 

et al., 2018a)) and longitudinal invariance (Castellanos-Ryan et al., 2016; Deutz et al., 2016, 2018; 

Greene and Eaton, 2017; Gluschkoff, Jokela and Rosenström, 2019)). I predict that construct 

replicability will be higher in the general factor compared with the specific factors, as is typical 

(Rodriguez, Reise and Haviland, 2016a). It is possible that some of the specific factors will not show 

adequate construct replicability, especially those which are based on a smaller item pool. 

Consistent with prior work on younger samples, I hypothesize that both general and specific factors 

shall explain similar proportions of variance over time, with p consistently explaining the majority of 

variance (Murray, Eisner and Ribeaud, 2016; McElroy et al., 2018). I anticipate that at least 

moderate average loadings will be seen for the specific factors, with similar average loadings on p 

from original measures of mental illness and wellness.  

 

3A.2 Review of existing measurement invariance cut-offs  

To date, there have been no simulation studies which have examined goodness-of-fit indices 

of a bifactor model with categorical indicators; therefore the related literature will be reviewed. 

(Findings below are based on simulating multiple levels of invariance to at least the strong level 

unless specified.) To assess MI, fit indices are assessed to see how much worse fitting the more 

constrained model is to the less constrained model. A simultation study using continuous indicators 

recommended ΔCFI as the most appropriate goodness-of-fit index for MI (Cheung and Rensvold, 

2002). In this and further simulation studies, non-invariance has been demonstrated when CFI 

worsens in the more constrained model by .01 or more (Cheung and Rensvold, 2002), .005 to .01 or 

more (Chen, 2007) or most strictly, by .002 or more (Meade, Johnson and Braddy, 2008). Despite 

the greater complexity in a bifactor model, with multiple loadings on most items (all must load onto 

the general factor and most also load onto a specific factor), metric invariance cut-offs for ΔCFI in 

bifactor models indicated by continuous variables fall within this range (non-invariance if 
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ΔCFI³0.003 to 0.004 (Khojasteh & Lo, 2015)). However, when using ordered categorical indicators 

it is inappropriate to test MI assuming multivariate normality, as the factor structure may be 

differentially distorted across groups (Lubke & Muthen, 2004). Lubke and Muthen argue that use of 

the WLSMV estimator may detect variation, particularly in thresholds, which could otherwise be 

unapparent using an MLR estimator. In categorical data, the appropriateness of the above 

invariance cut-offs for CFI has been found to be acceptable in first-order models, particularly when 

models are correctly specified, sample sizes are large (³1000), and if a small degree of non-

invariance is acceptable (Sass, Schmitt, & Marsh, 2014). Specifically, Sass showed that Chen’s 

2007 invariance cut-offs for ΔCFI and ΔRMSEA adequately identified invariant models (non-

invariance if ΔCFI³.01, ΔRMSEA³.01). Using ΔCFI cut-offs based on Meade et al’s (2008) stricter 

criteria there was enough power to detect large amounts of non-invariance (if ΔCFI³.002), and also 

small levels of invariance if the sample size was 1000 or more (Sass, Schmitt, & Marsh, 2014). 

Further, with sample sizes of 1000 or more, large non-invariance was able to be detected using 

Meade et al’s cut-off of ΔRMSEA³0.007.   

An important caveat is that model fit criteria will differ based on the model parameters tested 

in each Monte Carlo simulation (Putnick and Bornstein, 2016). As it is not possible to test all model 

parameters, the results of each simulation only apply to the conditions tested. Therefore, a 

Bayesian approximate MI approach may be the most appropriate (Seddig and Leitgöb, 2018). In 

contrast with strong MI’s requirement of factor loadings and intercepts to be exactly equal over time, 

in Bayesian approximate MI, these differences are assumed to be almost, but not exactly zero. The 

degree of flexibility in equivalence is specified by the prior distribution of the model, typically a 

normal distribution with a mean of zero and a small variance (<1). While a promising approach, it is 

not yet possible to test Bayesian approximate threshold invariance with polytomous items 

(http://www.statmodel.com). Further, the Deviance Information Criteria, a useful tool for Bayesian 

model comparison, is also not available with models utilizing categorical variables (ibid). Finally, the 

posterior predictive p-value which indicates a good-fitting model when non-significant (similar to the 

chi-square test of model fit) also is overly sensitive to large sample sizes, rejecting models with 

minor deviations from the hypothesized model (Hoofs et al., 2018). Therefore, the statistics used to 

compare models as well as the influence of various priors (Seddig and Leitgöb, 2018) are not 

available with categorical variables or relevant in large sample sizes. 

In sum, there are several arguments in support of determining invariance of a bifactor model 

with categorical indicators based on the more lenient ΔCFI<0.01 (Cheung and Rensvold, 2002; 

Chen, 2007). Firstly, models used to devise Meade et al’s cut-offs have been criticised as being too 

strict (Little, 2013). Secondly, cut-offs generated in bifactor models are more liberal than Meade et 

al’s cut-offs (Khojasteh & Lo, 2015). Thirdly, these invariance cut-offs appear to adequately identify 

invariant models in first-order categorical data (Sass et al., 2014). Fourthly, large sample sizes 
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(³1000, typical of bifactor models) make ΔCFI more prone to rejecting invariance (Chen, 2007), 

indicating that a smaller ΔCFI may be overly strict. Fifthly, ΔCFI<0.01 has also been used to 

demonstrate invariance previously in bifactor models with categorical indicators (but based on 

Cheung and Rensvold’s 2002 simulations only (Li et al., 2018; Gluschkoff, Jokela and Rosenström, 

2019)). Finally, it is doubtful that a small degree of non-invariance will influence conclusions related 

to the means of factor scores over time or across genders, and so using the above criteria is 

acceptable (Sass, Schmitt and Marsh, 2014). It is also noted that in large sample sizes, 

ΔRMSEA<0.007 rules out large deviations from non-invariance (Sass et al., 2014), and thus should 

be considered alongside ΔCFI.   

The chi-square difference test should not be used to demonstrate MI in bifactor models, as 

this test has the power to detect inconsequential differences between groups in large sample sizes 

and in models of high complexity (Cheung and Rensvold, 2002), both typical of bifactor models. 

While the goodness-of-fit indices (eg. CFI, RMSEA) have also been shown to result in increased 

rejection of invariance as sample size increases, this was to a lesser degree than for the chi-square 

difference test (Chen, 2007). In simulations of MI in bifactor models, the magnitude of factor loading 

differences was shown to contribute most to change in goodness-of-fit indices, but sample size 

contributed most to change in the chi-square difference test (Khojasteh & Lo, 2015). Further, Yuan 

and Chan demonstrate that a significant chi-squared difference test does not imply that groups are 

not comparable, nor does a non-significant finding guarantee the model is not misspecified (Yuan & 

Chan, 2016). Any misspecification is problematic given that an acceptable base model is required 

before testing a further restricted model. Thus it is important to achieve correct specification of each 

increasingly restrictive model by assessing the model fit statistics of each model (Yuan & Chan, 

2016). RMSEA<.05 should be obtained for all increasingly restrictive models, as done in categorical 

data (Millsap & Yun-Tein, 2004).   

Some argue that in categorical data strict invariance must also be met in order to 

demonstrate invariance (Millsap and Yun-Tein, 2004; Liu et al., 2017). Strict invariance (loadings, 

thresholds, and residual variances are all invariant) shows that the amount of explained variance for 

each item is the same across groups (van de Schoot, Lugtig, & Hox, 2012). With categorical 

indicators, this means that changes in the means, variances, and within-group covariances of the 

continuous latent responses are attributable to changes in the latent factor (Liu et al., 2017). It has 

been recommended that the strict invariant model be assessed for acceptability of overall fit but not 

change in goodness of fit statistics (Millsap and Yun-Tein, 2004). While no goodness of fit cut-offs 

have been developed for this level of invariance in categorical data (let alone for higher-order 

models), ΔCFI<0.01 has been shown to be supportive of strict MI in first-order models with 

continuous indicators (Cheung and Rensvold, 2002; Chen, 2007). In absence of more relevant 

simulation studies, this cut-off could be cautiously applied to higher-order models with categorical 

indicators. 
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3A.3 Missing data in measurement invariance 

The missing data inherent in longitudinal studies is important to properly address in MI 

testing. The weighted least squares mean and variance adjusted (WLSMV) estimator is ideal for 

latent modelling using categorical indicators (Beauducel and Herzberg, 2009). However, in the 

presence of missing data WLSMV is a limited information estimator as opposed to a full-information 

estimator such as maximum likelihood (FIML), which means that estimates will be biased due to 

missing data (Liu et al., 2017). While multiple imputation of items might be considered as an 

approach to address missing data, the pooling of model fit statistics across multiply imputed 

datasets in order to evaluate MI has not yet been addressed in the literature ((Liu et al., 2017); no 

studies have been found subsequent to this).   

A recent study has shed light on the appropriateness of various estimators in testing 

multigroup MI with incomplete categorical items and asymmetric thresholds (Chen et al., 2019). 

With incomplete categorical items and asymmetric thresholds, sample sizes of 1000, and missing 

data rates of 30% and 50%, WLSMV resulted in acceptably small levels of mean relative bias in 

loading estimates and their standard errors (Chen et al., 2019). When Chen et al instead used FIML 

as the estimator for these categorical items, there were unacceptable levels of bias even at a 

sample size of 1000. While WLSMV did result in high type I error rates in the chi-squared difference 

test (Chen et al., 2019), this test is problematic to use for MI testing as outlined above. Thus, 

WLSMV is an acceptable estimator for MI testing with missing data rates up to 50% in categorical 

indicators in large sample sizes. The key latent modelling programs, Mplus (Muthén and Muthén, 

2017) and lavaan (Rosseel, 2012), both have this estimator available, with equivalent options for 

model parameterization, model fit statistics, and the handling of missing data (Liu et al., 2017).    

Differential levels of missing data over time can result in imbalanced sizes of groups being 

compared, which also has implications for MI. Simulations have shown that severely unbalanced 

groups can mask non-invariance (Yoon and Lai, 2018). However, when testing scalar invariance 

when one group was half the size of the other, ΔRMSEA was not adversely affected. Under the 

above conditions, scalar non-invariance was found to improve ΔCFI to a small degree (.005), but 

this was only tested in very small sample sizes (groups of 200 and 400 (Yoon and Lai, 2018). These 

findings underscore the importance of assessing several fit indices when drawing conclusions 

regarding invariance between unbalanced groups. 

 

3A.4 An empirical example 

The present example longitudinally extends a model published on baseline data of 118 items 

from measures of depressive, anxiety, obsessive, antisocial behavioural, and psychotic-like 

symptoms, as well self-esteem and well-being (for details, see Table 3A.1 and (St Clair et al., 

2017)). At baseline, compared with other models such as a single-factor or correlated factor model, 

the best-fitting and most theoretically plausible model was a Schmid-Leiman (S-L) bifactor 
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transformation (Brown, 2006) of a five-factor Confirmatory Factor Analytic model (ie: a general 

factor with five specific factors). A S-L transformation models the specific factors while estimating a 

general factor across all the items. This is computationally equivalent to adding a second-order 

factor over the first-order factors (Brown, 2006). All factors were set to be orthogonal (uncorrelated), 

congruent with the original theory of bifactor models that shared variance is captured in the general 

factor (Holzinger and Swineford, 1937). The final baseline model included 106 items as 12 items 

were removed due to very sparse endorsement or low loading on the general factor (<.30 (St Clair 

et al., 2017). Based on item loadings, specific factors were construed as self-confidence, antisocial 

behaviour, worry, aberrant thinking, and mood – all independent of distress (p), which comprised 

the general factor. Additionally, a positive methods factor was specified to account for whether items 

were positively or negatively worded. This factor has not been accounted for in some prior bifactor 

models which simply recoded positively worded items (Murray, Eisner and Ribeaud, 2016; McElroy 

et al., 2018). 
 

3A.4.1 Method 
Sample: 2,403 young adults aged 14-24 were recruited from Cambridgeshire and London 

via general practitioners, schools, colleges, and purposive advertisements, comprising the 

NeuroScience in Psychiatry Network (NSPN) cohort (Kiddle et al., 2018). Following an accelerated 

longitudinal design, multiple age-adjacent cohorts were recruited and assessed three times 

annually. Age cohorts (ages 14-15, 16-17, 18-19, 20-21, 22-24.99) were sex-stratified to ensure 

equal numbers of males and females in each cohort. The items in the bifactor model were obtained 

from a home questionnaire pack (HQP) mailed to participants’ home. Three HQPs were collected 

annually (on average, HQP2 was collected 13.5 months (SD=3.64) after HQP1, and HQP3 27.2 

months (SD=3.20) after HQP1). The self-reported HQPs consisted of questions relating to 

sociodemographics, personality, mood, behaviour, and environment.  

Measures 

The provenance of items used in the bifactor model are described on Table 3A.1.  

Statistical analyses 

All analyses were performed in Mplus Version 8 (Muthén and Muthén, 2017). 
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Table 3A.1: Bifactor model: original measures, constructs, item loadingsa  

a model is based on St Clair et al, 2017, with MFQ24 dropped from the antisocial specific factor as done for the gender-
invariant model (see results section for details). From original measures, 12 items were removed from the model due to 
very sparse endorsement or low loading on the general factor. 
b all measures had a categorical response set. Participants were asked to rate their thoughts, behaviours, and emotions 
over the past two weeks, for all but SPQ (see below) 
c method factor 
d developed for use in a prior adolescent cohort study7 
e SPQ items exhibiting a highly significant relationship (medium to large effect size) and face validity with psychotic-like 
experiences on the semi-structured PLIKS interview (PLIKSi8) from participants the In-Unit-Assessment subsample. See 
St Clair et al, 2017 for details. 
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  Number of items loading onto each factor 
Self-report 
measureb 

Key constructs 
assessed 

P 
(general 
factor) 

Self-
confid-
ence 

Anti-
social 

Worry Aberrant 
thoughts 

Mood Positive 
worded 
itemsc 

Warwick-Edinburgh 
Mental Well-Being 
Scale (WEMWBS)1, 
14 items 

Mental well-being: 
evidence of current 
happiness, personal 
activity and personal 
achievement 

13 13    8 13 

Antisocial 
Behaviour 
Questionnaire 
(ABQ)d, 11 items 

antisocial behaviour: 
violating social 
norms, destructive 
behaviours, 
violence to people, 
lying and stealing  

8  8     

Revised Children's 
Manifest Anxiety 
Scale (RCMAS)2, 
28 items 

Generalized anxiety: 
physiological change, 
worry / 
oversensitivity, social 
concerns 

25   7  1  

Revised Leyton 
Obsessional 
Inventory3, 11 items 

Obsessions and 
compulsions 

11    8   

Schizotypal 
Personality 
Questionnaire 
(SPQ)4, 11 items 
related to psychotic-
like experiencese 

total symptoms, 
hallucinations, 
delusions, and 
unusual perceptual 
experiences  

10    9   

Rosenberg Self-
Esteem Scale 
(RSES)5, 10 items 

self-esteem 10     9 5 

Moods and Feelings 
Questionnaire 
(MFQ)6, 33 items 

depression 29     12  

TOTAL ITEMS  106 13 8 7 17 30 18 
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Bifactor modelling: A Schmid-Leiman transformation was performed on all the HQP1 data 

as specified in the baseline model (St Clair et al., 2017), since there were some additional 

participants recruited after publishing that paper.   

There are different ways to specify a factor model to enable identification. In the present 

study, the metric of the factors was set by freeing all factor loadings and fixing factor variances to 

one (Muthén and Muthén, 2017). The other approach to setting the metric of a factor fixes a factor 

loading to one. However, if during MI testing a non-invariant loading is fixed to one, this can 

erroneously affect invariance tests for other loadings (Johnson, Meade and DuVernet, 2009). 

Further, discussions of how to choose this referent indicator are based on continuous but not 

categorical data (Bowen and Masa, 2015). Therefore, to avoid such problems the former approach 

to setting the metric of the factor was chosen. 

Invariance testing: A single-group configural model (ie: wide formatted data) with HQP1-2 

data was first tested. This resulted in a latent variable covariance matrix which was not positive 

definite. This error typically indicates a model is too complex for the data, so this approach was not 

pursued. Improper solutions in single-group models with many items have been noted by others 

(Vandenberg and Lance, 2000). Therefore, MI was tested using a multigroup confirmatory factor 

analytic framework to assess whether the latent factors were stable across gender and over time 

(van de Schoot, Lugtig and Hox, 2012).  

To test gender invariance, the optimal Schmid-Leiman transformation reported at HQP1 (St 

Clair et al., 2017) was performed separately in each gender at HQP1 to test appropriateness of fit in 

each group (Meade, Johnson and Braddy, 2008). Consistent with the original modelling, 

theoretically relevant modifications which were applicable to both genders were considered for low 

loadings (<.30 for the general factor and <0.15 for specific factors) and high modification indices 

(>100, due to the large number of participants in the present sample (St Clair et al., 2017)). 

Multigroup modelling was then performed on both genders together (with gender modifications if 

criteria above was met) following the increasingly restrictive invariance tests outlined below. This 

model was then performed separately at each wave, to test for appropriateness of fit over time 

(Meade, Johnson and Braddy, 2008). Multigroup invariance testing was then performed on all three 

waves together. Metric invariance was not tested given the recommendation that it is most relevant 

to constrain loadings and thresholds simultaneously (Muthén and Muthén, 2017). Indeed, in the 

latent modelling package designed by these researchers (Mplus), it is not possible to constrain 

factor loadings without thresholds when an indicator loads onto more than one factor, as is the case 

in a bifactor model.  

Specification of the increasingly constrained models was as follows. All models used the 

WLSMV estimator with theta parameterization, as appropriate for invariance testing of categorical 

indicators (Millsap and Yun-Tein, 2004). For the configural model, thresholds and factor loadings 

were free across groups, factor variances and residual variances were fixed at one in all groups, 
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and factor means fixed at zero in all groups (Muthén and Muthén, 2017). Correlated residuals were 

included in the model for indicators which were related but distinct (St Clair et al., 2017). These 

residuals were fixed across groups for the configural model since group differences in correlated 

residuals would violate configural invariance (Joo & Kim, 2018) .For scalar and strict invariance 

models, the factor variances were fixed to one in one group and freed in the other group(s), and 

factor means were fixed to zero in one group and freed in the other group(s) (Muthén and Muthén, 

2017). Both models had factor loadings and thresholds constrained to be equal across groups. In 

the scalar model, residual variances were fixed to one in one group and freed in the other group(s), 

but the strict invariance model had residual variances fixed to one in all groups. Further, as 

heterogeneous error covariances are a violation of strict invariance (Joo and Kim, 2018), the strict 

invariance model also fixed error covariances to be equal across groups.  

To assess invariance, a CFI difference between the scalar and configural model of less than 

0.01 was required (Cheung and Rensvold, 2002; Chen, 2007), as justified in the preceding review. 

Given the large sample size, I also considered ΔRMSEA<0.007 supportive of invariance, as 

indicated in categorical data (Sass, Schmitt and Marsh, 2014). The chi-squared difference test was 

not used to demonstrate MI, as this is biased by a large sample sizes (Meade, Johnson and Braddy, 

2008) and high model complexity (Khojasteh and Lo, 2015), both features of the current data. 

Correct specification of each increasingly restrictive model was ensured by requiring RMSEA<.05 

for all models, consistent with conventions for categorical data (Yuan & Chan 2016; Millsap & Yun-

Tein 2004). As no goodness of fit cut-offs have been developed for strict invariance in categorical 

data (let alone for higher-order models), the strict invariant model was firstly assessed for 

acceptability of overall fit (Millsap and Yun-Tein, 2004), with a ΔCFI<0.01 compared to the scalar 

model additionally supportive of strict invariance (Cheung and Rensvold, 2002; Chen, 2007). 

Construct replicability: Coefficient H measures reliability similar to Cronbach’s alpha but is 

able to be calculated when data has a multilevel structure (McNeish, 2018). Just as Cronbach’s 

alpha indicates how reliably a scale is measuring a unified construct, H denotes how well a latent 

construct is represented by its contributing items, and therefore how replicable across studies a 

factor might be (Hancock, 2001; McNeish, 2018). However, unlike Cronbach’s alpha, the calculation 

of H allows for each item to contribute different amounts of information to the overall coefficient, 

resulting in more accurate reliability estimates (McNeish, 2018). Construct replicability was 

ascertained by calculating H, the ratio of variance explained by a latent variable relative to the 

unexplained variance (Rodriguez, Reise and Haviland, 2016b). Adequate construct replicability was 

reflected by H>.70 (Hancock and Mueller, 2001; Rodriguez, Reise and Haviland, 2016a), a cut-off 

which has been used in other bifactor studies (Gluschkoff, Jokela and Rosenström, 2019; Watts, 

Poore and Waldman, 2019). 

Relative strength of the factors was measured over time using explained common 

variance (ECV) (Rodriguez, Reise and Haviland, 2016b). ECV is calculated for each factor by 



 45 

dividing the variance explained by the factor by the total variance explained (ie: variance explained 

by the general and specific factors combined).  

 

3A.4.2 Results 

Missing data: As for the baseline model (St Clair et al., 2017), and consistent with other 

work (Brodbeck et al., 2011), participants’ data was included in the bifactor model at each time 

wave if they completed 85% of the original 118 items (100 items), and 85% of each original 

measure (Table 3A.1). Of the 2,403 participants, 99% (n=2,372), 69% (n=1,659) and 46% (n=1096) 

completed enough data to compute the bifactor model at HQP1-3 respectively. All available data 

was used for MI testing, resulting in unequal sample sizes between gender groups and over time 

(14% fewer males than females [1099 and 1273 respectively]; 30% fewer at HQP2 versus HQP1; 

45% fewer at HQP3 versus HQP1). Simulation studies have shown that this level of imbalance 

between groups is not highly problematic for the ΔCFI or ΔRMSEA used in invariance testing (Yoon 

and Lai, 2018). At this level of missingness, WLSMV yields acceptably small levels of mean relative 

bias in loading estimates and their standard errors (Chen et al., 2019). 

Initial bifactor modelling: As more participants were recruited after developing the initial 

bifactor model (St Clair et al., 2017), the HQP1 model was re-run with these additional participants. 

This resulted in a model with nearly identical fit statistics to those originally reported (Table 3A.2), 

with all loadings significant and above cut-off (³.30 for the general factor and ³0.15 for specific 

factors). Five modification indices (MI)>100 indicated additional loadings onto specific factors. The 

highest MI, for a theoretically appropriate loading, was added to the model. However, as the chi-

square did not improve by 10% in an already good-fitting model (Little, 2013), it was not necessary 

to make this or further modifications.  
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Table 3A.2: Mental health bifactor model fit indices 

a HQP=home questionnaire pack 
*CFI = Comparative Fit Index; TLI = Tucker-Lewis Index; RMSEA = Root Mean Square Error of Approximation; WRMR = 
Weighted Root Mean Square Residual 
 

 Measurement Invariance: When the original HQP1 model was run separately for each 

gender to identify any sources of misfit, all loadings were above cut-offs in the male model, but the 

female model had a low loading (0.126) of MFQ24 (“I was a bad person”) on the antisocial 

behaviour specific factor. Also, ABQ11 (“I have deliberately hurt or been cruel to an animal”) had a 

low loading on the general factor (0.24), and SPQ13 (“…had the sense that some person or force is 

around you, even though you cannot see anyone?”) loaded slightly below cut-off (0.29). As some 

level of differential item function is acceptable, and the main goal in demonstrating invariance is to 

achieve convergence of increasingly constrained models, MFQ24 with the lowest loading was 

dropped from the antisocial specific factor (with loading maintained on the general factor). This 

modified model yielded excellent fit in separate gender models (Table 3A.2), with no additional 

loadings below cut-offs, and no items having modification indices above threshold. 

The gender modified model also yielded excellent fit in the whole sample at each timepoint 

(Table 3A.2), with all loadings significant and above cut-offs. There were no theoretically-plausible 

item loadings with modification indices>100 at all three timepoints. However, only eight participants 

Model n Chi 
Square 

(χ2) 

df # of 
para-

meters 

CFI TLI RMSEA WRMR 

HQP1a model (St Clair 
et al., 2017) 

2228 15859 5350 510 0.956 0.955 0.030 1.795 

HQP1 present data  2372 16718 5350 510 0.955 0.954 0.030 1.846 
HQP1 modified, females 1273 10935 5351 509 0.960 0.959 0.029 1.491 
HQP1 modified, males 1099 8802 5351 509 0.968 0.967 0.024 1.314 
Full HQP1 modified for 
gender  

2372 16785 5351 509 0.955 0.953 0.030 1.851 

Gender invariance 
(HQP1 data): 

2372        

   configural  19594 10717 1003 0.964 0.963 0.026 1.989 
   scalar  20293 11083 637 0.963 0.963 0.026 2.129 
   strict   18149 11204 516 0.972 0.972 0.023 2.257 
HQP2 gender modified 
model  

1659 12062 5351 509 0.970 0.969 0.027 1.549 

HQP3 gender modified 
model  

1096 9229 5351 509 0.974 0.973 0.026 1.386 

HQP1-3 invariance 5127        
   configural  36471 16083 1497 0.967 0.966 0.027 2.786 
   scalar   35876 16808 772 0.969 0.970 0.026 2.917 
   strict   29201 17030 530 0.980 0.981 0.020 3.066 
Without ABQ11 (due to 
empty cells) 

        

   HQP3 gender 
modified model  

1096 9368 5248 506 0.972 0.971 0.027 1.385 

   HQP1-3 invariance 5127        
      configural  37006 15774 1488 0.966 0.964 0.028 2.796 
      scalar   36238 16495 767 0.968 0.968 0.026 2.927 
      strict   28981 16735 527 0.980 0.981 0.021 3.075 
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endorsed ABQ11 (see above) at HQP3, which resulted in empty cells when correlated with two 

other items. Such sparsity could lead to inaccurate model estimation (Flora and Curran, 2004). The 

items in question were already dichotomized, so there were no response categories which could be 

collapsed. Therefore, in order to assess the potential influence of this sparsity in the data, sensitivity 

analysis was performed on longitudinal invariance models and HQP3 by dropping this item and 

comparing model fit with and without this item. Model fit for all invariance testing models and HQP3 

remained excellent without this item (Table 3A.2). Without ABQ11, ΔCFI and ΔRMSEA differed by 

no more than .001 for MI models, and thus invariance conclusions were not altered (Table 3A.2). 

Further, using generated factor scores at HQP3, all factor autocorrelations with and without this item 

were 1.00. Together, these findings support minimal impact of ABQ11 sparsity at HQP3 on the 

model, and therefore inclusion of this item in the model is warranted. 

Model fit was excellent for configural, scalar, and strict models across gender and time 

(Table 3A.2). Across gender and time, comparing scalar and strict models with the next least 

constrained model (configural and scalar, respectively), changes in CFI and RMSEA were less than 

even the strictest criteria (Meade, Johnson and Braddy, 2008): CFI declined at most by .001 and at 

worst RMSEA stayed the same. Thus strict MI was supported.  
Construct replicability, variance explained, factor representation: Across repeated 

assessments, all but anxiety specific factor demonstrated adequate construct replicability (H>.70 

(Hancock and Mueller, 2001; Rodriguez, Reise and Haviland, 2016a), Table 3A.3). Indeed, 

antisocial and aberrant thoughts specific factors yielded H>.80, indicative of a well-defined latent 

variable, and p was very well defined at H=.99. Given that H is sensitive to high factor loadings 

(>.80 (Rodriguez, Reise and Haviland, 2016a)), I note that H-indices for the specific factors were not 

driven by a few high-loading items, as all specific factor loadings were <.78 (Table 3A.4). Three-

quarters of the model variance was explained by the general factor at all three timepoints (Table 

3A.3). Little variance was explained by the specific factors, which each exhibited stable rates of 

ECV over time (Table 3A.3).  

 

Table 3A.3: Construct replicability and Explained Common Variance of general and specific  
factors from mental health bifactor model  
 Construct Replicability (H)  Explained Common Variance (ECV) 

Latent Factor HQP1a HQP2 HQP3  HQP1 HQP2 HQP3 
P (general factor) 0.99 0.99 0.99  0.73 0.75 0.73 
Self-Confidence 0.72 0.74 0.76  0.04 0.04 0.04 
Antisocial 0.82 0.83 0.89  0.05 0.05 0.06 
Worry 0.54 0.51 0.52  0.02 0.01 0.01 
Aberrant thoughts 0.84 0.86 0.88  0.07 0.06 0.07 
Mood 0.79 0.77 0.79  0.06 0.05 0.05 
Positive worded 
items (ECV only) 

 
n/a 

 
n/a 

 
n/a 

  
0.04 

 
0.04 

 
0.04 

a HQP=home questionnaire pack 
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P was well-represented by various domains of mental illness and wellness, with average 

item loadings from original measures ranging from .40-.69 for antisocial through to anxiety 

symptoms at HQP1 and similar values at subsequent waves (Table 3A.4). Effects for factor loadings 

on the general factor of .3, .5, and .7 have been considered to be small, medium, and large 

respectively (Gonzalez and MacKinnon, 2018), although others have considered values as low as 

.25 to reflect a moderate loading, and as low as .55 a large loading (Watts, Poore and Waldman, 

2019). Considering these criteria, all original domains had at least a moderate average loading on 

the general factor, with the majority of domains loading strongly across items. Specific factors, 

which were allowed to have lower loadings for retention of items, had average loadings no lower 

than .30 across all waves. The .30 minimum is notable, as any item set with average loadings below 

this has been deemed “not worth considering” (Reise et al., 2013). Each specific factor had items 

load on average at a moderate level, with the exception of antisocial, whose items loaded strongly 

on average (Table 3A.4). Specific factors were generally well-represented by their original 

measures, with the exception of the worry and mood specific factors, which were represented by 

less than half of the items from their original measure, with many of these items loading exclusively 

on the general factor (Table 3A.1). This likely explains why items from these measures loaded 

highest on p (Table 3A.4). 
 

Table 3A.4: Factor representation by indicators 

 # of items Item loadingsa, mean (range) 

Latent Factor  HQP1b HQP2 HQP3 
P (general factor)     
   Symptoms by original measures     
      Anxiety  25 .69 (.49-.81) .74 (.59-.85) .75 (.56-.84) 
      Depression  29 .68 (.47-.84) .71 (.49-.86) .72 (.49-.88) 
      Self-esteem 10 .66 (.54-.83) .68 (.55-.84) .68 (.53-.85) 
      Well-being  13 .53 (.36-.65) .59 (.45-.72) .60 (.47-.72) 
      Obsessions 11 .50 (.34-.72) .56 (.40-.77) .55 (.37-.71) 
      Psychotic-like 10 .42 (.33-.59) .49 (.32-.68) .48 (.36-.59) 
      Antisocial  8 .40 (.34-.53) .43 (.33-.59) .46 (.34-.61) 
Specific factorsc     
   Self-Confidence 13 .40 (.31-.48) .42 (.35-.50) .44 (.38-.52) 
   Antisocial 8 .59 (.46-.71) .59 (.41-.71) .70 (.57-.76) 
   Worry 7 .36 (.24-.51) .34 (.23-.49) .35 (.23-.47) 
   Aberrant thoughts 17 .44 (.21-.65) .44 (.21-.76) .47 (.23-.77) 
   Mood 30 .33 (.22-.47) .30 (.19-.41) .32 (.17-.42) 
   Positive worded itemsd 18 .30 (.05-.60) .31 (.10-.61) .31 (.07-.64) 

a absolute value of loadings 
b HQP=home questionnaire pack 
c see Table 3.A.1 for which items by original measure load onto specific factors 
d for this methods factor, items were not required to load >.15  
 

3A.5 Discussion 

The present study moves forward the current body of work on the p factor by making the 

case for the importance of MI testing in bifactor models. Based on a review of the literature, 
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recommendations are made for MI cut-offs for bifactor models using categorical indicators. 

However, this review also highlights the need for more simulation studies to directly address MI in 

these models: only one bifactor study with continuous indicators has simulated one type of MI 

(Khojasteh and Lo, 2015), and no such studies exist with categorical indicators. As an alternative to 

more simulation studies, Bayesian approximate MI is a promising approach (Seddig and Leitgöb, 

2018), yet the statistics used to compare models as well as the influence of various priors are not 

available with categorical variables or relevant in large sample sizes (Hoofs et al., 2018).The 

appropriateness of MI testing with missing data was also reviewed. The WLSMV estimator is able to 

detect non-invariance with missing data rates up to 50% in categorical indicators in large sample 

sizes (Chen et al., 2019). When testing MI in unbalanced groups, as often occur in longitudinal 

studies due to attrition, the present proposed cut-offs appear to be acceptable if the degree of 

imbalance is not severe (Yoon and Lai, 2018). 

An empirical example was provided through the analysis of three repeated assessments of a  

bifactor model of mental illness and wellness in young people aged 14-24 (St Clair et al., 2017). 

This model demonstrated strict gender and longitudinal invariance, and factors exhibited consistent 

construct replicability, strength, and item representation over time. These findings will now be 

discussed in more detail..  

Measurement Invariance: The present study extends the limited prior work on gender and 

longitudinal invariance of bifactor models. Of the existing studies of bifactor models of 

psychopathology, only a small proportion have assessed gender invariance (Deutz et al., 2016; 

Greene and Eaton, 2017; Snyder, Young and Hankin, 2017; Lahey et al., 2018a) and longitudinal 

invariance (Castellanos-Ryan et al., 2016; Deutz et al., 2016; Greene and Eaton, 2017). In addition 

to fitting the data well at each of the three timepoints, the proposed bifactor model appears to be 

equivalent across males and females, and over three years of measurement. Demonstrating strict 

longitudinal MI indicates that changes in the self-reported items over time are attributable to 

changes in the latent factors over time (Liu et al., 2017). This strengthens the validity of any 

longitudinal associations to be made more than prior longitudinal studies of p which have not 

addressed longitudinal invariance (Murray, Eisner and Ribeaud, 2016; Snyder, Young and Hankin, 

2017; McElroy et al., 2018). The same applies to any conclusions to be made about gender 

differences, given the demonstrated strict gender invariance of the proposed model. 

Construct replicability: As anticipated, the general factor exhibited very high construct 

replicability (H) and H was higher than the specific factors(Rodriguez, Reise and Haviland, 2016a; 

McElroy et al., 2018; Gluschkoff, Jokela and Rosenström, 2019). However, antisocial and aberrant 

thoughts specific factors also demonstrated H values indicative of well-defined latent variables likely 

to exhibit strong replicability across studies (Rodriguez, Reise and Haviland, 2016b, 2016a). This 

antisocial specific factor was better defined over time (average H=.85) than an externalizing specific 

factor found in children and adolescents (average H=.77 (McElroy et al., 2018; Watts, Poore and 
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Waldman, 2019)) and adults (average H=.79 (Gluschkoff, Jokela and Rosenström, 2019)). Self-

confidence and mood specific factors demonstrated adequate construct replicability (H≥.70 

(Rodriguez, Reise and Haviland, 2016a). Only the anxiety specific factor was subpar, exhibiting 

comparable construct replicability to previously published a worry specific factor (average H=.52 

versus .55 (Watts, Poore and Waldman, 2019) . Thus, interpretations with respect to the anxiety 

specific factor should be viewed with caution. However, the RCMAS measure used in the present 

bifactor model principally assesses social anxiety (Reynolds and Richmond, 1978). The anxiety 

specific factor could therefore be bolstered by including more varied measures of anxiety. Items 

loading on this specific factor pertaining to other constructs such as fearfulness and phobia could 

improve the definition of this construct.  

Explained common variance: The general and specific factors explained consistent rates 

of common variance in the model over time, with the general factor explaining the majority of the 

common variance. Both these findings are consistent with prior work in children and young 

adolescents (Murray, Eisner and Ribeaud, 2016; McElroy et al., 2018). The demonstrated 

consistency in strength of the factors over time in this older cohort does not support either theory of 

dynamic mutualism (that p strength will increase over time as comorbidities increase) or p-

differentiation (that liabilities to psychopathology become more specific with time (Murray, Eisner 

and Ribeaud, 2016)). The general factor explained approximately three-quarters of the common 

variance in the model at each timepoint, only slightly higher than the .7 reported in 14-year-olds 

(McElroy et al., 2018). It has been suggested that bifactor models with ECV > .70 can be 

considered essentially unidimensional (Rodriguez, Reise and Haviland, 2016b). However, given 

adequate-to-high levels of latent construct replicability in all but one of the factors, further tests of 

the specific factors as well as the general factor are important to pursue.        

Factor representation by items: In contrast to prior work (Watts, Poore and Waldman, 

2019), p in the present study was consistently represented by many items of mental illness and 

wellness. Of the seven original domains, average loadings ranged from moderate-to-large (.40-.69) 

at baseline, with similar ranges found at other timepoints. Similarly, adolescent bifactor models of 

internalizing, externalizing, and disordered thought items had moderate-to-large average loadings 

on p (orthogonal specific factor models:.50-.55 (Carragher et al., 2016); .43-.55 (Afzali et al., 2018)). 

Moderate-to-large average loadings on p were also found for internalizing and externalizing items 

when adolescent models did not include disordered thought items (internalizing and externalizing 

respectively: .49, .37 (Patalay et al., 2015)); .41, .61 for age 14 model (McElroy et al., 2018) .53, .65 

(Pettersson et al., 2018); .34, .55 for adolescent self-report model (Deutz et al., 2018)). While the 

literature reveals some variation in which items contribute more to p (eg: externalizing items loaded 

slightly higher on p than internalizing items when attention items were also included in the model on 

a separate specific factor (Deutz et al., 2018; McElroy et al., 2018; Pettersson et al., 2018)), I argue 

that the level of variation is relatively trivial and does not support the notion that the defining 
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components of p varies considerably across studies (Watts, Poore and Waldman, 2019). It is likely 

that less variation in loadings is apparent when item loadings are averaged across domains, as 

opposed to measuring each diagnosis by one item; this could be an advantage of modelling p at the 

item level.  

The specific factors all had moderate-to-large average loadings, although loadings below .15 

were not retained on specific factors. Compared with other domains of mental illness and wellness, 

the original anxiety and mood scales had more items which singularly loaded on p and not also on 

the comparable specific factor. This may call into question the acceptability of these specific factors. 

However, in other adolescent studies modelling p at the item level, some internalizing items also 

only loaded significantly on p (Patalay et al., 2015; Carragher et al., 2016; Afzali et al., 2018; 

McElroy et al., 2018). This is consistent with the observation that complex bifactor structures (eg. 

with pure indicators of the general factor, specific factor cross-loadings, correlated errors) are 

common in practice (Abad et al., 2017). Given the variety of symptoms reflected within a diagnostic 

category, it seems less problematic to a model of psychopathology if some symptoms do not load 

onto specific factors as anticipated, as opposed to whole diagnoses not loading as anticipated. This 

highlights another potential advantage to modelling psychopathology at the item level as opposed to 

the diagnostic level. 

Conclusion: The present study underscores the importance of demonstrating longitudinal 

measurement invariance in bifactor models and provides recommendations for cut-offs when such 

models utilize categorical indicators. Appropriately demonstrating MI will enable valid interpretations 

of latent means and correlations over time (van de Schoot, Lugtig and Hox, 2012), aiding 

clarification of the longitudinal role of p and the specific factors. However, further work is needed to 

clarify guidelines and expand practice of MI testing of bifactor models, especially with categorical 

indicators.  

Based on guidelines justified herein, an empirical example of a bifactor model of mental 

illness and wellness exhibited strict gender and longitudinal invariance. The model largely withstood 

further tests of its appropriateness. P and all but one of the specific factors demonstrated adequate 

to excellent construct replicability at all timepoints. Over time, explained common variance was 

consistent, and therefore did not support either theory of dynamic mutualism or p-differentiation 

(Murray, Eisner and Ribeaud, 2016). Factor representation by items was also consistent over time, 

with average moderate-to-large item loadings on p from seven domains of mental illness and 

wellness, and moderate-to-large average loadings of items on specific factors. The present findings 

indicate that when factor representation is more expansively defined (ie: considering moderate-to-

large loadings as opposed to the highest loadings only (Krueger et al., 2018; Watts, Poore and 

Waldman, 2019)), the general factor is well represented by multiple forms of mental illness and 

wellness. 
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Findings from the empirical example highlight the issue of how to interpret the combined 

results from a variety of tests of model appropriateness. In the first study to discuss both construct 

replicability and factor representation by domains of mental illness, findings converged from both 

these tests for the uncorrelated specific factors in the bifactor model (Watts, Poore and Waldman, 

2019). In the present example, these findings are not entirely convergent. The observation that 

many items from the original anxiety and mood scales exclusively loaded on p could raise questions 

of the appropriateness of their related specific factors. However, as the coefficient H values for the 

mood specific factor indicated acceptable construct replicability, this could indicate that only the 

worry specific factor is particularly questionable. Construct replicability has been clearly 

mathematically defined (Hancock, 2001; Hancock and Mueller, 2001), whereas no cut-off to denote 

an appropriate level of factor representation by indicators has been proposed (Krueger et al., 2018; 

Watts, Poore and Waldman, 2019). In light of this, it seems advisable that observations based on 

factor representation by items be ancillary to construct replicability; if these are in conflict, construct 

replicability findings should be favoured.  

Having established the above support for the present bifactor model, findings from further 

analyses can more confidently be interpreted with knowledge of the strengths and caveats of the 

model. Taking these steps enables individuals to better assess the utility of bifactor models moving 

forward. Such increased clarity should help further understanding of a psychological structure of 

mental health and illness over the youth period of the lifecourse. The next section of this chapter 

turns to establishing the putative meaning of the general and specific factors through longitudinal 

external validation. Homotypic and heterotypic continuity of these factors will also be assessed, and 

developmental trajectories probed. 

 

Section 3B: Longitudinal validation and change of a transdiagnostic model of mental health 

over adolescence and emerging adulthood 

 

3B.1 Introduction 

The need for longitudinal validation of p and, particularly, the specific factors via theoretically 

relevant external variables has been highlighted (Caspi and Moffitt, 2018).  It is apparent that 

individuals tend to move in and out of disorder categories over time (Rutter, Kim-Cohen and 

Maughan, 2006); longitudinally robust associations with external variables therefore appear to 

withstand these effects of sequential comorbidity (Caspi and Moffitt, 2018). Further, as developing a 

comprehensive structural model of psychopathology across the life course is important (Lahey et 

al., 2017), validation of such a model based on a more enduring relationship with external variables 

is advantageous. However, only a handful of studies of children (Lahey et al., 2015; Sallis et al., 

2019), adolescents (Patalay et al., 2015; Castellanos-Ryan et al., 2016; Pettersson et al., 2018; 

Schaefer et al., 2018; Laceulle et al., 2019) and adults (Lahey et al., 2012; Caspi et al., 2014; Class 
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et al., 2019) have used longitudinal data to externally validate a bifactor model of mental illness. 

These studies generally did not assess the social environment; therefore the role of stressful life 

events, supportive friendships, and parenting styles, in predicting p and the specific factors over 

time is unknown. Further, none of the above studies ascertained multivariate predictors of the 

bifactor model across multiple domains, such as personality, social environment, and background 

measures. By revealing the relative importance of external validation measures, such analyses 

could help clarify the substantive meaning of the factors. External variable associations with the 

specific factors above and beyond the general factor would support their interpretation as common 

subfactors as opposed to uninterpretable residuals (Chen, West and Sousa, 2006). This combined 

with the previously established longitudinal invariance, construct replicability, and adequate item 

representation of the factors (see Section A) will aid interpretation of the factors over time.    

After externally validating the bifactor model of psychopathology, it is important to ascertain 

phenotypic stability of this model in order to discern how these factors may change over 

development. Phenotypic stability has been assessed over childhood and adolescence (ages 2 to 

16 (Castellanos-Ryan et al., 2016; Murray, Eisner and Ribeaud, 2016; Snyder, Young and Hankin, 

2017; McElroy et al., 2018) and adulthood (Greene and Eaton, 2017). A further study has reported 

phenotypic stability of p and the specific factors from adolescence to early adulthood, although 

these longitudinal models were defined by different informants and different symptom dimensions 

(Class et al., 2019). In the two studies of mid-adolescence (ages 13.5-16), homotypic continuity 

(measured by autocorrelations) in the general and specific factors was strong over 18 to 24 months 

(Castellanos-Ryan et al., 2016; Snyder, Young and Hankin, 2017). However, homotypic continuity 

was more variable in early adolescence (Murray, Eisner and Ribeaud, 2016; McElroy et al., 2018) 

and from adolescence to early adulthood (Class et al., 2019). Low levels (r~=0.1) of heterotypic 

continuity (correlations over time across factors) have been demonstrated during childhood as well 

as early and mid-adolescence (Castellanos-Ryan et al., 2016; McElroy et al., 2018; Olino et al., 

2018). While unsupported in another mid-adolescent sample (Snyder, Young and Hankin, 2017), 

statistical power may have limited the ability to discern heterotypic continuity in this study . 

Heterotypic continuity was not supported across adolescents to young adults nor in adults (Greene 

and Eaton, 2017; Class et al., 2019). Given the heterogeneity of these findings, more work needs to 

be done to ascertain the role of these dynamic processes in young people. A large limitation of the 

above longitudinal studies is that none established strong measurement invariance of the latent 

constructs over time (see Chapter 3A); thus the validity of the reported longitudinal associations in 

the p- and specific factors is largely unknown. Such an oversight calls into question any conclusions 

made regarding dynamic mutualism or p-differentiation. 

We cannot ascertain how liabilities to mental disorder change across the lifespan without a 

comprehensive assessment of their trajectories. Longitudinally characterizing the shape of p and 

the specific factors could help focus prevention efforts in key developmental periods of risk (ie: 
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when mean levels of p and/or specific factors are higher). However, the two epidemiologicalal 

studies of bifactor models of psychopathology with more than two timepoints (McElroy et al. 2018; 

Murray et al. 2016) made no attempt to characterize the growth curves of the bifactor scores (ie: 

how mean levels change over time and by age). Recently, two studies have reported on the bifactor 

model of psychopathology over the course of approximately 1.5 years during adolescent 

psychotherapy interventions and follow-up (Constantinou et al., 2019; Aitken et al., 2020). While 

these help elucidate the relationship of mental health treatment on p and the specific factors, our 

understanding of the developmental course of these psychological phenomena is still limited.  

The present section seeks to extend prior work by determining, in a bifactor model of self-

reported items of mental illness and wellness (St Clair et al., 2017), using three repeated 

assessments from a cohort of adolescents and emerging adults (Kiddle et al., 2018): (1) longitudinal 

construct validity and predictive validity using background, environmental, and personality variables, 

harmful behaviours, IQ, and BMI, (2) homotypic and heterotypic continuity, and (3) developmental 

trajectories of the latent factors. Having previously established gender and longitudinal invariance 

and adequate replicability of most of the factors (section 3A) aids interpretation of the factor scores 

over time. 

I predict that the longitudinal data shall support the notion that the “distress independent” 

specific factors (St Clair et al., 2017) do indeed index specific unique characteristics of mental 

wellness and illness, based on longitudinal relationships with background variables, measures of 

social environment, personality, cognition, harmful behaviours and BMI (Table 3B.1). Comparing 

this study’s longitudinal findings with the current literature will help answer the question as to 

whether the additional specificity gained from the bifactor model is believable with respect to the 

interpretation of the specific factors. I predict homotypic continuity shall exist in the presence of a 

lesser degree of heterotypic continuity; that is, individuals will change over time differentially across 

the factors to a lesser extent than being consistent over time within factors (Castellanos-Ryan et al., 

2016; McElroy et al., 2018; Olino et al., 2018).  

Finally, I hypothesize that the general and specific factors will show gender-differentiated 

developmental trajectories largely consistent with previously reported findings of their associated 

mental disorders (Kessler et al., 2007). Such an assertion is supported by the validation of a self-

reported symptom-level bifactor model by interview-based psychiatric diagnoses three years later 

(Brodbeck et al., 2014). Given the present study’s accelerated longitudinal design, I utilized 

accelerated growth modelling (Duncan and Duncan, 2004) to obtain growth curves of the general 

and specific factors over the full age range, revealing rate and shape of change of the factors from 

ages 14-27. Modelling the p-factor in such a way elegantly summarizes how mean levels of risk for 

mental disorder change over time. 
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Table 3B.1: Hypothesized relationship of validity measures with general and specific symptom 
factor scoresa  

a Based on cross-sectional data with a few exceptions14,15,17,19,20,27,28. In red if findings are from a bifactor model. “0” 
reflects no association reported, blank reflects no findings reported in the literature. All bifactor models but reference 14 
had anxiety and mood combined as one internalizing specific factor. Any unique findings are specified. 
b HQP=Home Questionnaire Pack. Baseline measures are from HQP1 unless specified as in-unit assessment. 
c in the absence of prior association with a bifactor model, association with the general factor was hypothesized if an 
association was found in multiple facets of mental health 
d the first three personality measures are from the CADS16,17. Reported associations with the NEO Five-Factor Inventory30 
enables comparison of CADS and NEO subscales, allowing hypothesis generation based on studies which have used the 
NEO10,19,20. The remaining studies have used alternate, but related measures1,21–23,25. Self-reported personality findings 
are cited unless only parent reports were available, as is the case with the studies of children21,22. 
e being the only study on this subject, a consistent pattern across NEO conscientiousness, agreeableness and 
extraversion subscales was deemed indicative of prosociality, as supported by a factor model of NEO and CADS30, and 
similarly extraversion was deemed indicative of daring disposition.  
f all measures are from wave 3 except BMI, which is from in-unit assessment wave 2 
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3B.2  Method 

3B.2.1  Sample 

 The sample is predominantly drawn from the NSPN self-report HQP data, as in section 3A. 

For external validation, some additional measures were obtained from an in-unit assessment (IUA) 

of a subsample of participants (n=785) drawn from the original 2,403. Equally by age- and sex-

strata, participants were invited to take part in the IUA using the order in which they been enrolled in 

NSPN (assumed to be random; (Kiddle et al., 2018)). IUA1 was obtained approximately 6 months 

after HQP1 (mean=5.10, SD=4.60) and nearly two years before HQP3 (mean=22.16 months, 

SD=6.05), and IUA2 was obtained nearly two years after HQP1 (mean=22.78 months, SD=4.61).  

3B.2.2   Measures 

Factor scores from the longitudinal bifactor model developed in Section 3A were utilized in 

all models. External validation measures are described on Table 3B.2. All external validation 

measures have acceptable to excellent internal consistency (Cronbach’s alpha ³.70).  

3B.2.3   Statistical analyses  

Multiple imputation of HQP data: Due to a large amount of missing data at HQP3 (54% for 

some variables), and the categorical nature of the indicators in the present study and some 

outcome variables, multiple imputation of the data across all three timepoints was performed. 

Missing data patterns were first ascertained, as multiple imputation is appropriate under conditions 

of Missing Completely at Random (MCAR) or Missing at Random (MAR; (White, Royston and 

Wood, 2011). A significant Little’s MCAR test (c2 (8, n=2,389)=25.01, p=.002) indicated that data 

were not MCAR (Little, 1988). However, a wealth of baseline variables were related to attrition 

(Table 3B.3), indicating that data are MAR and therefore appropriate for imputation. Bifactor scores 

were generated separately at each timepoint using the gender modified model (section 3A.4.2). All 

three waves of these factor scores and external validation variables (Table 3B.2) were imputed 

together in wide format, thereby incorporating within-person autocorrelations into the model 

(Gottfredson, Sterba and Jackson, 2017). 54 imputations were performed (White, Royston and 

Wood, 2011) using Bayesian estimation of an unrestricted model in Mplus, specifying categorical 

and continuous variables (Asparouhov and Muthén, 2010). All HQP analyses below are performed 

on this imputed data in Mplus version 8 (Muthén and Muthén, 2017). 
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Table 3B.2: Measures used for external validation  
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Table 3B.3: Relationship (rhoa) of baseline measures with missingness in HQP2-3 b  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

a point biserial, polychoric, or tetrachoric rho for relationship of missingness with continuous,  
categorical, and dichotomous baseline measures respectively. 
b HQP=Home Questionnaire Pack. 
+ p<.05; *p<=.01; **p<.005; ***p<=.001; ****p<.0005; *****p<=.0001 

Baseline measures (HQP1) HQP2 missing HQP3 missing 
Background:   
   Age .05+ .03 
   Sex (1=female) -.19***** -.22***** 
   Centre (1=Cambridge) .07+ .00 
   Index of Multiple Deprivation  .04 .02 
   Ethnicity (non-white minority=1) .06 .06 
Social Environment:   
   Stressful life events  -.01 .00 
   Friendships -.04 -.05* 
   Parenting   
     Positive  -.04 -.03 
     Inconsistent discipline .06** .07*** 
     Poor supervision .14***** .15***** 
     Physical punishment .06** .04 
Personality:    
   Prosociality  -.11***** -.09***** 
   Negative emotionality  .01 .00 
   Daring  .07**** .09***** 
   Impulsivity  .11***** .13***** 
Harmful behaviours   
   Drunkenness .10*** .09*** 
   Cannabis Use .19***** .16***** 
   Other illicit substance use .17** .17** 
   Non-suicidal self-injury .02 .02 
Bifactor model   
   P (general factor) .05+ .04 
   Self-Confidence -.02 -.02 
   Antisocial .11***** .13***** 
   Worry -.08**** -.07*** 
   Aberrant thoughts .01 .00 
   Mood .03 .02 
   Positive worded items -.02 -.02 
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FIML analyses of IUA data: Outcomes from the In-Unit Assessment (IUA) were continuous 

and thus Full Information Maximum Likelihood (FIML) with the inclusion of auxiliary variables was 

an appropriate way to deal with missing data (Collins, Schafer and Kam, 2001). For models 

predicting HPQ3 factor scores, HPQ1 and 2 factor scores were included as auxiliary variables; for 

the model predicting BMI at IUA2, BMI from IUA1 was the auxiliary variable. Auxiliary variables 

were included as extra dependent variables in the model, specified as recommended (Graham, 

2003). Factor scores were not MCAR (for each sample, varying from n=759-780 due to some 

missingness in predictors, each Little’s MCAR test had a p<.01 (Little, 1988)). However, for each 

model, factor scores exhibited covariate-dependent missingness (CDM), indicating lack of bias in 

these patterns of missingness (Little, 1995). As the case for MCAR data, when data exhibit CDM, 

employing FIML to analyse the data does not result in biased estimates. CDM of factor scores was 

ascertained with inclusion of the predictor (in bold) and confounds in the models (IQ, sex, age, 

ethnicity, centre: c2 (336, n=779)=370.50, p=.10; total trauma, minimization (to control for positive 

response bias in the Childhood Trauma Questionnaire (MacDonald et al., 2016)), age: c2 (224, 

n=770)=231.39, p=.35; neglect, minimization, age, sex: c2 (280, n=758)=308.05, p=.12; physical 

abuse, minimization, age: c2 (224, n=767)=238.10, p=.25; sexual abuse, minimization, sex: c2 

(224, n=767)=239.73, p=.22). Finally, BMI at IUA1 and 2 was not MCAR (c2 (2, n=711)=7.93, p=.02) 

but CDM was supported (HPQ1 factor scores, age, sex: c2 (20, n=711)=20.40, p=.43). IUA data 

was modelled in Stata 14.2 (StataCorp, 2015). 

Validity: Concurrent and discriminant validity were assessed by concordance with the 

pattern of hypothesised associations (and lack thereof) with external variables as denoted in Table 

3B.1. Evidence of these together can be taken to establish construct validity.  All models were 

age, sex, and centre adjusted if these variables confounded the association (related to predictor and 

outcome with a standardized estimate>=.1, or p<.05 for HQP1 cohort or p<.10 for IUA cohort (due 

to IUA smaller sample size)). Next, a multivariate model was analysed, which included any 

validation measures from HQP1 cohort which predicted each factor score with a standardized 

estimate>=.1, or p<.05. Different predictors were allowed for each factor score. 

Predictive validity of HPQ1 bifactor scores was determined in models where these factor 

scores predicted HPQ3 harmful behaviours and BMI. In addition to addressing confounding as 

above, these models also controlled for the positive methods specific factor. While the worry 

specific factor exhibited inadequate construct replicability (see Section 3A.4 and Table 3A.3), the 

validity of this factor will still be explored. 

Phenotypic stability of the general and specific factors was assessed using cross-lagged 

panel analysis on imputed data (note: models utilizing FIML in raw data resulted in poor fit 

(TLI<.74)).    
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Age analysis: Given the accelerated longitudinal design of the present study, accelerated 

growth modelling was performed on imputed data to determine the individual growth curves of the 

general and specific factors across the full age range studied (Duncan and Duncan, 2004). (Note: 

models did not converge when performed on raw factor scores). There were two adjacent cohorts in 

which there were not enough participants to model the data, (even if the cohorts were merged): 

those born in 2000 (n=12) and 2001 (n=2). Thus, these participants were removed, making the 

sample size 2,389 for the accelerated growth analyses. There was one participant born in 1987 who 

was grouped with the cohort born in 1988 to create a cohort size of 76. The remaining cohorts, born 

from 1988 to 1999, ranged in sample size from 100 to 361. A common growth model was specified 

across the age cohorts (separately for the general and specific factors), simultaneously analysed to 

determine a growth curve over the full 14-year-period from age 14 to 27. This sequential cohort 

multi-group analysis links adjacent waves of data, with each cohort having a different pattern of 

“planned missing data” (Duncan and Duncan, 2004). As data is missing from all cohorts due to the 

design of the study and not participant characteristics, these data can be presumed to be missing 

completely at random and therefore parameters can be appropriately estimated (Enders, 2010). 

Models are fit in each cohort, with invariance constraints across cohorts with overlapping time 

points. Growth curves were assessed for significant linear and quadratic change, with the higher-

order term being retained if significant. HQP1 analysis revealed that in all factors there was either a 

main effect of gender or significant gender differences across age cohorts (St Clair et al., 2017). 

Therefore, in each accelerated growth model I assessed the relationship of gender with intercept, 

slope, and quadratic term (the latter if relevant). As for the bifactor models, model fit was assessed 

using the Comparative Fit Index (CFI), Tucker–Lewis index (TLI), and the Root-Mean-Square Error 

of Approximation (RMSEA). Models with CFI and TLI > 0.95 and RMSEA < 0.05 are considered to 

exhibit good fit (Hu and Bentler, 1999; van de Schoot, Lugtig and Hox, 2012), with fit of CFI > 0.90 

(Tucker and Lewis, 1973; Bentler, 1990, 1992) and RSMEA < 0.08 (MacCallum, Browne and 

Sugawara, 1996) being acceptable.  

Despite having previously established measurement invariance from HQP1-3 (Chapter 3A), 

it would be ideal to assess measurement invariance of the bifactor model across all cohorts in the 

accelerated growth model (Marsh, Parker and Morin, 2016). However, this was not possible due to 

the complexity of the model, as well as the presence of missing at random data due to attrition in 

HQP2&3 coupled with relatively small cohorts. Cohorts consisted of 361 participants or less, with 

some items in the bifactor model at HQP3 only being present for 46% of participants – conditions 

which yield unacceptable levels of bias with FIML or the WLSMV estimator (Chen et al., 2019). 

FIML alternatives which attempt to deal with the categorical nature of the data (maximum likelihood 

robust, or with a logit or probit link; (Chen et al., 2019)) were not appropriate for the present model 

as they do not allow covariances for categorical variables in the model. Thus, attrition bias was best 

accounted for by using the multiply imputed data.  
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3B.3 Results 

3B.3.1 Validity results are shown on Table 3B.4, with multivariate findings presented in 

Table 3B.4. For models in Table 3B.5, intercorrelations between predictors was <=.40. Model fit was 

excellent (RMSEA=.011, CFI=.987, TLI=.963). Worth noting is that the large sample size of the 

present study results in very significant p-values for some small effects. Thus, congruency of effects 

with the hypotheses in Table 3B.1 will be the primary focus.  

 

Table 3B.4: External validation of general and specific mental health bifactor scores (standardized 
coefficients, age, sex, and centre adjusteda) 

a adjusted if standardized estimate>=.1 with predictor and outcome or p<.05 for HQP1 cohort or p<.10 for IUA cohort (due 
to IUA smaller sample size). Estimates based on imputed data unless IUA1 measures or BMI, where full information 
maximum likelihood was used. HQP=Home Questionnaire Pack. IUA=In-Unit Assessment. 
b validation measures from HQP1 (n=2403) unless specified as IUA1 measures (n=757-778). HQP3 is an average of 27 
months after HQP1 and 22 months after IUA1.  
c all but BMI obtained from HQP3 (n=2372, based on HQP1 data). BMI obtained at IUA2 (n=711), an average of 23 
months after HQP1. 
 
standardized estimate= .10-.19; .20-.29; .30+ 
+p<.05, *p<.01, **p<=.005, ***p<=.001  

A. Construct validationb of HQP3 bifactor scores 
 P (general 

factor) 
Self-

confidence 
Antisocial Worry Aberrant 

thoughts 
Mood 

Adjustments 
Age .07* .03 -.14*** .15*** -.03 -.00 
Sex (female) .24*** .11 -.32*** .32*** .03 -.05 
Centre .06 .05 .14+ .07 -.01 .02 
Background       
Deprivation .03 .00 .11*** -.05 .04 .04 
Ethnicity (minority=1) .05 .01 .19** .06 .22** .12 

Social Environment 
Stressful life events  .25*** .00 .02 .02 .05 -.05 
Friendships -.36*** .14*** -.00 .11*** -.10*** -.16*** 
Parenting       
   Positive  -.24*** .16*** -.04 .14*** .01 -.18*** 
   Inconsistent discipline .13*** -.00 .10*** -.10*** .10*** -.01 
   Poor supervision  .16*** -.02 .17*** -.10*** .05 .07+ 

   Physical punishment  .12*** -.03 .09*** -.07+ .06+ -.01 
Personality  
Prosocial  -.07* .21*** -.13*** .13*** -.06+ -.17*** 
Negative emotionality  .41*** -.04 .02 -.02 .09*** .03 
Daring  -.04 .12*** .20*** -.11*** .03 -.07+ 

Impulsivity .28*** -.07+ .10*** -.15*** .08** .07+ 

IUA1 Measures  
Intelligence Quotient -.08 .01 -.04 .04 -.17*** -.04 
Childhood Trauma       
   Total trauma  .26*** .09 .02 -.05 .08 -.01 

   Physical abuse  .12** -.01 .01 -.05 .04 -.00 
   Sexual abuse  .01 .04 -.07 .10 .01 -.12+ 

   Neglect  .16* .04 .03 -.09 .06 .06 

B. Predictive validityc of HQP1 bifactor scores 

Harmful behaviours       
   Alcohol use .02 -.07+ .12*** .06+ -.06 -.09** 
   Cannabis use .14*** .03 .22*** .06 -.06 .03 
   Other illegal drugs   .16** -.00 .15** .07 -.02 -.00 
   Non-suicidal self-injury    .44*** -.07 .00 -.02 .05 .10+ 

Body Mass Index (BMI) .12** .06 .06 -.07 -.01 .06 
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Table 3B.5: Multivariate model of HQP1 external validation measuresa predicting bifactor scores 
two years later 

a HQP=Home Questionnaire Pack. Variables from Table 3B.4 section A (excluding IUA1 measures) were entered into the 
model if standardized estimate>=.1 (or p<.05) with predictor and each HQP3 factor. Different predictors were allowed for 
each factor score. Intercorrelations between predictors was <=.40. RMSEA=.011, CFI=.987, TLI=.963. 
standardized estimate= .10-.19; .20-.29; .30+ 
+p<.05, *p<=.01, **p<=.005, ***p<=.001  

 
 
3B.3.2 Homotypic continuity was demonstrated by significant autoregressive effects for all 

factors in the cross-lagged panel model (Figure 3B.1), with the highest stability coefficient for p. 

(The model was adjusted by age and sex, as centre was unrelated to all HPQ2 factors, p>=.26. 

Model fit was acceptable on all indices but TLI: RMSEA=.056, CFI=.908, TLI=.716). Of the specific 

factors, coefficients ranged from a medium autocorrelation for self-confidence to a large 

autocorrelation for aberrant thoughts. Heterotypic continuity is demonstrated by significant cross-

lagged effects among the factors, albeit to small effect size or less. The reciprocal associations of p 

with aberrant thoughts, and self-confidence with mood were consistent across HQP1-HQP2 and 

HQP2-HQP3, with no other heterotypic associations consistent over both time periods. 

 

 

 

  

 P (general 
factor) 

Self-
confidence 

Antisocial Worry Aberrant 
thoughts 

Mood 

Background 
Age .05+  -.13*** .12***   
Sex (female) .15** .07 -.14* .21***   
Centre   .03    
Deprivation   .07+    
Ethnicity (minority=1)   .11  .19* .08 
Social Environment 
Stressful life events  .11***      
Friendships -.20*** .07+  .06+ -.05 -.10*** 
Parenting       
   Positive  -.09*** .08*  .09**  -.11*** 
   Inconsistent  .02  .02 -.05 .05  
   Poor supervision  .01  .08+ .02  .01 
   Physical punishment  .03  .05 -.02 .01  
Personality  
Prosocial  .03 .17*** -.13*** .09* -.03 -.12*** 
Negative emotionality  .21***    .05  
Daring   .09*** .19*** -.12***  -.05 
Impulsivity .11*** -.01 -.00 -.06 .03 -.00 
Model R2 .26*** .07*** .13*** .11*** .03** .06*** 
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Figure 3B.1: Cross-lagged associationsa of general and specific mental health bifactor scores at 
repeated assessments, adjusted for age, sex, and centre.  

 
a Standardized path coefficients of imputed data, significant at p< .01. Methods factor controlled for in model (excluded 
from figure for simplicity). Effect sizes as per correlations: 0.1=small, 0.3=medium, 0.5=large. 
 

 

3B.3.3 Developmental trajectories were best modelled linearly (quadratic terms p>0.10) 

with the exception of antisocial, which exhibited a significant quadratic decline (p=.042; Table 3B.6; 

Figure 3B.2). All models adjusted by sex yielded acceptable or good fit (criteria in methods). P and 

worry increased over the developmental period while antisocial and aberrant thoughts decreased. 

At age 14 (model intercept), females exhibited higher levels of p, but over the developmental period 

males increased more than females on this factor, as evidenced by the significant relationship of 

slope with sex (Table 3B.6). Males were higher on the antisocial factor at age 14 but did not 

improve faster than females. There were no mood gender differences at age 14, but males 

increased more than females over the developmental period. Females were higher on worry at age 

14 and worsened over the developmental period compared to males. 
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Table 3B.6: Accelerated growth models of mental health bifactor scores (sex-adjusted, imputed 
data). A: Unstandardised parameter estimates (male=1). B: Goodness-of-Fit Indices.  
A. 

 

B.  

a all slopes linear except antisocial (all other quadratic means p>0.10) 
b means and standard deviations for the 54 imputed data sets 
*p<.05; **p<.005, ***p<=.001 
 
 
 
Figure 3B.2: Estimated general and specific mental health bifactor scores, ages 14-27, adjusting  
for cohort effects using accelerated growth models on imputed data. Sex adjusted. 
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Intercept 
mean 

Slopea 
mean 

Intercept 
with 

Slope 

Intercept 
with Sex 

Slope 
with Sex 

Intercept 
variance 

Slope 
variance 

P (general factor) 0.04* 0.13* -0.04 -.17*** 0.24*** 0.54*** 0.31 
Self-Confidence 0.02 -0.09 0.02 -0.04 0.02 0.26*** -0.15 
Antisocial 
(quadratic) 

0.16*** -0.21* -0.13 0.15*** 0.02 0.19*** 0.63 

Worry -0.05*** 0.34*** 0.04 -0.13*** -0.12* 0.20*** -0.10 
Aberrant thoughts 0.08*** -0.16*** -0.01 0.01 -0.06 0.29*** 0.20 
Mood 0.02 0.01 0.03 -0.01 0.19*** 0.25*** 0.07 

 
 

X2   
M (SD)b 

CFI 
M (SD) 

TLI 
M (SD) 

RMSEA 
M (SD) 

WRMR 
M (SD) 

P (general factor) 158.87 (9.29) .977 (.006) .987 (.004) .037 (.005) 3.60 (0.15) 
Self-confidence 180.69 (14.69) .926 (.019) .957 (.011) .048 (.006) 3.77 (0.17) 
Antisocial 204.15 (14.13) .925 (.013) .954 (.008) .060 (.005) 4.16 (0.17) 
Anxiety 172.21 (13.53) .942 (.017) .966 (.010) .044 (.006) 3.70 (0.17) 
Aberrant thoughts 162.59 (11.16) .965 (.010) .979 (.006) .040 (.006) 3.61 (0.16) 
Mood 148.29 (10.14) .974 (.010) .985 (.006) .031 (.007) 3.38 (0.15) 
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3B.4 Discussion 

The present study longitudinally validates general and specific factors from a bifactor model 

of mental health in adolescents and young adults using a comprehensive suite of external variables. 

Further, this study clarifies phenotypic stability and heterotypic continuity which has been previously 

modelled only in younger cohorts (Murray, Eisner and Ribeaud, 2016; McElroy et al., 2018; Olino et 

al., 2018), and is the first to elucidate developmental trajectories of the latent factors.  

3B.4.1 Longitudinal construct validity: Analyses revealed longitudinal associations with 

relevant underpinnings of p largely in accordance with prior literature (Table 3B.1). Negative 

emotionality, impulsivity, lower prosociality, poor parenting, trauma history, stressful life events, 

fewer friendships, being female and older all predicted p two years later. The present study adds to 

the constellation of factors related to p by being the first to assess stressful life events and parenting 

styles (positive, inconsistent discipline, and poor supervision) alongside such a bifactor model. As 

these measures have been related to internalizing and externalizing symptoms (Table 3B.1), it is 

unsurprising to see all related to p two years after measurement.  

Deprivation has previously been shown to have a small cross-sectional association with p 

(Patalay et al., 2015) which was negligible two years later in the present study. Indeed, examination 

of cross-sectional associations in the present study reveal a comparable significant effect to the 

effect Patalay et al reported (standardized estimate=.09, p=.001). One possible reason for this 

attenuation could be changes in the social environment over time. As deprivation is related to social 

environment, and both are related to mental health, a positive change in this environment may 

attenuate the effects of deprivation on p over time so that direct effects are no longer seen (Tracy et 

al., 2008). Regardless, this null prospective association underscores the importance of longitudinal 

associations when attempting to elucidate predictors of p and specific factors.  

Of all the personality measures, negative emotionality most strongly predicted subsequent p, 

supporting the contention that p represents this affective state (Caspi and Moffitt, 2018). This finding 

has been demonstrated cross-sectionally in a sample of children and adolescents using the same 

personality measure as used presently, and was consistent whether personality was reported by 

parents or the child (Tackett et al., 2013). Using the same sample but predicting p approximately ten 

years later in young adulthood, only parent-reported negative emotionality predicted p (Class et al., 

2019). However, a large body of literature using comparable measures also supports this 

relationship. Negative emotionality has been associated with p in samples of children (Olino et al., 

2014; Neumann et al., 2016; Hankin et al., 2017) and adolescents (Hankin et al., 2017), and 

longitudinally predictive of  p in adolescents (Castellanos-Ryan et al., 2016) and adults (Caspi et al., 

2014). The present study included impulsivity in the suite of personality measures, which proved to 

be the next most predictive aspect of personality – a finding seen in children (Olino et al., 2014) and 

adolescents (Hankin et al., 2017) when both negative emotionality and impulsivity (or the inversely 

related effortful control) have been assessed. Impulsivity has been associated with p in children 
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(Olino et al., 2014; Neumann et al., 2016; Hankin et al., 2017) and adolescents (Carragher et al., 

2016; Hankin et al., 2017) and predictive of p two years later in adolescents (Castellanos-Ryan et 

al., 2016). Less extensively studied, prosociality was predictive of p to a small degree as found in 

young people cross-sectionally (Tackett et al., 2013; Patalay et al., 2015) and longitudinally (Class 

et al., 2019). Finally, daring disposition was not associated with p two years later, as anticipated 

based on cross-sectional (Tackett et al., 2013), and follow-up data (Class et al., 2019), although in 

contrast to cross-sectional findings with the related sensation-seeking (Carragher et al., 2016). 

Despite some differences in models, informants, and follow-up periods, the literature is largely 

supportive of the present study’s findings of personality measures with p. 

This is the first study to have a multivariate model of cross-domain measures predict a 

bifactor model of psychopathology. The multivariate model consisted of background, social 

environment, and personality variables, which predicted 26% of the variance in p. (Trauma was not 

able to be included as a predictor in this model due to being assessed only in a subsample of 

participants). The only other study which has reported R2 based on multivariate predictors of p found 

that personality measures predicted 14% of the variance in p, and cognitive measures, just 6% 

(Castellanos-Ryan et al., 2016). The present findings help clarify the relative importance of variables 

from separate domains, where personality and social environment emerge equivalent in their 

effects. Negative emotionality and friendships had the greatest effect at predicting subsequent p, 

followed by impulsivity and stressful life events being the next most predictive. (Relationship with 

age and sex to be discussed with accelerated growth model findings.) 

Aberrant thoughts specific factor: The present study clarifies and extends the role a 

disordered thoughts specific factor in models of psychopathology. To date, this specific factor has 

emerged in only three bifactor models of psychopathology (Carragher et al., 2016; Afzali et al., 

2018; Schaefer et al., 2018). As in the present study, two used item-level data to model thought 

disorder (Carragher et al., 2016; Afzali et al., 2018). This specific factor did not emerge when 

symptom totals by diagnoses were modelled instead (schizophrenia and/or obsessive-compulsive 

(Caspi et al., 2014; Castellanos-Ryan et al., 2016), or thought disorder subscales (Tackett et al., 

2013; Laceulle, Vollebergh and Ormel, 2015; Neumann et al., 2016)). The implication is that more 

detailed item-level data is required in order to model this dimension. The only study breaking with 

this pattern used a total score from an extensive interview of thought disorder assessing delusions, 

halluncinations, unusual thoughts and feelings (Schaefer et al., 2018). Such a measure could have 

had greater sensitivity than other studies where subscales or diagnoses were modelled.  

The present study is the first to relate a disordered thought specific factor to IQ. IQ 

negatively predicted aberrant thoughts specific factor two years later, consistent with findings that 

IQ is protective of subsequent psychotic symptoms in children (Arseneault et al., 2011). What is 

particularly striking from the present findings is that IQ was more predictive of subsequent aberrant 

thoughts specific factor than p, to a comparable effect size reported with adult IQ and p in Caspi et 
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al’s paper (Caspi et al., 2014), where disordered thoughts based on symptom totals of 

schizophrenia and obsessive-compulsive disorders were subsumed into p. These findings indicate 

that, when modelled with enough specificity to emerge distinct from p, a disordered thoughts 

specific factor is indeed meaningful. 

Further validation of the aberrant thoughts specific factor is supported by association with 

personality variables. A disordered thought specific factor has been cross-sectionally related to 

impulsivity and sensation-seeking (Carragher et al., 2016). While impulsivity still predicted this 

specific factor two years later in the present study, daring disposition - characterized in part by 

sensation seeking (Lahey and Waldman, 2003) - did not. However, a small cross-sectional 

association with daring disposition in the present study (standardized estimate=.048, p=.016) 

supports the positive contemporaneous association with sensation-seeking reported by Carragher 

et al. Thus, this association does not appear to confer longer-term risk of disordered thoughts. The 

present study adds to Carragher et al’s findings by also assessing negative emotionality and 

prosociality. The former was related to subsequent aberrant thoughts specific factor, consistent with 

longitudinal findings in young people when p was not extracted from psychotic symptoms (Goodwin, 

Fergusson and Horwood, 2003). The small negative association with prosociality and subsequent 

aberrant thoughts specific factor is not supported by previous longitudinal null findings from 

childhood to early adolescence ((Sullivan et al., 2013) p was not extracted). Nonetheless, the 

present findings may indicate that prosociality in older adolescents and emerging adults is 

protective of disordered thoughts. Future studies are needed to confirm this finding.  

Social environment was also related to subsequent aberrant thoughts specific factor in the 

present bifactor model, as has not been previously done. Of the parenting variables, inconsistent 

discipline and physical punishment (to a small degree) were related to subsequent aberrant 

thoughts. While the latter association was anticipated from meta-analytic findings of psychotic 

symptoms and diagnoses (Varese et al., 2012), there are no studies which relate inconsistent 

discipline with the psychosis spectrum symptoms or diagnoses. However, this parental 

inconsistency may be related to other forms of parental dysfunction such as contradictory and 

fragmented parental communication, which is highly prevalent in the parents of psychotic children 

across diagnoses (De Sousa et al., 2014). The present null findings of the aberrant thoughts 

specific factor with the trauma measure and stressful life events are most likely due to these 

relationships being subsumed by p, as studies of thought disorder have not assessed these 

relationships independent of p (Shakoor et al., 2016; Schaefer et al., 2018). Finally, supportive 

friendships but not positive parenting were protective against subsequent aberrant thoughts specific 

factor (note: there were no cross-sectional associations with positive parenting, p=.71). Both have 

been negatively cross-sectionally associated with psychotic experiences (to a similar degree) in 

adolescents in a measure which did not extract p (Crush et al., 2019). Compared with friendships, 

the parenting environment of children with thought disorder is more confounded by features which 
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predict thought disorder, such as deviant parental communication ((De Sousa et al., 2014) and note 

small-to-moderate correlations of the present parenting scales). Thus, any protective effects of 

positive parenting on the thought disorder specific factor may be drowned out by these features. 

This heterogeneity may be particularly evident when thought disorder is independent of p, as in the 

aberrant thoughts specific factor.    

The present study also adds to the literature by being the first to relate a thought disorder 

specific factor to background variables. Deprivation was not related to increased aberrant thoughts 

as Kirkbride et al (Kirkbride et al., 2014) found using the English Index of Multiple Deprivation, the 

measure employed in the present study. However, Kirkbride’s findings were cross-sectional. As was 

the case with deprivation and p, the present study revealed a small significant cross-sectional 

association of deprivation and the aberrant thoughts specific factor (standardized estimate=.061, 

p=.025) which attenuated with time. Being of a non-white ethnic minority (22% of the sample) was 

related to subsequent increased aberrant thoughts. This was anticipated based on findings that 

non-white ethnic minorities are at elevated psychosis risk compared to those of white ethnicity 

(Kirkbride et al., 2017). Minority ethnicity was the key factor to emerge from the multivariate model 

as predictive of the aberrant thoughts specific factor and may represent exposure to greater social 

disadvantage (Sharpley et al., 2001). These findings, along with the prospective association with IQ 

(in a subsample so not able to be included in the multivariate model) increase confidence that this 

specific factor does indeed index disordered thought. 

Self-confidence specific factor: this is the first bifactor study to externally validate such a 

factor and only the second to have such a factor emerge (Murray, Eisner and Ribeaud, 2016). This 

factor was predicted by external variables two years prior largely as anticipated based on cross-

sectional associations with measures where a general factor was not extracted (Table 3B.1). One 

measure was a higher-order factor of subjective well-being comprising items of self-esteem and a 

positive attitude (Lampropoulou, 2018), similar to the well-being and self-esteem items which load 

on to our self-confidence specific factor. The consistency of this specific factor’s associations with 

measures which have not extracted p suggests that self-confidence is not purely the inverse of 

mental illness but a unique and important construct which should be included in subsequent models 

of p. In the present study, the only departure from theorized expectations was that negative 

emotionality did not predict subsequent decreased levels of the self-confidence specific factor. 

However, cross sectionally this relationship was apparent (standardize estimate=-.076, p<.001). 

Thus, it appears that the effects of negative emotionality on the self-confidence specific factor 

attenuate with time. The multivariate model revealed prosocial disposition to most strongly predict 

this specific factor. 

 Worry and mood specific factors: In addition to the present study’s baseline findings (St 

Clair et al., 2017) only a handful of bifactor models  reported best fit with anxiety and mood as 

separate factors (Lahey et al., 2012; Martel et al., 2016; Greene and Eaton, 2017; Constantinou et 
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al., 2019; Watts, Poore and Waldman, 2019), and a further study where mood further bifurcated into 

the specific factors of depressive cognitions and melancholic features (Aitken et al., 2020)). It is not 

yet clear whether the internalizing-externalizing structure is clearly superior to the worry-mood-

externalizing structure of psychopathology and thus considering both models has been advocated 

(Kim and Eaton, 2015). However, of all the remaining 26 studies of the bifactor model of 

psychopathology which assessed both depression and anxiety (see section 3.1), only three allowed 

for this possibility – two showed better fit with internalizing than when anxiety and mood specific 

factors were separate (Lahey et al., 2018b; Gluschkoff, Jokela and Rosenström, 2019) and the 

other tested exploratory factor models and these factors did not emerge separately (Murray, Eisner 

and Ribeaud, 2016). In these studies the internalizing domain was only indicated by 7-9 items, 

which may have limited the ability to observe distinct specific factors.). Of the prior models which 

extracted anxiety and mood separately, only Lahey et al  externally validated these specific factors, 

but not using personality or environmental measures (other than childhood trauma (Lahey et al., 

2012)) as done in the present study. In both the present study and Lahey et al, differential validation 

patterns emerged for these separate internalizing specific factors, supporting the contention that 

these are indeed separate constructs. These validation patterns will be expanded on below for the 

present study.  

In the social environment, both supportive friendships and positive parenting yielded 

protective effects on subsequent mood specific factor but were related to increased levels of the 

anxiety specific factor. This relationship with depressive symptoms has been well demonstrated (eg. 

(Yap et al., 2014) systematic review and meta-analysis) and could represent social buffering of 

stressful events (Cohen and Wills, 1985). The increased anxiety related to supportive friendships 

and positive parenting could be explained by young people’s internalization of the pressures to 

conform with normative standards and modelled behaviours (Biddle, Bank and Marlin, 1980) of 

individuals the young people care about. Failure to align with those standards may be anxiety-

provoking, even more so if such standards are in conflict with the young person’s identity 

explorations, which are important in both adolescence and emerging adulthood (Arnett, 2000). This 

contention is supported by the present findings that poor supervision and inconsistent discipline 

were related to decreased subsequent anxiety specific factor. Parents exhibiting these parenting 

styles are less likely to establish or enforce standards of behaviour, or provide consistent standards. 

As such, these approaches to parenting may be less anxiety-provoking for young people. However, 

parental supervision declines as children age (Frick, Christian and Wootton, 1999). Therefore, this 

subscale’s negative prospective association with the anxiety specific factor could represent healthy 

independence and self-reliance in the young person. Indeed, over-involved “helicopter” parenting 

has been related to increased anxiety in young people (Yap et al., 2014; Luebbe et al., 2018). 

Future work should more closely assess these various hypotheses. Finally, stressful life events 

were not related with either mood or anxiety specific factors in the present study. While this differed 
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from longitudinal positive associations with internalizing symptoms (Amone-P’Olak et al., 2009), 

such symptoms were not independent of p as in the present study. In the present study, life events 

only predicted p.  

 The differential association of mood and anxiety specific factors was also present with some 

of the personality measures. Prior work showed no concurrent and prospective association of 

prosocial personality with internalizing (Tackett et al., 2013; Class et al., 2019), although prosocial 

behaviour was positively associated with internalizing (Patalay et al., 2015). In the present study, 

prosociality predicted increased worry specific factor two years later, but protected against the mood 

specific factor. Prosocial behaviours include being helpful and sensitive to other people’s pain 

(Lahey et al., 2008). Such responsivity to people’s needs can result in anxiety for the well-being of 

others (Hay and Pawlby, 2003), which could explain prosociality’s positive prospective association 

with the worry specific factor. Prosociality being associated with subsequent improved mood is 

consistent with findings that children low in prosociality exhibit increasing levels of depressive 

symptoms with age (Nantel-Vivier et al., 2014). This is an important finding as such a disposition 

may seek to protect against subsequent mood problems. Impulsivity was negatively related with 

subsequent anxiety specific factor, but positively with the mood specific factor. This bifurcation 

explains the predominantly null findings reported in bifactor models when internalizing was modelled 

as one factor ((Olino et al., 2014; Carragher et al., 2016; Castellanos-Ryan et al., 2016; Hankin et 

al., 2017); see Table 3B.1 for alternative findings). Prior findings on the relationship of negative 

emotionality and daring disposition with an internalizing specific factor are more mixed (see Table 

3B.1). The present findings support those studies reporting no association with the former (Tackett 

et al., 2013; Olino et al., 2014; Neumann et al., 2016), and a negative association with the latter 

(Tackett et al., 2013; Carragher et al., 2016). However, given prior varied findings and that this is 

the first study to assess the relationship of personality with separate mood and anxiety specific 

factors, further study is warranted.  

 Associations of anxiety and mood specific factors with childhood trauma are generally 

consistent with the null findings reported previously in bifactor models with these factors (Lahey et 

al., 2012) or a common internalizing factor (Caspi et al., 2014). The only exception was the small 

association found with sexual abuse and subsequent worry and mood specific factors. While the 

positive association with worry could be anticipated based on similar findings with internalizing 

symptoms in a correlated-factors model (Schaefer et al., 2018), the directionality of the mood 

findings are counter-intuitive and may be spurious due to a very low endorsement of sexual abuse. 

Work in further studies, particularly those which focus on traumatized youth, may help clarify these 

findings.   

Finally, several protective factors emerged from the multivariate model (which did not 

include the trauma subsample): for the mood specific factor these were friendships, positive 

parenting, and prosociality, and for the anxiety specific factor this was principally a daring 
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disposition. Such a differential patterning of the key predictive measures underscores the 

importance of the mood and anxiety specific factors being distinct. 

 Antisocial specific factor: Longitudinal associations with this factor were largely as 

anticipated (Table 3B.1). Many validation measures predicted the antisocial specific factor in the 

opposite direction to anxiety specific factor. This understandable, given that a worry specific factor 

has been negatively related to behaviour disorders three years later (Brodbeck et al., 2014). Such a 

clear pattern was not seen in the only other study which externally validated a distinct anxiety 

specific factor alongside an antisocial specific factor (Lahey et al., 2012). However, Lahey et al did 

not measure personality and parenting, where this pattern emerged in the present study (in addition 

to age and sex).  

Of the social environment measures, friendships and stressful life events deviated from 

expectation in that they did not predict the antisocial specific factor. The later relationship was 

hypothesized based on contemporaneous data from a non-hierarchical model (Amone-P’Olak et al., 

2009), indicating that stressful life events are not predictive of antisocial behaviour which is 

independent of p. The friendships relationship was hypothesized based on findings from a bifactor 

model but with peer problems as the external validator (Patalay et al., 2015). While related to 

friendships, peer problems are a somewhat different construct which may be more aligned to 

antisocial behaviour than friendships are. Indeed, in a sample of adolescents using the same peer 

and conduct problems subscales as Patalay et al ((Goodyer et al., 2010); similar age to (Patalay et 

al., 2015)), peer problems were related to conduct problems (r=.24, p<.001, n=1,120) but not to the 

present study’s friendships measure (r=-.05, p=.11, n=1,076; unpublished data from (Goodyer et al., 

2010)). Thus, it is unsurprising no association was found with friendships and the antisocial specific 

factor in the present study. This finding suggests that friendships do not protect against antisocial 

behaviour which is independent of p. Such a null finding is consistent with observations regarding 

conduct disorder (for example), where peers may reject or acquiesce to antisocial behaviours, and 

affiliation with like peers consolidates behaviour (Burke, Loeber and Birmaher, 2002).  

The present study’s finding of physical punishment (the parenting subscale) predicting 

subsequent antisocial specific factor was supported by contemporaneous findings of physical abuse 

predicting an externalizing specific factor from a bifactor model (Lahey et al., 2012). However, the 

present study’s measure of physical abuse (trauma subscale) did not demonstrate this association. 

Certainly, the smaller sample size in the subsample who completed the trauma scales could 

contribute to this lack of association. This difference could also be due to a lower endorsement of 

the abuse questions due to their more extreme nature (eg. abuse item: “I got hit so hard by 

someone in my family that I had to see a doctor or go to the hospital” versus parenting item: “Your 

parents slap you when you have done something wrong”). This difference in association highlights 

the importance of assessing a broad range of behaviours to effectively measure a construct, 

particularly when a construct is of a sensitive nature.   
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Of the personality measures, the present findings are congruent with the literature’s clarity 

that the externalizing specific factor is negatively associated with prosociality (Tackett et al., 2013; 

Patalay et al., 2015; Class et al., 2019) and positively associated with a daring disposition (Tackett 

et al., 2013; Carragher et al., 2016; Class et al., 2019) in young people both cross-sectionally and 

longitudinally. The literature is least clear with respect to this specific factor’s association with 

negative emotionality (see Table 3B.1), yet the present lack of association concurs with the majority 

of studies (Caspi et al., 2014; Olino et al., 2014; Castellanos-Ryan et al., 2016; Neumann et al., 

2016). One longitudinal study is in disagreement with our findings of impulsivity predicting the 

externalizing specific factor (Castellanos-Ryan et al., 2016), whereas all cross-sectional findings 

concur with the present ones (Olino et al., 2014; Carragher et al., 2016; Neumann et al., 2016; 

Hankin et al., 2017).  

  Of the background, social environment, and personality variables included in the multivariate 

model, a daring disposition was most predictive of this specific factor, followed by prosociality’s 

protection against subsequent antisocial specific factor. Interestingly, the univariate association with 

impulsivity did not survive in the multivariate model; this personality measure only predicted p 

(implications discussed in conclusions section).  

3B.4.2 Predictive validity: Prospective associations of baseline factors on harmful 

behaviours and BMI two years later largely confirmed expectations (Table 3B.1). Of all the harmful 

behaviours, p most strongly predicted NSSI. This was consistent with Lahey et al’s prospective 

finding in adults (Lahey et al., 2012) using comparable harmful behaviours as the present study. 

NSSI was not related to the antisocial specific factor, consistent with a bifactor study of children and 

adolescents using a similar timeframe for NSSI reporting to the present study (past year for the 

present study, 6 months for (Deutz et al., 2016)). Lahey et al found a positive association with this 

specific factor, but measured lifetime NSSI in adults (Lahey et al., 2012); thus, reported rates of 

NSSI would be higher, which may have contributed to the presence of this association. The present 

study’s bifurcation of the internalizing specific factor into anxiety and mood revealed that the latter 

predicted heightened levels of NSSI two years later to a small degree. A non-significant association 

of NSSI with the anxiety specific factor in the opposite direction helps explain the null effect with 

internalizing that other studies report (Lahey et al., 2012; Deutz et al., 2016). The present findings 

highlight that it is not only general distress (p) but also low mood independent of distress which 

predicts NSSI. This is consistent with the observation that adolescents engage in NSSI to regulate 

negative emotions (Nock and Prinstein, 2004), and helps support the interpretation of the distress-

independent mood factor.      

P also predicted use of cannabis and other illicit substances as anticipated based on prior 

longitudinal studies (Lahey et al., 2012; Pettersson et al., 2018; Laceulle et al., 2019). P was not 

related to alcohol use, as previously found in adolescents and emerging adults (Laceulle et al., 

2019). This is in contrast to studies using the more severe alcohol abuse/dependency diagnoses, 
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which were predicted by p (Lahey et al., 2012; Pettersson et al., 2018). As excessive alcohol use is 

normative in adolescence and emerging adulthood (Arnett, 2000) - indeed, peaking in emerging 

adulthood (Brodbeck et al., 2013) - this behaviour is more likely to be independent of p than the 

more severe alcohol abuse/dependency diagnoses. Nonetheless, it is of great public health 

importance to ascertain how various aspects of psychopathology predict alcohol use more broadly, 

given this behaviour’s ubiquity and the problems with excessive use subthreshold to a diagnosis 

(Saunders and Lee, 2000). The more frequently used substances (alcohol, cannabis) were more 

strongly predicted by the antisocial specific factor than p, consistent with prior longitudinal studies of 

p in adults and adolescents (Lahey et al., 2012; Laceulle et al., 2019) and supporting the 

importance of this specific factor in predicting risk behaviour. Interestingly, when measured in 

childhood, p was most predictive of substance use/abuse diagnoses (Pettersson et al., 2018). While 

this may point to a developmental difference or be related to parent- instead of self-reported 

symptoms being used to generate p, the outcomes from Pettersson et al were based on diagnoses 

from the few who made contact with specialist psychiatric services. In contrast, outcomes from the 

other three studies (the present one, (Lahey et al., 2012; Laceulle et al., 2019)) were based on self-

reported behaviour or research interview diagnoses, which all participants undertook. It is therefore 

unsurprising that p was more related to the severer cases used in Pettersson et al. While the use of 

external data is commendable and both types of outcomes would be ideal to assess, I contend it is 

most relevant to use broader outcomes which pertain to the whole population to best understand 

the implications of a general population model of psychopathology. Finally, p predicted increased 

BMI two years later, anticipated based on prior longitudinal associations in bifactor models (Lahey 

et al., 2012; Laceulle et al., 2019), supported by the association of BMI with common mental 

disorders (McCrea, Berger and King, 2012) and the genetic correlation of BMI with multiple mental 

disorders and symptoms (Anttila et al., 2018). The antisocial specific factor was not related to 

decreased BMI as Lahey et al reported in adults (Lahey et al., 2012) but was in line with findings by 

Laceulle et al in adolescents and emerging adults (Laceulle et al., 2019). Lahey’s externalizing 

factor was heavily based on substance dependence disorders (4/5 of the indicators of 

externalizing), whereas in the present study and Laceulle et al, this factor was represented by 

aggressive and delinquent behaviour. The observed inverse relationship between BMI and 

substance use (Sansone and Sansone, 2013) could explain why this relationship was found in 

Lahey et al.    

3B.4.3 Phenotypical Stability: Neither dynamic mutualism nor p-differentiation theories 

(Murray, Eisner and Ribeaud, 2016) were supported by the present findings of homotypic continuity 

in the general and specific factors. Moderate-to-large autocorrelations between all factors were 

stable from HQP1 to HQP2, and HQP2 to HQP3. Unsurprisingly, studies of bifactor models with 

eight or nine repeated assessments over childhood and adolescence yielded more fluctuant 

autocorrelations (Murray, Eisner and Ribeaud, 2016; McElroy et al., 2018). Consistent with studies 
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of children, adolescents, and adults repeatedly assessed after one to three years (Castellanos-Ryan 

et al., 2016; Greene and Eaton, 2017; Snyder, Young and Hankin, 2017; McElroy et al., 2018), p in 

the present study showed high levels of homotypic continuity. These reported associations (.64-.86) 

were understandably higher than those found after 10-12 years (.32) using different indicators and 

different informants (Class et al., 2019). The magnitudes of the autocorrelations for each specific 

factor were also consistent with prior work which modelled symptoms over a comparable timescale 

to the present study: a moderate effect for the present self-confidence specific factor and a 

prosociality specific factor (Murray, Eisner and Ribeaud, 2016), moderately-high effects in the 

present antisocial specific factor and aggression and externalizing specific factors (Murray, Eisner 

and Ribeaud, 2016; McElroy et al., 2018), as well as the present mood and anxiety specific factors 

(combined) and internalizing specific factors (Murray, Eisner and Ribeaud, 2016; McElroy et al., 

2018). Such concordances with younger samples indicates that the stability of these specific factors 

is not greater for young adults, who are still undergoing brain development (Giedd et al., 2015). 

However, much higher rates of stability were found for externalizing and internalizing/fear specific 

factors when item-level data was based on diagnostic criteria instead of symptoms (children (Olino 

et al., 2018); adolescents (Castellanos-Ryan et al., 2016); adults (Greene and Eaton, 2017)). 

Multiple symptoms loading onto specific factors captures greater nuance than diagnostic categories 

alone, and therefore allows greater possibility for change. As with p, the specific factors had much 

lower autocorrelations over approximately a decade (Class et al., 2019). Finally, the present study is 

the first to present a stability coefficient for an aberrant thoughts specific factor. This factor was the 

most stable of all specific factors, and nearly as stable as the general factor.  

 The heterotypic continuity findings in the present study give limited support to both dynamic 

mutualism and p-differentiation theories. Principally, reciprocal associations of p with aberrant 

thoughts were found across all waves of data, implying that p strength may increase and yet 

become more specific at the same time. McElroy et al (McElroy et al., 2018) suggested that these 

competing processes may cancel each other out, explaining the observed consistent variance 

explained by p and specific factors over time. The reciprocal associations of p with aberrant 

thoughts help validate this specific factor. Psychotic phenomena may be a marker of severity in 

common mental distress (Stochl et al., 2015), and as such, this relationship with p is unsurprising. 

This notion is further supported by severity thresholds in the present model, which indicated that 

psychotic-like experience items loaded very highly on the distress continuum (St Clair et al., 2017). 

It is important to note that this is only the second bifactor study to report any reciprocal associations 

between mental health factors, principally because most studies only generate a bifactor model at 

one or two waves of data. Heterotypic continuity may be observed with two waves of data, but three 

waves of data or more are required in order to observe reciprocal associations. Future studies 

should aim to further assess this phenomenon, as it gives bearing on how individuals move in and 

out of symptom profiles over the lifecourse.   



 76 

Heterotypic continuity was also demonstrated by reciprocal inverse associations between 

self-confidence and mood specific factors. This was unsurprising due to the conceptual similarity of 

the original measures (mood (Costello and Angold, 1988) and well-being (Tennant et al., 2007)). 

Despite being stripped of their commonalities by extraction of the general factor, these specific 

factors were still inversely related to a small degree over time. These reciprocal associations could 

also be partially due to methodology: eight cross-loading items were allowed if both items loaded 

>.20 (St Clair et al., 2017). These cross-loading items represent 62% (8/13) of the items in the self-

confidence specific factor and 27% (8/30) of the items in the mood specific factor. Being 

independent of p, the reciprocal associations evidenced between these factors does not argue for or 

against dynamic mutualism or p-differentiation, but instead suggests that self-confidence may be an 

important area for intervention for young people who exhibit mood problems. Finally, the absence of 

reciprocal associations between the mood and anxiety specific factors is notable, given that the 

majority of bifactor models construe these as one internalizing factor. Such a lack of association 

supports the independence of these constructs, once devoid of p.  

Regardless, the heterotypic continuity exhibited in the present study is supported by findings 

from prior bifactor models in young people. Studies in adolescents and/or children (Castellanos-

Ryan et al., 2016; McElroy et al., 2018; Olino et al., 2018) also found small associations between 

factors, albeit with some differences to the present study (commonalities were found in the present 

study’s mood and anxiety specific factors predicting the general factor and antisocial specific factor 

respectively from HQP1-2, just as the internalizing specific factor predicted both the general factor 

and externalizing specific factor across some of the waves in McElroy et al’s study (McElroy et al., 

2018)). As each study consisted of different measures representing different facets of the mental 

landscape, it is more important to note the presence of heterotypic continuity across studies. This 

suggests that in these age ranges, the expression of mental illness changes to a small degree (or 

for a small percentage of individuals) over time. Individuals’ symptoms may ebb and flow in an 

episodic nature, irrespective of diagnosis. However, studies in adolescents (Snyder, Young and 

Hankin, 2017) and adults (Greene and Eaton, 2017) did not support heterotypic continuity. While 

statistical power may have limited the ability to discern heterotypic continuity in the adolescent 

sample, the lack of heterotypic continuity in adults may suggest that mental states become more 

discrete with age. This notion is consistent with observations that brain development peaks in the 

third decade of life (Giedd et al., 2015), but needs further testing in studies which model both young 

people and adults together. Finally, heterotypic continuity was not supported in the study which 

followed-up adolescents after approximately a decade (Class et al., 2019), although as above, this 

effect may have been hampered by power (both studies had small between-factor associations at 

trend level: β=.2, p<.1, sample size approximately 500 (Snyder, Young and Hankin, 2017; Class et 

al., 2019)).    
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3B.4.4 Developmental trends from ages 14-27: This is the first epidemiological study to 

reveal developmental trends in mean levels of p and the specific factors. The two studies modelling 

p over psychotherapy intervention and follow-up (Constantinou et al., 2019; Aitken et al., 2020) do 

not pertain to the naturalistic course of p and are thus not discussed. Accelerated growth models in 

the present study revealed that p increased over adolescence and emerging adulthood, from ages 

14 to 27. The findings from the present representative UK sample are consistent with 

epidemiological findings showing an increase in mental disorders during this age range. Indeed, half 

of all lifetime mental disorders have been shown to emerge by age 14, and three-quarters by age 

24, based on interview assessed mental disorders of a representative sample in the USA (Kessler, 

Berglund, et al., 2005). Further, prevalence of any disorder increased from 18-29 year olds to 30-44 

year olds (Kessler, Berglund, et al., 2005), consistent with the continued upward trend in the present 

study. However, it is important to note that age of onset estimates rely largely on retrospective 

reports from cross-sectional community surveys (Kessler et al., 2007). Thus, such estimates are 

based on prevalence by age population as opposed to the developmental trajectories able to be 

estimated with the present accelerated longitudinal design. However, this being the first 

epidemiological study to determine latent growth in a bifactor model of psychopathology, such 

comparisons are an appropriate way of contextualizing these findings.   

Comparing mental disorders with elements of a bifactor model is also justified by prior 

associations of p (based on self-report data) with interview-based psychiatric diagnoses in 

adolescents. Based on a model using depression and anxiety symptoms, p was associated with 

concurrent behavioural, substance use, and eating disorders; p also had concurrent and 3-year 

prospective associations with affective and anxiety disorders (Brodbeck et al., 2014). Validation of 

this model’s two specific factors was also demonstrated with psychiatric diagnoses: a hopelessness 

specific factor including many of the items from the present mood specific factor (Brodbeck et al., 

2011; St Clair et al., 2017) predicted affective diagnoses three years later, and a worry specific 

factor predicted anxiety diagnoses three years later (Brodbeck et al., 2014). These findings support 

the appropriateness of comparing the present model’s specific factors to mental disorders. If 

specific factors independent of p exhibit a similar developmental pattern to the associated mental 

disorder, this supports the interpretation that these residual factors still contain meaningful aspects 

of the comparable disorder.   

The antisocial specific factor, based on antisocial behaviours (St Clair et al., 2017), exhibited 

a quadratic decline over the 14-27 years of age studied. The median age of onset for conduct 

disorder is at ages 9-14 (Kessler et al., 2007). Thus, most of these initial symptoms would have 

already been manifest by the youngest age in the present study, explaining no observed increase. A 

quadratic decline in the antisocial specific factor is consistent with the observed quadratic curve in 

antisocial and criminal activity which has been coined the age-crime curve (Loeber and Farrington, 
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2014). Such activity peaks in the late teens (ages 15-19) and subsequently declines over emerging 

adulthood, as is observed for the antisocial specific factor during this age range.  

The worry specific factor, reflecting generalized worry ((St Clair et al., 2017) appendix), 

showed a significant linear increase over the ages of 14-27 in the present study. The symptoms 

which load onto this specific factor are common across many anxiety disorders (American 

Psychiatric Association, 1994). While the median age of onset of any anxiety disorder is lower than 

conduct disorder, the age of onset is broader, and is diverse across types of anxiety disorder 

(Kessler, Berglund, et al., 2005). After most phobias and separation anxiety onset in childhood or 

early adolescence, agoraphobia, PTSD and panic disorder all have a median onset in the early 

twenties, with 25% of cases emerging by the mid-teens. This is followed by generalized anxiety 

disorder’s median onset at age 31, with 25% of these cases emerging by age 20 (Kessler, 

Berglund, et al., 2005). Thus, the increase seen in the anxiety specific factor from the ages of 14-27 

is understandable. Also, it is important to note that the present model is based on symptoms as 

opposed to diagnoses. Thus, non-pathological age-appropriate worry may be increasing for 

emerging adults - as they transition into greater independence they also enter into a period of 

heightened instability, particularly with respect to work, romantic relationships, and identity 

explorations (Arnett, 2000; Arnett, Žukauskiene and Sugimura, 2014). This can contribute to the 

heightened levels of anxiety reported by emerging adults, with 56% agreeing with the statement “I 

often feel anxious” (Arnett and Schwab, 2012). However, it is striking that this increase in the worry 

specific factor is still apparent even though this factor is independent of p, which also rises during 

this age range. 

In contrast to the worry specific factor, the mood specific factor did not show a significant 

increase from ages 14-27. This stability matches 12-month prevalence rates found in the Dunedin 

longitudinal cohort study, which range from 16.5% to 17.3% measured at 18, 21, and 26 years 

(Moffitt et al., 2010). Cross-sectional data from the separate adolescent and adult National 

Comorbidity Surveys in the USA also shows reasonably stable rates of mood disorder, at 10% for 

adolescents aged 13-17 (Kessler et al., 2012), and 13% in emerging adults aged 18-29 

(https://www.hcp.med.harvard.edu/ncs/ftpdir/NCS-R_12-month_Prevalence_Estimates.pdf). Growth 

modelling of longitudinal depressive symptoms from adolescence to emerging adulthood (also an 

American sample) revealed that these symptoms remained stable through late adolescence and 

declined into emerging adulthood, although there was considerable variability within individuals over 

time (ages 16-23 (Finan, Ohannessian and Gordon, 2018)). Taken together, these studies support 

the lack of change seen in the present mood specific factor from 14-27 years of age.    

The self-confidence specific factor also did not significantly change over the age range 

studied, consistent with the finding that age was unrelated to well-being in 13-16-year-old 

adolescents, using the WEMWBS (Warwick-Edinburgh Mental Well-Being Scale), the measure from 

which the self-confidence items came (Clarke et al., 2011). A declining non-significant trend was 
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observed in the present study, which was also found in the WEMWBS for young people and adults 

ages 16-34 (Tennant et al., 2007).  

The aberrant thoughts specific factor exhibited a significant linear decline from ages 14-27, a 

finding which was not anticipated. Based on obsessional/compulsive and psychotic-like experience 

items, this specific factor has elements of disordered thought which cut across the clinical typologies 

of obsessive-compulsive disorder, schizophrenia, all other psychoses, and paranoid states. 

However, age of onset data indicates that these disorders increase during adolescence and 

emerging adulthood. The median age of onset of obsessive-compulsive disorder has been shown to 

be 19 (interquartile range 14-30; (Kessler, Berglund, et al., 2005)), non-affective psychosis emerges 

in the late teens to early 20s (Kessler et al., 2007), and schizophrenia increases rapidly until the 

mid-20’s (Häfner et al., 1994). The majority of increases seen in these disorders could be due to p, 

which could explain why no such increase is apparent in the aberrant thoughts specific factor. Also 

of note is finding that 75–90% of developmental psychotic experiences appear to be transitory and 

disappear with time (Van Os et al., 2009). Thus, the aberrant thoughts specific factor may be 

capturing symptoms such as delusions and hallucinations that are not associated with a disorder 

and so follow a typical declining course.        

3B.4.5 Gender and growth curves: The relationship of gender with the age 14 intercepts of 

each of the factors was consistent with the association of gender reported in the overall baseline 

findings where the mean age was 19 years (St Clair et al., 2017). In contrast to a lack of association 

with p and gender reported in adolescents ages 12 and 13 (Patalay et al., 2015; Carragher et al., 

2016; Afzali et al., 2018), the present study revealed heightened levels of p for females at age 14. 

However, a significant relationship of slope with gender indicated that p increased more for males 

than females over the twelve years the growth curve was estimated. This relatively greater increase 

for males could explain the lack of gender findings seen in adulthood (Caspi et al., 2014).  

Gender differentiated some of the specific factors at age 14, consistent with prior bifactor 

models in adolescents. Comparable to findings for the externalizing specific factor in adolescents 

(Patalay et al., 2015; Carragher et al., 2016; Afzali et al., 2018), males in the present study exhibited 

higher levels of the antisocial specific factor at age 14. Gender was not related to the slope of this 

specific factor, demonstrating that the magnitude of these gender differences is unaltered over time. 

This is to be expected, as males also exhibit higher levels of the externalizing specific factor in 

adults (Caspi et al., 2014).  

The bifurcation of internalizing symptoms into mood and anxiety specific factors allowed new 

associations with gender to emerge which have been previously masked in bifactor models which 

extracted one internalizing specific factor. Gender differences reported in the internalizing specific 

factor in adolescents (Patalay et al., 2015; Carragher et al., 2016; Afzali et al., 2018) were 

subsumed by the worry specific factor in the present study: at age 14, females were higher on this 

factor whilst no gender differences were apparent in the mood specific factor. Gender was related to 
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the slope of both these specific factors, but in the opposite direction: females exhibited greater 

levels of worry specific factor with time than males, but males exhibited greater levels of mood 

specific factor with time. Such a cross-over effect explains the continued observation of a female 

preponderance for the internalizing specific factor in adults (Caspi et al., 2014) comparable to that 

observed in adolescents. These findings highlight the heterogeneity in the anxiety and mood 

specific factors which is masked by extracting a joint internalizing specific factor as many studies 

do.  

There were no gender differences found in the remaining two specific factors. A lack of 

association of gender with aberrant thoughts specific factor at age 14 is consistent with findings 

from bifactor models in adolescents where a thought disorder specific factor was extracted 

((Carragher et al., 2016; Afzali et al., 2018) - no adult studies have extracted such a factor). This 

finding is also supported by data from the psychosis spectrum: while psychosis in the context of 

schizophrenia is more common in men, psychosis in the context of mood disorders (ie: bipolar and 

schizoaffective diagnoses) is more common in women (Castro et al., 2018). When symptoms are 

reported irrespective of diagnosis as in the present study, null gender effects are understandable. 

Gender was also unrelated to slope of aberrant thoughts specific factor. Similarly, in the self-

confidence specific factor gender was unrelated to intercept or slope. While men have reportedly 

higher levels of well-being on the WEMWBS (Tennant et al., 2007), the present self-confidence 

specific factor is independent of p. WEMWBS items loaded negatively onto p, which exhibited a 

strong female preponderance. Thus, the gender differences previously found in the WEMWBS are 

likely predominantly due to the presence of p in this scale. (It is also possible that the inclusion of 

the WEMWBS scale contributed to the present study’s observed gender differences in p, which 

have not been apparent in other models of p).    

Finally, it is important to note the limitations of the accelerated growth models. Whilst 

measurement invariance has been established from HQP1-3, due to complexity of the model and 

sample size of the cohorts, measurement invariance across cohorts was not able to be tested. 

Longitudinal data from overlapping but different age cohorts is used to estimate a common 

developmental trajectory across the cohorts (Duncan and Duncan, 2004); however, the estimation 

of the growth curves for each cohort is still limited by the number of repeated assessments. With 

only three repeated assessments in the present dataset, a cubic curve cannot be estimated, and a 

quadratic curve is only just identified with a fixed term. Future work with accelerated designs should 

aim to assess an additional timepoint to allow a more comprehensive modelling of possible 

trajectories.  
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3.2 Chapter Summary and Conclusions:  

Herein I present a longitudinal bifactor model of mental illness and wellness, represented by 

self-reported thoughts, feelings, and behaviours across adolescence and emerging adulthood. All 

factors except the anxiety specific factor exhibited adequate to excellent construct replicability over 

time. Thus, these latent constructs were well-represented by their contributing items, supporting 

their inclusion in the model as distinct entities. In future work, greater representation of various 

anxiety symptoms could help bolster this specific factor. Support for gender invariance of the model 

was established, as well as longitudinal invariance over one and two years. The demonstrated 

consistency in strength of the factors over time and presence of homotypic continuity did not 

support the theories of dynamic mutualism or p-differentiation (Murray, Eisner and Ribeaud, 2016). 

As reciprocal associations of p with aberrant thoughts were found across all waves of data, this 

implies that p strength may increase and yet become more specific at the same time. This 

phenomenon has been observed in a younger sample, but between different specific factors 

(McElroy et al., 2018). Future studies should aim to generate a bifactor model with three waves of 

data or more, to shed more light on reciprocal associations between these putative distinct symptom 

profiles. 

The longitudinal association with external validation measures greatly strengthens support 

for the meaning of p and the specific factors in the present study. Key protective factors (supportive 

friendships, prosociality, positive parenting) as well as risk factors (negative emotionality, trauma 

symptoms, daring disposition, stressful life events, impulsivity) have been identified as particular 

targets for intervention with different patterning across p and the specific factors. Such patterning 

was made particularly clear in findings from the multivariate model, which consisted of background, 

social environment, and personality variables – the first study to have cross-domain measures 

predict a bifactor model of psychopathology. That a differential pattern also emerged when the 

bifactor model predicted subsequent risks further supports the importance of these distinct factors. 

On several occasions, cross-sectional associations present in the data and reported by others 

became non-significant when prospectively associated over two years. This underscores the 

importance of external validation using longitudinal data, to ascertain more sustained effects of any 

associations. Further work might include comparing the present associations with external variables 

in similar analyses with a correlated factors model (Watts, Poore and Waldman, 2019) or conversely 

testing how the interpretation of p with respect to these variables may be distorted in a 

unidimensional model (Reise, Moore and Haviland, 2010). These additional analyses could shed 

further light on the relevance of the specific factors in the present bifactor model.    

A unique aspect of the present study is that it models developmental trends of p and the 

specific factors over 14 years of adolescence and emerging adulthood. This helps increase 

understanding of these phenomena during this crucial period of change. Consistency with age of 

onset data of the associated mental disorders (Kessler, Berglund, et al., 2005) and the 
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developmental course of these behaviours and thoughts which have not extracted p (Tennant et al., 

2007; Loeber and Farrington, 2014; Finan, Ohannessian and Gordon, 2018) further supports the 

interpretation of these factors as meaningful constructs. Taking a similar approach in younger and 

older samples would help extend our understanding of change in these factors over the lifecourse.  

If symptoms are exhibited in the absence of distress (p), the present findings (particularly 

from the multivariate model) indicate different intervention targets than if distress was also present. 

While heightened worry and depressed mood seem more challenging from a clinical perspective to 

disentangle from distress, both antisocial behaviour and psychotic symptoms can occur in the 

absence of distress (Vracotas et al., 2007; Glenn, Johnson and Raine, 2013). The present findings 

indicate that for this profile of antisocial behaviour the focus of intervention should be on modifying 

characteristics related to personality instead of the social environment. Daring disposition was a key 

risk factor of the antisocial specific factor, and those with a daring disposition are predisposed 

towards engaging in risky behaviour (Lahey et al., 2008). Such interventions should therefore focus 

on teaching the young person to think through the implications of risky behaviour more so than 

teaching self-control, as impulsivity was only related to p in the multivariate model. If disordered 

thoughts are exhibited independent of distress, the present findings indicate that interventions 

should focus on mitigating the deleterious aspects of being an ethnic minority which are unrelated to 

social environment. As the aberrant thoughts specific factor also predicted subsequent p, clarifying 

these underlying mechanisms should be an urgent focus of subsequent research.    

Taken together, the present findings as a whole support the utility of not only p but also the 

specific factors. In research, these validated orthogonal factors would be particularly revealing when 

studying different dimensions of mental illness and wellness concurrently, where correlated 

measures would be problematic. In a clinical setting, these factors could be used as treatment 

outcomes for comorbid disorders (such as depression and anxiety), if treatment was thought to 

address both general and specific aspects of symptoms. While treatments such as the Improving 

Access to Psychological Therapies (IAPT) programme in the UK include holistic outcomes, such as 

the ability to function in various social contexts (National Collaborating Centre for Mental Health, 

2018), the present study’s well-being specific factor independent of p could also be an important 

aspect to include when measuring recovery. These specific indicators could highlight relative areas 

of strength and weakness in an intervention which may hitherto have been masked. Currently this 

approach could be taken when statistically assessing outcomes at the population level, if a 

comprehensive suite of outcomes were assessed. However, the method to operationalize these 

statistically-derived factors on the individual level, particularly for the specific factors, is yet to be 

determined (Caspi and Moffitt, 2018). Nonetheless, the present study is a step in the right direction 

towards a greater understanding of a transdiagnostic approach to mental health. 
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CHAPTER FOUR 

 

Young people’s mental health treatment in the community: the relationship with 

transdiagnostic distress and social functioning over two years 

 

4.1 Introduction 

There is a growing acknowledgement of the need to support young people with mild to 

moderate mental health conditions (Department of Health and Department for Education, 2017). 

This includes those who have low-level needs not meeting diagnostic criteria but who would benefit 

from support, and those with a mental health diagnosis who may or may not meet the threshold for 

specialist care. Including subthreshold individuals in care is crucial from a prevention perspective, 

as such individuals are at risk of developing a full-fledged mental disorder (McGorry, Bates and 

Birchwood, 2013), with the concomitant lifelong economic and social sequelae (Goodman, Joyce 

and Smith, 2011). Allowing individuals to receive care irrespective of a mental health diagnosis 

circumvents the growing discomfort with the distinct categorization of psychiatric disorders (Caspi 

and Moffitt, 2018).  

The UK offers services to adolescents with mild to moderate mental health conditions, from 

the National Health Service, schools, and local authorities, for example (Department of Health and 

Department for Education, 2017). As a result of low availability of therapy for adults with mild-

moderate disorder, England’s Individual Access to Psychological Therapies (IAPT) programme 

provides evidence-based therapy for adults whose symptoms would not qualify them for 

mainstream mental health services (Wolpert et al., 2016; Clark, 2018). It is important to establish in 

community samples of young people how effectively this current standard-of-care reduces 

symptoms of mental ill-health irrespective of mental health diagnosis, and whether there is a 

discernable mechanism by which these treatments might act. 

Research addressing the effectiveness of treatment-as-usual mental health services is 

limited and needs expanding. In Chapter 2 I utilized a community cohort to demonstrate that 

adolescent mental health service contact was related to a reduction in subsequent depression three 

years later (Neufeld et al., 2017). Crucially, this study had a non-service using comparison group, 
and advanced the few comparable studies on the subject by adjusting for participants’ initial 

likelihood to access services as well as subsequent factors related to treatment and outcome, 

utilizing multiple imputation to deal with missing data, and employing a clinically relevant cut-off. 

However, since that paper was published in 2017, there have been no further studies with a non-

service using comparison group addressing the effectiveness of mental health treatment for 

adolescents or emerging adults in the community. Therefore, more work in different samples is 

needed to test the ubiquity of this treatment effect. The previous findings could be expanded in 
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several ways: employing an outcome which is transdiagnostic across mental disorders, and 

obtaining a more diverse sample across age, socio-economic status, and ethnicity. Regarding 

diversity, the cohort used in assessing the effectiveness of community mental health service contact 

in Chapter 2 (Neufeld et al., 2017) was based on a more affluent and ethnically white sample than 

that of the rest of the UK (Goodyer et al., 2010). Therefore, expanding such findings to a more 

socio-economically and ethnically diverse sample would demonstrate relevancy across a wider 

population.  

Testing whether treatment-as-usual mental health services are effective or not in a measure 

that is relevant across multiple domains of disorder would be advantageous. A single dimension 

measuring the commonality among mental disorders is gaining traction as a way of more accurately 

representing the symptom overlap found in psychiatry (Caspi and Moffitt, 2018). This continuous 

common factor is also thought to quantify risk for mental disorder. The present study will thus 

employ a general distress factor as the primary outcome. This distress factor is the highest order 

overarching factor from a bifactor model of 118 items of thoughts, feelings, and behaviours which 

cover multiple domains of mental illness and wellness, developed cross-sectionally (St Clair et al., 

2017) and validated longitudinally (Chapter 3). This measure will be useful at testing the effects 

(positive and/or negative) of mental health treatment as usual on common symptoms of distress 

among these problems. The present study does not include other potential harms of treatment such 

as increased dependency or change in medication needs (Duggan et al., 2014; Jonsson et al., 

2014) as these outcomes were not assessed. However, analyses were adjusted for subsequent 

mental health treatment and harmful behaviours, which could be indicative of a treatment-related 

adverse event (Jonsson et al., 2014). 

There is a strong argument for testing whether treatment-as-usual mental health services 

remain effective beyond adolescence from ages 18-25, termed emerging adulthood (Arnett, 2000). 

Many mental disorders emerge during this age range: half of all lifetime mental disorders have 

emerged by age 14 and three-quarters by age 24 (Kessler, Berglund, et al., 2005). There are also 

many life transitions in emerging adulthood which make this period developmentally distinct from 

adolescence and the rest of adulthood, such as moving away from parents for the first time, 

undergoing training or education for a career, or finding a life partner (Arnett, 2000). The greater 

instability, heightened identity exploration and self-focus found in this developmental period can 

explain the high levels of anxiety and depression reported in emerging adults (Arnett, Žukauskiene 

and Sugimura, 2014). Mental health systems have not yet adapted to recognize the impact of these 

life transitions, and practitioners may be ill-equipped to address them (Arnett, Žukauskiene and 

Sugimura, 2014). The majority of Child and Adolescent Mental Health Services (CAMHS) in multiple 

developed countries around the world terminate at age 18 (McGorry, Bates and Birchwood, 2013; 

Arnett, Žukauskiene and Sugimura, 2014). This creates a disconnect in services for young people 

and their families, which can result in loss of treatment for needy young people (Singh et al., 2010). 
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Often moving simultaneously away from living with parents to a new educational and social 

experience, emerging adults may lose not only access to the services they relied on in adolescence, 

but also their primary mental health advocates. It is therefore important to test whether mental 

health treatment-as-usual keeps sufficient pace with the changing needs of emerging adults.  

While there is no direct evidence for mental health treatment-as-usual improving social 

functioning compared with no treatment (NICE, 2019b), there is reason to believe that this may be 

the case. Community mental health treatment comes from various sources, such as psychiatrists, 

psychologists, and school counsellors (Department of Health and Department for Education, 2017; 

Neufeld et al., 2017). Across disorders, these practitioners utilize common techniques such as 

listening, encouraging, and empathising, and thus model beneficial social skills. Social skills may be 

an explicit focus of therapy, for example in interpersonal therapy and cognitive-behaviour therapy 

(CBT). A key intervention recommended in the NICE guidelines for many mental disorders in young 

people and adults (eg. depressive, anxiety, behaviour disorders, and psychosis (NICE, 2014b, 

2014c, 2015, 2016, 2017, 2019a; Clark, 2018)), CBT is the most prevalent therapy type used in 

IAPT (Wolpert et al., 2016; Baker, 2018; Clark, 2018). Thus, it is reasonable to posit that young 

people’s interaction with, and perception of, their social environment may improve following 

treatment. Feeling understood in therapy also helps renew both the patient’s capacity for social 

understanding and their ability to learn from social experience (Fonagy and Allison, 2014). Thus, 

this therapeutic relationship alone may help improve social functioning. Indeed, social functioning is 

a measured outcome in the IAPT programmes in England, which aim to increase the quality of 

mental health services for children, young people, and adults by implementing evidence-based 

psychological therapies (Wolpert et al., 2016; Clark, 2018). 

Evidence-based psychological therapies have an explicit focus on both families and peers; 

thus, mental health treatment is likely to improve both family functioning and friendship support. In 

both adolescent and adult services, family and peer support is particularly encouraged for 

conditions such as PTSD and psychosis (NICE, 2014c, 2016, 2018). However, for more common 

mental disorders, there is more emphasis on these social environments for adolescent care than 

adult care. Challenges with the family and peers are assessed as part of care for adolescents with 

anxiety, depression, and antisocial behaviour (NICE, 2013, 2014a, 2019a). However, families are 

more likely to be integrated into interventions for these conditions, and generally have a greater 

focus in treatment. In the UK, for young people with mild to moderate mental health problems in 

CAMHS (up to and including age 18), family issues must be addressed if they appear to have an 

adverse effect on the young person (NHS England, 2015b). In Children and Young People’s (CYP) 

IAPT, the most common presenting problem was family relationship difficulties; all explicit family 

focused therapies combined were more prevalent than CBT (Wolpert et al., 2016). In adult IAPT, 

family therapy is not mentioned (Baker, 2018; Clark, 2018). It is therefore more likely that treatment 

may be related to improved family functioning in young people who remain in CAMHS compared to 
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those who have transitioned to adult services. Similarly, treatment is more likely to be related to 

improved peer support in adolescents in CAMHS than young people in adult services. However, 

improvements in peer support are less likely to be seen in this age group than improvements in 

family functioning, given the greater focus on families than peers in CAMHS mentioned above.   

Both families and friendships appear to play an important role in young people’s mental 

health across mental disorders. While friendships and romantic relationships become an increasing 

focus during adolescence and emerging adulthood, relationships with families deepen (Larson and 

Richards, 1991; Larson et al., 1996; Arnett, 2000). Adolescents and adults across a broad spectrum 

of mental disorders have poorer perceived family functioning than controls, irrespective of disorder 

(Friedmann et al., 1997). Sixty percent of CYP ages 5-19 with any type of mental disorder lived in 

households with unhealthy family functioning (Sadler et al., 2018). In young adolescents, peer 

problems have been positively correlated with a general factor of self-reported externalizing and 

internalizing symptoms (Patalay et al., 2015). Poorer perceived family functioning at age 14 has 

been related to new cases of non-suicidal self-injury three years later (Cassels et al., 2018). Post-

secondary school, parental support and reciprocity has been prospectively related to emerging 

adults’ improved emotional adjustment (Wintre and Yaffe, 2000; Levitt, Silver and Santos, 2007).  

When compared together, the evidence is not clear as to whether family or friendship 

support is more strongly connected to young people’s mental health. In adolescents aged 12-19, 

relationships with parents were more closely related to young people’s wellbeing than relationships 

with friends (Greenberg, Siegel and Leitch, 1983). Similar findings have emerged in longitudinal 

studies of emerging adults. A positive relationship with parents in adolescence predicted reduced 

depressive symptoms in later adolescence and emerging adulthood, with no such relationship found 

for close friends (Finan, Ohannessian and Gordon, 2018). Similarly, first major depressive episodes 

by age 20 were predicted by poor family relationships but not poor peer relationships two years prior 

(Eberhart and Hammen, 2006). This could be largely because family relationships tend to be long-

lasting (Bengtson, 2001) but peer relationships are more transitory during this age range (Poulin 

and Chan, 2010). However, an adolescent study has shown equivalent protective effects of 

supportive families and friendships on subsequent depressive symptoms (van Harmelen et al., 

2016). Chapter 3 indicates that in adolescents and emerging adults, both positive parenting and 

supportive friendships are independently related to p two years later, although friendships have a 

greater effect. In the same sample as Chapter 3, perceived social support from friends but not 

family was related to improved subsequent resilient functioning (van Harmelen et al., 2017). It 

therefore appears the relative importance of family and friends may vary depending on the context 

and studied outcome. 

A handful of adolescent studies have assessed directionality in the relationship between 

specific indicators of mental health and social support with mixed findings. Lack of parental support 

in adolescence has been shown to predict subsequent aggression, but the reciprocal relationship 
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was not supported (Hale et al., 2008). Peer relationships and behavioural problems appear to have 

a reciprocal relationship: prior aggression has been shown to predict the choice of deviant friends in 

adolescence, but prior peer rejection also predicted adolescent rule breaking (Ettekal and Ladd, 

2015). For adolescents exhibiting depressive behaviour, there appears to be a subsequent decline 

in peer support, but not the converse relationship (van Harmelen et al., 2016; Ren et al., 2018). 

While studies have shown adolescent depressive symptoms predict decreased parental and family 

support (but not the reciprocal (Hale et al., 2008; van Harmelen et al., 2016)), reciprocal evidence 

has also emerged for depressive and anxiety symptoms (Rueter et al., 1999; Finan, Ohannessian 

and Gordon, 2018). Given such equivocal findings regarding directionality, any tests of mechanisms 

of treatment should assess whether social support mediates treatment effects on symptoms, or 

whether symptoms mediate treatment effects on social support. 

In the present study, I utilize a longitudinal community sample of adolescents and emerging 

adults aged 14-24 (Kiddle et al., 2018) to determine whether current mental health treatment at 

baseline is associated with reduced distress symptoms two years later. As previously mentioned, 

distress is a general factor representing the commonality among multiple measures of mental illness 

and wellness (St Clair et al., 2017). The sample is broadly representative of England and Wales’ 

youth population based on census data on gender, ethnicity, foreign birth, parental education, and 

deprivation (Kiddle et al., 2018). I further test whether perceived family functioning or friendship 

support mediates the effect of treatment on distress. The equivocal findings outlined above 

regarding directionality of effects will be addressed by testing the converse model, that symptoms 

may mediate the effect of treatment on either measure of social functioning. Longitudinal structural 

equation modelling will be employed to test treatment effects and mediation of these effects, 

incorporating measured and unmeasured confounding and measurement error where possible 

(Goldsmith et al., 2018a).  

Given that treatment was not randomized, propensity weighting will be performed to balance 

covariates between treated and untreated groups, similar to a randomized control trial (Rosenbaum 

and Rubin, 1983). With community effectiveness studies, which by definition cannot be randomized, 

propensity weighting represents the best quality evidence. There are a large percentage of young 

people who require mental health treatment but do not receive it (34-56% from studies reviewed in 

Chapter 2 (Neufeld et al., 2017)). Thus, it is most relevant to utilize propensity weighting to 

determine the average treatment effect in a population which may need such services, not just what 

the effect is in those who are actually treated (Austin, 2011). In Chapter 2 I have shown the 

importance of establishing treatment need when estimating treatment effects via propensity 

weighting (Neufeld et al., 2017). In Chapter 2, the presence of a mental health diagnosis was used 

to determine treatment need. As the present study does not have this data, analyses will therefore 

comprise those above the population mean on distress. Such a cut-off sets a threshold for initial 

impairment which serves several purposes. In addition to establishing a population who potentially 
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require mental health treatment in order to estimate the population-level average treatment effect, a 

cut-off means that improvement is more likely to be discernible and also enables the treated and 

untreated groups to be more comparable on covariates. As there must be sufficient overlap 

between these groups to estimate causal effects (Stuart, 2010), an impairment cut-off facilitates 

balance of the treated and untreated groups using the propensity weight. Young people with higher 

levels of general distress are more likely to be mentally unwell and receive treatment (St Clair et al., 

2017); similarly, those with more symptoms of common mental disorder are more likely to receive 

treatment (Mcmanus et al., 2016). Using a threshold such as those above the population mean on 

distress is therefore likely capture the large majority of participants who have received treatment, 

including those who meet criteria for a mental health diagnosis and also potentially individuals with 

subthreshold symptoms. Those receiving treatment below the population mean on distress may 

represent those with no history of mental illness, or those in remission from mental illness – in such 

individuals, it is difficult to demonstrate further improvement, for the improvement has already 

happened.  

I also aim to test the role of age in the effects of treatment on distress and social support 

measures, with the above mediation models tested separately by age group if warranted. During 

their nineteenth year, most young people finish compulsory education and leave their parents’ home 

(Arnett, 2000). In the UK, the transition from CAMHS to adult services may occur from age 16 to 25, 

depending on the specific mental health problem and location where services are received (Singh et 

al., 2008, 2010; McGorry, Bates and Birchwood, 2013). However, the majority make the transition 

shortly after their eighteenth birthday (Singh et al., 2010). This is supported by IAPT data from 

England. From 75 services of CYP IAPT, using records of care from those aged 15-25, only 0.5% 

represent emerging adults aged 20-25 (Wolpert et al., 2016). In adult IAPT, only 2% of referrals and 

treatment are in those under 18 (Baker, 2018). I will therefore create subgroups by baseline age to 

perform separate analyses on the adolescents (aged 14-18) and emerging adults (ages 19-24) in 

the present sample in order to develop a propensity score specific to each subgroup (Green and 

Stuart, 2014), with sufficient numbers for each subgroup.  

In a community sample of young people who report distress above the population mean, I 

anticipate that treatment effects will be related to decreased distress over two years following 

propensity weighting. These effects will be compared between the adolescents and emerging 

adults. I anticipate that treatment effects on perceived family functioning will only be apparent in the 

adolescents. In this age group, family functioning or distress may be a mediator of treatment effects. 

Although less likely than for family functioning, improvements in perceived friendship support may 

be related to treatment particularly in adolescents. Regardless, as treatments do target social skills 

in general, the possibility of improved social support across the whole age range is worth exploring.   
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4.2 Method 

4.2.1 Sample: Young people aged 14-24 were recruited in Cambridgeshire and London as 

part of the Neuroscience and Psychiatry Network (NSPN). Invitations to participate were sent via 

general practitioners, schools, colleges, and purposive advertisements (Kiddle et al., 2018). 

Baseline data were collected from November 2012 until April 2016, with 84% (2,026/2,403) 

collected in 2013. The recruited sample was age- and sex-stratified, with baseline (T1) data being 

collected at an average of age of 19.1 years (SD=3.00). Follow-up assessments were completed 

annually, with T2 occurring at a mean age of 20.1 years (SD=3.10), and T3 at 21.3 years 

(SD=3.15). 

4.2.2 Measures 

Predictor: Mental health treatment was based on response to the question “Are you 

currently being treated for any emotional, behavioural or mental health problem?”. At T1, 

parents/carers responded if the participant was under age 16, otherwise the youth responded. Self-

reported diagnoses were coded from a follow-up open-ended question. These questions were 

repeated at T2 and T3. Treatment could have consisted of a psychological and/or a 

pharmacological intervention. Length of treatment was not systematically recorded. While the 

source of treatment was unknown, no participants were institutionalized, so treatment was 

community based. This could therefore include mental health services from schools, GP practices, 

the voluntary sector, and specialist mental health services (Care Quality Commission, 2017). 

Treatment may also have been received from other sources such as private care. 

Potential mediators: Perceived family functioning was measured by the self-report 12-item 

general functioning subscale from the McMaster Family Assessment Device (FAD-GF) (Epstein, 

Baldwin and Bishop, 1983). Using a balance of positively and negatively worded items, FAD-GF 

assesses problem solving, family communication, and affective responsiveness. Based on 

exploratory and confirmatory factor analyses, FAD-GF has been shown to provide the best 

summary score of the larger measure (Ridenour, Daley and Reich, 1999). In a community sample, 

FAD-GF has demonstrated reliability and discriminability between who are and are not receiving 

mental health services (Mansfield, Keitner and Sheeran, 2018). Across several clinical or help-

seeking samples, FAD-GF has shown the expected divergent validity with a structured interview of 

family functioning and a measure of couple or marital satisfaction (Mansfield, Keitner and Sheeran, 

2018). FAD-GF has demonstrated acceptable test-retest reliability and low correlations with social 

desirability (Miller et al., 1985). The FAD-GF has been used to assess change in families following 

treatment. For example, in clinical trials of depression and bipolar disorder, FAD-GF exhibited 

significant improvements from baseline to post-treatment 3-4 months later (Mansfield, Keitner and 

Sheeran, 2018). Finally, FAD-GF exhibited excellent internal consistency at all three timepoints in 

the present study (α=.92-.93). Items were coded such that a higher score reflected worse family 

functioning.  
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Perceived friendship support was measured using the 8 item self-report Cambridge 

Friendship Scale (CFQ). CFQ assesses the number, availability, and quality of friendships, with 

three negatively worded questions inversely coded for the total score. Developed for use in an 

adolescent cohort study (Goodyer et al., 2010), this measure has demonstrated invariance, 

reliability, and validity (van Harmelen et al., 2016). In the present study, CFQ demonstrated 

acceptable internal consistency at all three timepoints (α=.71-.73).  

The primary outcome was general distress, the general factor (p) from the bifactor model 

developed in Chapter 3, which explained 73%-75% of the common variance in depression, anxiety, 

antisocial behaviour, psychotic-like symptoms, obsessionality, self-esteem, and well-being self-

report measures (St Clair et al., 2017) (Chapter 3). Participants reported on their thoughts, feelings, 

and behaviours over the past two weeks. More details of this model are found in Section 3A.4. 
General distress (hereafter termed “distress”) exhibited excellent construct replicability at all three 

timepoints (H=.99, Chapter 3).  

Covariates were background variables (age, sex, centre, ethnicity, deprivation (Smith et al., 

2015), foreign birth), as well as self-reported adverse life events (Life Events Questionnaire 

(Goodyer, Kolvin and Gatzanis, 1985; Goodyer et al., 2000)), which has been related to mental 

disorder (Goodyer, Wright and Altham, 1990), and harmful behaviours (cigarette use, alcohol use, 

drunkenness, cannabis use, and other illegal drug use, Non-Suicidal Self Harm [NSSI] (Goodyer et 

al., 2010; Wilkinson et al., 2018), which for the most part increase during adolescence and 

emerging adulthood (Brodbeck et al., 2013; Plener et al., 2015; Stormshak et al., 2018). Life events 

and harmful behaviours were repeatedly assessed at each wave. Life events were reported over the 

past 18 months at baseline, and the past year at subsequent waves. Harmful behaviours were 

reported over the past month except for NSSI, which was reported over the past year. The presence 

of past mental health problems was probed at baseline following the treatment question above 

(“Have you had any similar or related problems in the past?”).  

4.2.3 Statistical analysis  

 Propensity weighting: In the above average distress sample, a propensity score was 

generated to balance levels of baseline variables between the treated and untreated group, similar 

to a randomized control trial (Austin, 2011). In the present study, baseline variables assessed for 

balance included all covariates, mediator, and the outcome listed above and in Table 4.1. As any 

missing data in these variables would result in listwise deletion of participants in generating the 

propensity score, single imputation was performed prior to estimating the propensity score. For the 

purposes of generating a propensity score, Monte Carlo simulations have shown that single 

imputation performs as well as multiple imputation, provided the propensity score model includes 

missing data indicators (Leite, Stapleton and Bettini, 2019). This allows for balance in missing data 

patterns as well as the observed variables (Rubin and Rosenbaum, 1984). Imputation in the 
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distressed sample was performed using mi impute in Stata with the predictor, mediator, outcome, 

and all covariates at all timepoints.  

The propensity score was then generated from a logistic regression predicting baseline 

mental health treatment. All baseline variables related to the outcome (distress slope, standardized 

estimate>.1) were included in the model, regardless of their association with treatment, as this 

decreases bias and variance (Brookhart et al., 2006; Pirracchio, Resche-Rigon and Chevret, 2012). 

Indicators of missingness in these variables were also included. The propensity method used was 

inverse probability of treatment weighting (IPTW). This method has been shown to be less biased in 

studies with a low prevalence of treatment (Pirracchio, Resche-Rigon and Chevret, 2012), as in the 

present study. Further, IPTW allows for estimating the average treatment effect in a whole 

population, unlike some other propensity methods which estimate the average treatment effect in 

the treated only (Austin, 2011). Correct model specification was determined by assessing balance 

of baseline variables after weighting. Balance strove to minimize the number of variables with large 

standardized differences (>.25) between treated and untreated groups (Stuart, 2010). If significant 

imbalance was detected, the propensity score model was re-specified by iteratively including the 

unbalanced variables (Rubin and Rosenbaum, 1984). The IPTW was then used to weight the 

relevant Mplus models, requiring a robust estimator. As IPTW can result in extreme weights, 

weighted analyses were then limited to the region of common support – the range of propensity 

scores which are present in the treated and untreated groups (Heckman et al., 1996).  

Treatment on latent slopes: As intraindividual change over time related to mental health 

treatment was considered to be of primary importance, the potential mediators and outcome were 

modelled as latent slopes. Slope models are presented with increasing robustness: unadjusted, 

propensity weighted, and propensity weighted adjusted by subsequent treatment (as possible). As 

propensity weighting results in treatment being unrelated to baseline variables, the relationship with 

each model’s intercept was not required (Goldsmith et al., 2018a). These models were first 

specified separately for outcome and mediators and tested together in a mediation model if effects 

warranted this. Latent growth models were specified from T1-3, testing the appropriateness of linear 

and quadratic change. Starting values for all growth models were set at the mean time of each 

assessment since baseline. Figure 4.1A depicts the latent growth model, specified as 

recommended (Goldsmith et al., 2018a) but also including treatment2 and treatment3 specified as 

time-varying covariates (Muthén and Muthén, 2017). For sensitivity analyses, a latent change model 

allowed for change to be different over T1-T2 compared with T2-T3 (Goldsmith et al., 2018a). 

Figure 4.1B depicts the latent change model, specified as recommended (Steyer, Eid and 

Schwenkmezger, 1997; Goldsmith et al., 2018a). This model had the added benefit of allowing the 

mediator to precede the outcome in time. For both models in Figure 4.1, T1 mental health treatment 

is propensity weighted and thus uncorrelated with T1 distress. 
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Figure 4.1: Latent models of baseline (T1) mental health treatment on distress slope 
A: Latent growth model, adjusted by mental health treatment at T2 and T3 as time-varying 
covariatesa. 

 
a Treatment2 and 3 were predicted by prior treatment variables in order to appropriately estimate these categorical 
variables in the presence of missing data.  
 
B: Latent change modela  

 
a All factor loadings were set at 1. Residual correlations were constrained to be equal (a) to enable identification. 

 

Mediation: The latent growth and latent change models offer different advantages for 

mediation. Mediators modelled as T1-T2 latent change precede the outcome in time, since the 

outcome is modelled as T2-T3 latent change. A T1-T3 latent growth model allows a longer time 

period for treatment to show an effect on the mediator but removes the temporal nature of the 

mediator and outcome. Such comparison of various models has been encouraged as a robust 

approach to the parameterization of mediation effects (Goldsmith et al., 2018a). Both latent variable 
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approaches to mediation are advantageous in helping account for bias. The effect of the mediator 

on the outcome is independent of measurement error (Goldsmith et al., 2018b). Further, the 

inclusion of error covariances can address unmeasured confounding, representing factors which 

influence both meditator and outcome on the same day (contemporaneous) or over time (lagged) 

(Goldsmith et al., 2018b). Therefore, models which included lagged measurement error covariances 

were compared against those with contemporaneous measurement error covariances. The effect of 

constraining these covariances was also assessed, with the fit statistic Sample Size adjusted 

Bayesian Information Criterion (SS BIC) being used to compare models (DSS BIC<2 denotes 

equivalent models (Kass and Raftery, 1995)). A depiction of a latent growth mediation model with 

distress as the mediator and contemporaneous error covariances is shown in Figure 4.2. 

 

Figure 4.2: Latent growth mediation model with distress as mediator and contemporaneous error 

covariancesa 

 
a T1 Mental health treatment is propensity weighted and thus uncorrelated with T1 FAD or distress. T=timepoint; 

FAD=Family Assistive Device general perceived family functioning. 

 

To address confounding of treatment on putative mediators and outcome, all mediation 

models were propensity weighted and adjusted for subsequent treatment. (As propensity weighted 

models require a robust estimator, bootstrapping was not available for indirect effects (Muthén and 

Muthén, 2017)). To address measured confounding of the mediator-outcome path (VanderWeele, 

2016), the relationship of each time-invariant covariate on these individual slopes was assessed 
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alongside treatment 1-3 (propensity weighted models). Covariates with estimates>.1 and p<.1 on 

both mediator and outcome were included in the adjusted mediation model. Time-varying covariates 

related to mediator and outcome at baseline (r/rho>.1) were similarly assessed. In the presence of 

multicollinearity, covariates most related to mediator and outcome were retained. Autocorrelations 

and cross-correlations of time-varying covariates were included in adjusted mediation models if 

p<.1. 

Missingness: Full-information maximum likelihood (FIML) was used to deal with missing 

data in the longitudinal SEMs, an appropriate technique for SEMs such as growth modelling 

(Allison, 2003). FIML uses all available information from the observed data and Mplus implements 

procedures which are robust to non-normality (Allison, 2003; Muthén and Muthén, 2017). In 

longitudinal data, FIML estimates are similar to those obtained through multiple imputation (Ferro, 

2014). FIML has been used for growth modelling in longitudinal data sets with retention rates as low 

as 25% (Finan, Ohannessian and Gordon, 2018). In the present study, missing data patterns were 

assessed to ascertain levels of bias due to missingness (Little, 1988). Monte Carlo integration with a 

robust estimator was used to address missingness in post-baseline categorical covariates (Muthén 

and Muthén, 2017). Due to this missingness, only raw estimates were available when post-baseline 

categorical variables were in the model, and the goodness-of-fit statistics below were also 

unavailable. Therefore, for comparative purposes, raw estimates are presented in tables. For 

treatment effect sizes equivalent to Cohen’s d, model estimates are reported where possible 

standardized with respect to the outcome (small, medium, and large effect sizes correspond to d of 

.2, .5, and .8 respectively, (Cohen, 1988)). 

Baseline analyses and determination of auxiliary variables were performed in STATA 14; all 

other analyses were performed in Mplus 8 (Muthén and Muthén, 2017). Continuous variables were 

centred or standardized according to which afforded the best model fit, and to aid interpretation of 

estimates. For unweighted models, a robust estimator was used if variables exhibited non-normality.  

Models were specified firstly to obtain acceptable fit (RSMEA<.05, and CFI and TLI>.950; van de 

Schoot et al. 2012; Hu & Bentler 1999), although slightly more lenient values were accepted if 

necessary (CFI > 0.90 (Tucker and Lewis, 1973; Bentler, 1990, 1992) and RSMEA < 0.08; 

(MacCallum, Browne and Sugawara, 1996)). Thereafter, models with a lower SS BIC were 

favoured; a difference of less than two indicated models of equivalent fit (Kass and Raftery, 1995). 
 

4.3 Results 

4.3.1 Descriptive statistics: In the full sample of 2,403, 6.6% (158/2387) reported current 

mental health treatment at baseline. Rates were 4.7% (60/1,269) for adolescents aged 14-18 

(mean=16.66, SD=1.43), and 8.8% (98/1,020) for emerging adults aged 19-24 (mean=21.82, 

SD=1.67). A fifth (19.5%, n=466) of all responses to the treatment question were obtained from 

primary caregivers (and 37% [466/1.269] of the adolescent responses), as these participants were 
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under age 16. Those with mental health treatment were more likely to be female, older, of white 

ethnicity, and to have had past mental health problems (Table 4.1). They experienced more distress 

and adverse life events, worse family functioning and friendship support. They engaged in more 

NSSI but less cigarette use. Mental health diagnoses were only self-reported for those who 

endorsed current mental health treatment, most common being depression (42%, 66/158) and 

anxiety (30%, 47/158), with behavioural (8%, 13/158), and psychosis/schizophrenia (4%, 6/158) 

less common. Sixteen percent endorsing treatment (26/158) did not report a diagnosis. Among all 

who reported no current mental health treatment or reported a diagnosis and treatment (n=2,361), 

females were more likely to report depression (OR=2.37 [95% CI: 1.37, 4.10], p=.002) and anxiety 

diagnoses (OR=1.88 [1.01, 3.49], p=.046), whereas males were more likely to report behavioural 

diagnoses (OR=6.38 [1.41, 28.85], p=.016). 
 

Table 4.1: Relationship of baseline variables with baseline current mental health treatment,  
full samplea 

Baseline variables Mean (SD) or % (n) Covariate with treatment 
(n=2,235-2,373) 

treated  
(n=147-157) 

untreated 
(n=2,085-2,216) 

r/rho p 

Background      
  Age 20.15 (2.80) 19.00 (3.01) 0.10 <0.001 

  Sex (1=female) 63% (99) 53% (1,173) 0.12 0.016 
  Centre (1=Cambridge) 65% (102) 58% (1,278) 0.09 0.079 
  Ethnicity (1=non-white) 12% (19) 22% (486) -0.18 0.003 
  Deprivation  15.14 (10.90) 15.13 (11.89) 0.00 0.99 
  Foreign birth 8% (13) 14% (301) -0.14 0.052 
  Past mental health problems 48% (72) 9% (201) 0.59 <0.001 
Environment     
  Poor family functioning 27.89 (8.14) 23.84 (6.91) 0.14 <0.001 
  Supportive friendships 20.03 (5.44) 22.75 (4.01) -0.16 <0.001 
  Adverse life events 2.10 (1.88) 1.09 (1.42) 0.17 <0.001 
Harmful behaviour     
  Non-suicidal self-injury 59% (88) 16% (327) 0.56 <0.001 
  Cigarette use 
      None 
      Occasionally 
      Often 

 
59% (93) 
16% (25) 
25% (39) 

 
79% (1,748) 

8% (186) 
12% (274) 

0.12 <0.001 

  Alcohol use 
      None 
      Occasionally 
      Often 

 
29% (46) 
59% (92) 
12% (19) 

 
36% (784) 

53% (1,177) 
11% (243) 

0.03 0.16 

  Drunkenness 
      None 
      Occasionally 
      Often 

 
46% (72) 
29% (45) 
26% (40) 

 
46% (1,015) 
30% (672) 
23% (509) 

0.01 0.69 

  Cannabis use 
      None 
      Occasionally 
      Often 

 
87% (135) 
10% (16) 
3% (5) 

 
87% (1,930) 

9% (199) 
4% (79) 

0.00 0.90 

  Other illegal drug use 5% (8) 4% (96) 0.04 0.55 
Outcome (distress) 0.96 (0.96) -0.05 (0.92) 0.26 <0.001 

a Those with baseline data on mental health treatment and at least one timepoint of distress, n=2373. Data is at  
least 94% present for each baseline variable. 
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Hereafter, all statistics pertain to the above average distress sample unless specified. Of the 

1,157 participants above the population mean on distress, 12% (n=133) reported mental health 

treatment, representing 85% (133/157) of those who reported treatment in the whole sample (one 

reporting treatment did not have enough data to generate the baseline distress factor). Compared 

with the full sample, participants in this subsample exhibited similar relationships of baseline 

variables with treatment to that of the full sample (Dr/rho from 0 to 0.08). However, participants 

above the population mean on distress had half the number of extreme standardized differences 

(>.5) between treated and untreated groups, making the balance of baseline variables between 

groups possible. Compared with those at or below the population mean on distress, participants 

with higher distress scores were no different in age but more likely to be female, non-white, foreign 

born, and from London (Table 4.2). They were more deprived, disadvantaged on all environmental 

variables, and more likely to engage in all harmful behaviours, with the exception of alcohol use. 

Further, they were more likely to report previous mental health problems. Of the full sample who 

reported a current mental health diagnosis (n=132), those above the population mean in distress 

were more likely to report depression (54% versus 25% below distress mean, c2(1, n=131)=4.70, 

p=.030), but somewhat less likely to report anxiety (32% versus 56% c2(1, n=131)=3.57, p=.059). All 

reported psychosis/schizophrenia diagnoses and 77% (10/13) of behavioural disorders were in the 

higher distress sample. 
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Table 4.2: Relationship of baseline variables with distress dichotomized at meana 
Baseline variables Mean (SD) or % (n) Variable with distress 

dichotomized at mean 
(n=2,221-2,356) Average and below  

(n=1,131-1,199) 
Above average 
(n=1,090- 1,157) r/rho p 

Background      
  Age 19.08 (3.07) 19.08 (2.95) 0.00 0.97 
  Sex (1=female) 49% (582) 59% (682) 0.16 <0.001 
  Centre (1=Cambridge) 61% (730) 56% (644) -0.08 0.011 
  Ethnicity (1=non-white) 18% (217) 25% (283) 0.14 <0.001 
  Deprivation  14.40 (11.60) 15.88 (12.02) 0.06 0.003 
  Foreign birth 11% (134) 16% (177) 0.12 0.003 
  Past mental health problems 6% (76) 17% (195) 0.34 <0.001 
Environment     
  Poor family functioning 21.48 (5.91) 26.82 (7.15) 0.38 <0.001 
  Supportive friendships 24.18 (3.13) 20.91 (4.46) -0.39 <0.001 
  Adverse life events .74 (1.11) 1.59 (1.66) 0.29 <0.001 
Harmful behaviour     
  Non-suicidal self-injury 6% (67) 32% (346) 0.60 <0.001 
  Cigarette use 
      None 
      Occasionally 
      Often 

 
84% (1,006) 

6% (68) 
10% (118) 

 
71% (824) 
12% (139) 
17% (193) 

0.14 <0.001 

  Alcohol use 
      None 
      Occasionally 
      Often 

 
35% (413) 
55% (660) 
10% (121) 

 
36% (409) 
52% (602) 
12% (139) 

0.01 0.71 

  Drunkenness 
      None 
      Occasionally 
      Often 

 
49% (584) 
30% (357) 
21% (245) 

 
43% (493) 
31% (355) 
26% (302) 

0.08 <0.001 

  Cannabis use 
      None 
      Occasionally 
      Often 

 
90% (1,079) 

7% (80) 
3% (34) 

 
84% (972) 
11% (132) 
4% (50) 

0.09 <0.001 

  Other illegal drug use 4% (42) 5% (61) 0.12 0.043 
Outcome (distress) -0.72 (0.56) 0.79 (0.61) 0.79 <0.001 
Predictor  
   Mental health treatment 

 
2% (24) 

 
12% (133) 

 
0.48 

 
<0.001 

Diagnosis related to treatment     
   Depression 0.3% (4) 5% (62) 0.58 <0.001 
   Anxiety 0.8% (9) 3% (37) 0.35 <0.001 
   Behavioural 0.3% (3) 0.9% (10) 0.26 0.052 
   Psychosis / schizophrenia n=0 0.5% (6) 1.00 0.014 

a all cases have baseline distress and treatment data. Data is at least 94% present for each baseline variable.  
 
 

4.3.2 Missing data: All 1,157 participants above the population mean on baseline distress 

had data on baseline mental health treatment. 67% (n=777) and 44% (n=507) had distress data at 

T2 and T3 respectively, with similar rates for FAD and CFQ. The retention rate at T3 is similar to 

other studies of adolescents and emerging adults two years after baseline (Levitt, Silver and 

Santos, 2007). Little’s MCAR (Little, 1988) was non-significant in separate models of distress and 

FAD at all three timepoints, indicating these data are missing completely at random (MCAR: 

distress c2(5, n=1,157)=3.62, p=.61; FAD c2(9, N=1138)=9.23, p=.42). While CFQ data did not 
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appear to be MCAR (c2(8, n=1,153)=21.50, p=.006), it did demonstrate covariate-dependent 

missingness (CDM) based on mental health treatment and propensity score variables (c2(104, 

n=988)=92.46, p=.78; Table 4.3 for variables). CDM is a type of missing at random data. When data 

are MCAR or exhibit CDM, analysis of complete cases is not biased, however methods which use 

all the data (eg. FIML) are more efficient (Little, 1995). The lack of bias in these patterns of 

missingness means there are no systematic differences between the missing values and the 

observed values. Therefore, employing FIML to analyse the present data means the findings will not 

be subject to bias due to missingness. 
 
Table 4.3: Standardized estimates of baseline variables on distress slopea  
Baseline variables All above average 

distress (n=1157)b 
Adolescents  

(ages 14-18, n=625)c 
Emerging adults 

(ages 19-24, n=532)d 
estimate p estimate p estimate p 

Background        
  Age 0.134 0.007 -0.130 0.056 0.034 0.67 
  Sex (1=female) 0.018 0.87 0.198 0.18 -0.233 0.17 
  Centre (1=Cambridge) -0.156 0.14 -0.163 0.23 -0.135 0.42 
  Ethnicity (1=non-white) 0.104 0.40 -0.026 0.87 -0.171 0.40 
  Deprivation  -0.132 0.015 -0.140 0.037 -0.121 0.17 
  Foreign birth 0.098 0.056 0.084 0.16 0.076 0.37 
  Past mental health 
problems 

-0.106 0.049 -0.048 0.52 -0.074 0.35 

Environment       
  Poor family functioning -0.040 0.46 -0.054 0.44 0.003 0.98 
  Supportive friendships 0.086 0.16 0.106 0.12 -0.007 0.93 
  Adverse life events 0.014 0.80 -0.032 0.66 0.006 0.94 
Harmful behaviour       
  Non-suicidal self-injury -0.149 0.005 -0.140 0.037 -0.147 0.081 
  Cigarette use 0.045 0.43 0.021 0.78 0.015 0.84 
  Alcohol use 0.053 0.33 0.021 0.75 -0.062 0.58 
  Drunkenness 0.013 0.81 -0.043 0.54 -0.030 0.73 
  Cannabis use 0.230 0.019 0.137 0.074 0.128 0.31 
  Other illegal drug use 0.023 0.71 0.045 0.57 -0.012 0.90 
Outcome (distress) 0.008 0.95 0.106 0.62 -0.160 0.29 

a Latent growth model, T1-T3. Estimates standardized with respect to x and y for continuous predictors and with respect  
to y for categorical predictors. Baseline variances were included if missing data was in the baseline variable, allowing this 
missingness (no more than 6%) to be estimated using FIML. 
b All RMSEA<=.026, CFI>=.995, TLI>=.987. Once all variables with standardized estimates (STD est)>=.1 were included 
in the propensity model, distress, cigarette use, and life events were iteratively added to further balance the model.  
c All RMSEA<=.043, CFI>=.990, TLI>=.971. Once all variables with STD est>=.1 were included in the propensity model, 
past mental health problems, life events, alcohol use, drunkenness, and family functioning were iteratively added to  
further balance the model. 
d All RMSEA<=.049, CFI>=.988, TLI>=.965. Once all variables with STD est>=.1 were included in the propensity model, 
past mental health problems, foreign birth, friendships, and cigarette use were iteratively added to increase balance. 

 

4.3.3 Treatment predicting distress: Due to a non-significant quadratic term in the 

growth model of distress (Table 4.4), a linear model was pursued. Unadjusted, mental health 

treatment predicted decreased distress over the course of two years to a moderate effect size (d=-

0.41, Table 4.4). The latent change model revealed this effect to be present one to two years 

following baseline treatment as opposed to immediately following treatment. 
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Table 4.4: Baseline mental health treatment on distress slopea 
 Raw estimates 

(S.E.) 
p-
value 

SS 
BIC 

Free 
parameters 

RMSEA CFI TLI 

A) Distress latent 
growth model  

  4919 8 0.000 1.000 1.007 

   Intercept mean 0.000 (0.018) 0.98      
   Slope mean (linear) 0.010 (0.016) 0.54      
   Intercept with slope -0.001 (0.018) 0.94      
   Quadratic slope mean 
(separate modelb) 

-0.006 (0.017) 0.74 4930 12    

B) Treatment on 
distress slope – 
latent growth model  

       

   Unadjusted model -0.119 (0.045) 0.008 4838 10 0.000 1.000 1.007 
   Propensity weighted 
(IPTW)c  

-0.137 (0.069) 0.046 5072 9 0.021 0.991 0.982 

   IPTW with T2 & T3 
treatmentd 

-0.209 (0.064) 0.001 5809 16    

   Common support 
samplee  

-0.135 (0.069) 0.049 4938 9 0.023 0.990 0.980 

   Common support 
sample with T2 & T3 
treatmentd 

-0.208 (0.064) 0.001 5655 16    

C) Treatment on 
distress slope – 
latent change  

       

Unadjusted    5488 13 0.000 1.000 1.009 
   T1-T2 -0.058 (0.081) 0.48      
   T2-T3 -0.209 (0.090) 0.020      
Propensity weightedc    5071 10 0.008 0.999 0.998 
   T1-T2 0.049 (0.119) 0.68      
   T2-T3 -0.392 (0.159) 0.013      
Common support 
sample IPTW (n=1123) 

  4937 10 0.009 0.999 0.997 

   T1-T2 0.049 (0.120) 0.68      
   T2-T3 -0.389 (0.159) 0.014      

a n=1157 unless common support sample (see e). Raw estimates are reported for comparison with models where 
standardized estimates are not available. 
b Model was not identified with starting values for growth models set at mean time of each assessment since baseline,  
so exact time of assessment per individual was used. For such a random effects model, only raw estimates are  
available and no goodness-of-fit statistics (GoF: RMSEA, CFI or TLI)  
c variables in propensity model: age, centre, deprivation, foreign born, past treatment, distress, life events, NSSI,  
cannabis use, cigarette use, and indicators of missingness in these variables. Raw estimate=-0.141 (SE=0.071) for 
comparison with models using categorical post-baseline variables. 
d Only raw estimates were available for this model due to missingness in categorical post-baseline variables. GoF 
statistics were also unavailable for this reason.  
e Sample trimmed to include only those propensity scores which existed in treated and untreated groups. n=1123:  
99% (131/133) of the treated sample and 97% (992/1,024) of the untreated sample 
 

Propensity weighting: The final propensity score model (Table 4.3) balanced all baseline 

variables (standardized differences from .001 to .216, mean of .085), indicating appropriate 

specification of the model. Following propensity weighting, mental health treatment effects on 

distress became stronger in both the latent growth (d=-.50) and latent change models (d=-.80; Table 

4.4; Figure 4.3), with both models yielding equivalent fit. Very comparable effects were seen in the 

common support models, but model fit was substantially better due to extreme propensity weights 

being trimmed from this subsample. In the growth model, subsequent treatment could be modelled 
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as a time-varying covariate (ie: treatment2 was regressed onto distress2, and treatment3 onto 

distress3 (Muthén and Muthén, 2017)). Both precision and effect sizes of baseline treatment on 

distress slope increased with this addition (Table 4.4). (Subsequent treatment was not added to the 

latent change model, as treatment2 would become a predictor of T2-T3 distress slope. An additional 

propensity score for treatment2 would then need to be estimated to properly quantify these effects 

(Linden and Adams, 2010). However, these effects were anticipated to be non-significant, similar to 

the proximal effects of treatment1.)  

 

Figure 4.3: Baseline mental health treatment on distress slopea 

 
a for illustrative purposes of the estimated means, a propensity weighted latent growth model was run separately for the 
treated and untreated group. Sample means are also propensity weighted. 
 
 

Perceived family functioning and friendship support: In the latent change models, 

treatment was not significantly related to improved family functioning or friendship support from T1-

T2 in unadjusted and propensity weighted models (Table 4.5. The latent change models including 

T1-T2 and T2-T3 change (Goldsmith et al., 2018a) had latent variable covariance matrices which 

were not positive definite, so T1-T2 only models were specified (Selig and Preacher, 2009)). The 

latent growth models of FAD and CFQ each had a non-significant quadratic term and thus were 

modelled linearly. Treatment was not significantly related to FAD or CFQ slope over two years in 

unadjusted and propensity weighted models, with and without subsequent treatment.  
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Table 4.5: Baseline mental health treatment on FADa and CFQb slopes  
 Raw Estimate 

(S.E.) 
p-
value 

SS 
BIC 

Free 
parameters 

RMSEA CFI TLI 

A) Treatment on FAD – T1-
T2 latent change modelc 

       

   Unadjusted  -0.179 (0.096) 0.063 5580 9 0.000 1.000 1.000 
   Propensity weighted 
(IPTW) 

-0.030 (0.130) 0.82 4995 6 0.000 1.000 1.012 

   Common support sample 
(n=1104) 

-0.037 (0.130) 0.78 4847 6 0.000 1.000 1.013 

B) FAD latent growth model    5962 8 0.000 1.000 1.003 
   Intercept mean -0.007 (0.029) 0.80      
   Slope mean (linear) 0.017 (0.017) 0.31      
   Intercept with slope 0.015 (0.031) 0.63      
   Quadratic slope mean 
(separate model)d 

0.007 (0.019) 0.71 5968 12    

C) Treatment on FAD slope 
– latent growth model 

       

   Unadjusted  -0.084 (0.047) 0.07 5960 10 0.040 0.994 0.983 
   Propensity weighted  -0.060 (0.069) 0.39 6041 9 0.000 1.000 1.015 
   IPTW with T2 & T3 
treatmente  

-0.086 (0.070) 0.22 6848 16    

   Common support sample 
(n=1105) 

-0.057 (0.070) 0.41 5865 9 0.000 1.000 1.017 

   Common support sample 
with T2 & T3 treatmente 

-0.085 (0.071) 0.23 6648 16    

A) Treatment on CFQ slope 
– T1-T2 latent change 
model 

       

   Unadjusted  -0.080 (0.090) 0.37 5840 9 0.000 1.000 1.000 
   Propensity weighted 
(IPTW) 

-0.126 (0.122) 0.30 5233 6 0.013 0.997 0.994 

   Common support sample 
(n=1119) 

-0.124 (0.122) 0.31 5072 6 0.018 0.994 0.987 

B) CFQ latent growth 
model  

  6431 8 0.000 1.000 1.009 

   Intercept mean -0.002 (0.029) 0.93      
   Slope mean (linear) -0.004 (0.020) 0.83      
   Intercept with slope -0.059 (0.045) 0.19      
   Quadratic slope mean 
(separate model)d 

-0.009 (0.020) 0.67 6434 12    

C) Treatment on CFQ slope 
– latent growth model 

       

   Unadjusted  -0.012 (0.059) 0.84 6423 10 0.000 1.000 1.007 
   Propensity weighted  -0.001 (0.081) 1.00 6498 9 0.000 1.000 1.003 
   IPTW with T2 & T3 
treatmente 

-0.032 (0.116) 0.78 7314 16    

   Common support sample 
(n=1119) 

-0.006 (0.081) 0.94 6285 9 0.003 1.000 1.000 

   Common support sample 
with T2 & T3 treatmente 

-0.046 (0.116) 0.69 7079 16    

a n=1138, as 19 did not have FAD data at any timepoint. 
b n=1153, as 4 did not have CFQ data at any timepoint 
c n=1137: one person had FAD data only at T3, so was not able to be used for T1-T2 only models. 
d Model was not identified with starting values for growth models set at mean time of each assessment since baseline, so 
exact time of assessment per individual was used. For such a random effects model, only raw estimates are available and 
no goodness-of-fit statistics (GoF: RMSEA, CFI or TLI). 1 case missing time score.  
e Only raw estimates were available for due to missingness in categorical post-baseline variables. GoF statistics were also 
unavailable for this reason.  
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Adolescents (ages 14-18 [mean=16.75, SD=1.40], n=625) and emerging adults (ages 19-

24 [mean=21.81, SD=1.68], n=532): In the above average distress sample, emerging adults had a 

twofold odds of reporting treatment compared with adolescents (OR=2.05 [1.42, 2.97], p<.001; 15% 

[82/532] versus 8% [51/625]). However, for each group, 85% of participants who reported treatment 

were in the above average distress subsample. Gender was evenly distributed between 

adolescents and emerging adults (p=.25; 61% [n=378] and 57% [n=304] female, respectively). 

Similarly, there were no differences in reported diagnoses between adolescents and emerging 

adults (depression p=.49, 50% versus 57% respectively; anxiety p=.37, 37% versus 29% 

respectively; behavioural 9% each; psychosis/schizophrenia 4% versus 6% respectively). Baseline 

variables were balanced for adolescents and emerging adults by devising separate propensity 

models based on each groups’ predictors of distress (Table 4.3; standardized differences following 

IPTW: adolescent range .001-.424, mean=.137; emerging adult range .002-.305, mean=.090).  

As in the full analysis, latent growth models in the adolescent and emerging adult samples 

yielded non-significant quadratic terms (p>.44), so linear models were specified. All latent change 

scores from T1-T2 were non-significant with treatment in adolescent (p>.14) and emerging adult 

(p>.32) groups.  

In both adolescents and emerging adults, treatment was significantly related to decreased 

distress when the model was propensity weighted and subsequent treatment was included (Tables 

4.6-4.7). These effects were comparable in the common support sample with subsequent treatment. 

In both models, effects were smaller for the emerging adults, but standard errors yielded 

overlapping 95% confidence intervals, indicating that effects were not significantly smaller. In all 

propensity weighted models, treatment was related to improvements in perceived family functioning 

in the adolescents only (Tables 4.6-4.7). Treatment was not related to change in perceived 

friendship support in either adolescents or emerging adults.   
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Table 4.6: Adolescents (ages 14-18): baseline mental health treatment on distress, poor family 
functioning, and friendship support slopesa 
A) Treatment on FAD slope 
(n=616, missing 9) 

Raw Estimate 
(S.E.) 

p-
value 

SS 
BIC 

Free 
parameters 

RMSEA CFI TLI 

   Unadjusted  -0.113 (0.081) 0.16 3316 10 0.017 0.999 0.997 
   Propensity weighted (IPTW)b -0.184 (0.059) 0.002 3328 8 0.017 0.996 0.994 
   IPTW with T2 & T3 
treatmentb,c 

-0.208 (0.051) <0.001 3749 15    

   Common support sample 
IPTW (n=504, missing 7)b 

-0.184 (0.058) 0.002 2708 8 0.021 0.994 0.991 

   Common support sample 
with T2 & T3 treatmentb,c 

-0.207 (0.050) <0.001 3070 15    

B) Treatment on CFQ slope 
(n=622, missing 3) 

       

   Unadjusted  0.085 (0.099) 0.39 3595 10 0.000 1.000 1.005 
   Propensity weighted  0.107 (0.131) 0.41 3573 9 0.000 1.000 1.034 
   IPTW with T2 & T3 
treatmentc 

0.146 (0.114) 0.20 3984 16    

   Common support sample 
IPTW (n=509, missing 2) 

0.134 (0.128) 0.29 2915 9 0.000 1.000 1.052 

   Common support sample 
with T2 & T3 treatmentc 

0.169 (0.113) 0.14 3275 16    

C) Treatment on distress 
slope (n=625) 

       

   Unadjusted  -0.124 (0.076) 0.10 2747 10 0.000 1.000 1.031 
   Propensity weighted  -0.208 (0.123) 0.091 2838 9 0.000 1.000 1.071 
   IPTW with T2 & T3 
treatmentc,d 

-0.265 (0.112) 0.018 3210 15    

   Common support sample 
IPTW (n=511)b 

-0.206 (0.134) 0.12 2364 8 0.023 0.983 0.974 

   Common support sample 
with T2 & T3 treatmentb,c 

-0.262 (0.110) .017 2686 15    

a All latent change scores from T1-T2 are non-significant with treatment (p>.14) and therefore not presented for simplicity. 
FAD=poor family functioning; CFQ=Cambridge Friendship Questionnaire 
b Not positive definite latent variable covariance matrix was best resolved by respecifying models, taking off the correlation 
of slope with intercept. This was a non-significant term in all models (p>=.10, estimates<.13). Making this change resulted 
in models with only very slightly worse model fit (SS BIC increased by values from 2.4 to 5.6) and very minimal change to 
estimates (.001 to .01). Significant models in table either had an identical p-value to the original or the original was better 
by up to .007. 
c Only raw estimates were available for due to missingness in categorical post-baseline variables. Goodness-of-fit 
statistics were also unavailable for this reason. 
d as b, but model fit was equivalent (DSS BIC=1.3) 
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Table 4.7: Emerging adults (ages 19-24): baseline mental health treatment on FAD, CFQ and 
distress slopesa 

A) Treatment on FAD 
slope (n=522, missing 10) 

Raw Estimate 
(S.E.) 

p-
value 

SS 
BIC 

Free 
parameters 

RMSEA CFI TLI 

   Unadjusted  -0.106 (0.054) 0.051 2643 10 0.027 0.998 0.994 
   Propensity weighted  -0.055 (0.077) 0.47 2703 9 0.000 1.000 1.021 
   IPTW with T2 & T3 
treatmentb 

-0.068 (0.074) 0.36 3091 16    

   Common support sample 
IPTW (n=437, missing 10) 

-0.057 (0.076) 0.46 2301 9 0.000 1.000 1.021 

   Common support sample 
with T2 & T3 treatmentb 

-0.073 (0.074) 0.33 2657 16    

B) Treatment on CFQ 
slope (n=532, missing 1) 

       

   Unadjusted  -0.015 (0.064) 0.81 2817 10 0.000 1.000 1.021 
   Propensity weighted  -0.066 (0.076) 0.39 2872 9 0.000 1.000 1.021 
   IPTW with T2 & T3 
treatmenta 

-0.010 (0.080) 0.90 3252 16    

   Common support sample 
IPTW (n=446, missing 1) 

-0.066 (0.079) 0.45 2440 9 0.000 1.000 1.026 

   Common support sample 
with T2 & T3 treatmentb 

-0.003 (0.083) 0.97 2787 16    

C) Treatment on distress 
slope (n=532) 

       

   Unadjusted  -0.132 (0.047) 0.005 2090 10 0.008 1.000 0.999 
   Propensity weighted  -0.089 (0.057) 0.12 2211 9 0.028 0.991 0.982 
   IPTW with T2 & T3 
treatmentb 

-0.156 (0.063) 0.014 2580 16    

   Common support sample 
IPTW (n=447) 

-0.104 (0.059) 0.077 1869 9 0.035 0.982 0.963 

   Common support sample 
with T2 & T3 treatmentb 

-0.170 (0.064) 0.008 2208 16    

a All latent change scores from T1-T2 are non-significant with treatment (p>.32) and therefore not presented for simplicity 
b Only raw estimates were available for due to missingness in categorical post-baseline variables. GoF statistics were  
also unavailable for this reason 
 
 

4.3.4 Mediation in adolescents: Based on the above findings, the relative 

appropriateness of either FAD or distress as a mediator was assessed in the adolescents only. 

Firstly, models were specified with all correlations between intercepts and slopes (Goldsmith et al., 

2018a), and respecified if required to resolve any problems with estimation. In order for model 

comparison to be possible, respecification was done in the same way across all models with the 

same mediator, using the method which resolved the maximal number of estimation problems. In 

the case of two equally plausible models, estimates from both are presented, as this reflects the 

level of certainty in the findings (Goldsmith et al., 2018a). 

Mediator-outcome confounds were determined in latent growth models (propensity weighted 

with baseline treatment in the model and treatment2-3 as time varying covariates) separate for 

mediator and outcome. Of the time-invariant covariates, only foreign birth was related to both slopes 

(estimates>=.1, p<.05). All other time-invariant covariates were not confounders (estimates<=.05, 

p=>.27). Of the time-varying covariates, CFQ, LEQ, NSSI, cigarette use, and cannabis use were 

related to both distress and FAD at baseline (r/rho>.1; all others had r/rho<.07 with distress). 
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Cigarette and cannabis use were highly correlated (rho=.76), but cigarette use was more related to 

both baseline distress and FAD, so cannabis use was not retained. All other intercorrelations were 

acceptable (<.41). In separate latent growth models, CFQ, NSSI, and cigarette use were related to 

both FAD and distress at each wave (all estimates>=.14 and p<.05 except NSSI2 on FAD2: p=.084 

but estimate=.25) and thus were considered for inclusion in the adjusted model along with foreign 

birth. LEQ, however, was not (estimates<.04, p>.14). Finally, to make models as parsimonious as 

possible while still addressing confounding, covariates meeting the cut-off were included into a 

mediation model to test if any of these effects became negligible and thus could be dropped. 

Foreign birth had negligible effect on FAD slope (estimate=-.003, p=.96) but all other covariates 

remained substantial (all estimates>=.12 and p<.05 except NSSI2 on FAD2: p=.065 but 

estimate=.25). Covariate relationships in common support models were comparable. 

With FAD as mediator, most adjusted mediation models failed to converge when all 

correlations between intercepts and slopes were modelled. However, in separate treatment models 

of FAD and distress (adjusted as for mediation), neither intercept was significantly correlated with its 

slope (estimates<.05, p>=.37), so these correlations were both removed from all the FAD mediator 

models. This change resulted in all but one of these models being estimated normally (Table 4.8). 

For all models with distress as mediator, there was a small negative residual variance for FAD slope 

(.02 to .06, p<.65 and >=.18). These models were estimated normally following fixing this residual at 

zero, which resulted in equivalent or better model fit than the original model (the difference in SS 

BIC between the original model versus those which fixed the residual at 0 ranged from 1.2 to 7.4).  

In all cases, contemporaneous constrained and unconstrained models yielded equivalent fit. 

Inspection of the error covariances in the four unconstrained contemporaneous models revealed a 

different pattern over time in the significance of the unconstrained covariances (T1 and T2 p< 0.05, 

T3 p>=0.25), and therefore unconstrained was favoured to capture this theoretically plausible 

difference (Goldsmith et al., 2018b). The only exception was the FAD mediator common support 

model, where the unconstrained model resulted in a negative residual, and thus the constrained 

model was favoured. In full propensity weighted and common support samples, FAD did not 

significantly mediate effects of treatment on distress (Table 4.9). Conversely, distress significantly 

mediated effects of treatment on FAD, 96% in the full propensity weighted sample and from 77-81% 

in equivalent fitting common support models (Table 4.9). In all cases, the common support sample 

yielded substantially better-fitting models, and is therefore considered the best estimate of indirect 

effects. 
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Table 4.8: Mediation modelsa for adolescents: model comparison for various error covariance 
specifications  
 FAD mediator, distress outcome Distress mediator, 

FAD outcomec 

 Original model 
issues 

SS BICb Free 
parameters 

SS 
BICc 

Free 
parameters 

(A) Error covariance 
specification 

     

Full propensity weighted 
sample (n=625)  

     

    No error covariances no convergence 12994 84 12995 83 
    Contemporaneous 
unconstrained 

negative residual 
- distress slope 12985d 87 12982d 86 

    Contemporaneous 
constrained   

no convergence 
12986 85 12984 84 

    Lagged unconstrained no convergence 13001 86 12985 85 
     Lagged constrained no convergence 12998 85 12987 84 
Common support sample 
(n=511) 

     

   No error covariances no convergence 10768 84 10765 83 
   Contemporaneous 
unconstrained 

negative residual 
- FAD slope 

10761 
negative 
residual - 
distress 
slope 

87 10757d 86 

    Contemporaneous 
constrained  

negative residual 
- FAD slope 10761 85 10758 84 

    Lagged unconstrained no convergence 10774 86 10757 85 
    Lagged constrained no convergence 10771 85 10760 84 

a All propensity weighted and adjusted by T2 and T3 treatment, and time-varying covariates related to FAD 
and distress (friendship support, NSSI, cigarette use).  
b Neither intercept was correlated with its slope, to resolve convergence issues.   
c All models had a small negative residual variance for FAD slope (.02 to .06, p<.65 and >=.18) which was 
fixed to zero. This change resulted in model fit being comparable (SS BIC declined by 1.2 in full propensity 
model with no error covariances) or improving slightly (all other models SS BIC declined by 2.4 to 7.4). 
d Favoured over constrained model as error covariances were different over time: p<.05 at T1 and T2, but 
p>=.25 at T3.
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Table 4.9: Best-fitting mediation modela estimates for adolescents 
 FAD mediator, distress 

outcome 
Distress mediator, FAD 

outcome 
Estimate (S.E.) p-value Estimate (S.E.) p-value 

Full propensity weighted 
sample (n=625) 

    

    Treatment on mediator -0.138 (0.042) 0.001 -0.220 (0.073) 0.003 
    Mediator on outcome 1.088 (0.586) 0.063 0.585 (0.159) <0.001 
    Treatment on outcome (direct 
effect) 

-0.070 (0.111) 0.53 -0.006 (0.064) 0.93 

    Indirect effect -0.150 (0.090) 0.096 -0.129 (0.059) 0.028 
    Total effect -0.220 (0.074) 0.003 -0.135 (0.042) 0.001 
   % of total effect mediated Not applicable  95.6%  
Common support sample 
(n=511) 

    

    Treatment on mediator -0.147 (0.044) 0.001 -0.205 (0.070) 0.003 
    Mediator on outcome 2.382 (3.923) 0.54 0.572 (0.154) <0.001 
    Treatment on outcome (direct 
effect) 

0.148 (0.573) 0.80 -0.027 (0.061) 0.65 

    Indirect effect -0.350 (.562) 0.53 -0.117 (0.053) 0.028 
    Total effect -0.203 (.074) 0.006 -0.145 (0.042) 0.001 
   % of total effect mediated Not applicable  80.7%  
Equivalent fitting model in 
common support sample  

No equivalent 
fitting model 

   

    Treatment on mediator   -0.206 (0.075) 0.006 
    Mediator on outcome   0.567 (0.150) <0.001 
    Treatment on outcome (direct 
effect) 

  -0.035 (0.068) 0.61 

    Indirect effect   -0.117 (0.057) 0.038 
    Total effect   -0.152 (0.046) 0.001 
   % of total effect mediated   77.0%  

a All propensity weighted and adjusted by T2 and T3 treatment, and time-varying covariates related to  
FAD and distress (friendship support, NSSI, cigarette use). Best-fitting models from Table 4.8. 

 

4.4 Discussion 

The present study demonstrates that young people who receive community mental health 

treatment have reduced general distress over two years compared to those who have not received 

this treatment. This expands on findings in Chapter 2 (Neufeld et al., 2017) by using a measure of 

symptoms which is transdiagnostic across mental disorders, demonstrating equivalent treatment 

effectiveness in emerging adults as well as adolescents, and utilizing a sample more socio-

economically and ethnically representative of the general UK population (Kiddle et al., 2018). I 

utilized propensity weighting to balance treated and untreated groups based on background, 

environmental, and harmful behaviour covariates, as well as baseline levels of the mediator and 

outcome, similar to a randomized control trial (Austin, 2011), and controlled for time-varying 

covariates. Further, I used latent slopes to model intraindividual change over time related to mental 

health treatment, FIML to deal with any bias due to missing data, and compared competing models 

to more clearly parameterize effects (Goldsmith et al., 2018a).  
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4.4.1 Mental health treatment rates 

The validity of the present study’s self-reported rates of mental health treatment is supported 

by commensurate rates from NHS data. In the present study, 4.7% of adolescents aged 14-18, and 

8.8% of emerging adults aged 19-24 in Greater London and Cambridgeshire reported current 

mental health treatment at baseline from 2012-2016 (84% reported in 2013). While regional 

variation complicates comparisons, NHS data from England in 2012/2013 reveals similar rates: 

3.3% of 15-19-year-olds and 6.5% of 20-24-year-olds used adult IAPT and specialist mental health 

services (Health and Social Care Information Centre, 2014). Young people also may have received 

community care from CYP’s mental health services. For example, 1.7% of 0-17-year-olds in London 

and 1.4% in East of England received such care in 2015 (NHS England, 2016). This community 

care could consist of services from schools, GP practices, or the voluntary sector, as well as 

specialist mental health services (Care Quality Commission, 2017). Treatment rates reported in the 

present study may also include private care or informal care not considered in the above 

documents. The gender difference in mental health treatment rates found in the present study 

(62.7% women) is also supported by NHS data. For young people using adult IAPT and specialist 

mental health services in England in 2012/2013, the female preponderance for those aged 15-24 

was very similar at 61.3% (Health and Social Care Information Centre, 2014). The present study 

also showed that young women more commonly reported depression and anxiety and young men 

more commonly reported behavioural diagnosis, as found the most recent surveys of mental health 

in England (Mcmanus et al., 2016; Sadler et al., 2018). These concordances help bolster the 

accuracy of the present study’s self-report data as well as the generalizability of the findings. 

Self-reported treatment rates in the present study are much smaller than national rates of 

young people with a mental disorder, indicating barriers to care for those with mental health 

problems. The most recent surveys in England report that 14.4% of 11-16-year-olds have a mental 

disorder, and 17% of both 17-19-year-olds (Sadler et al., 2018) and 16-24-year-olds have a mental 

disorder (Mcmanus et al., 2016). Thus, treatment rates in the present sample (reported in previous 

paragraph) represent at most a quarter to a third of adolescents with a mental disorder and half of 

emerging adults with a mental disorder, based on the above national rates of mental disorder. 

However, the percentage of those with a mental disorder receiving treatment is likely to be even 

lower than these figures. While we did not ascertain mental disorder in the present study, 15% of 

those reporting current treatment were less distressed than the sample average, and are therefore 

unlikely to have a mental disorder. Regardless, these findings indicate a substantial amount of 

unmet need for both adolescents and emerging adults with a mental disorder. 

It is notable that nearly double the rate of mental health treatment was reported by emerging 

adults than adolescents. Given that rates of mental disorder for both adolescents and emerging 

adults in England appear to be roughly comparable for the age ranges in the present study (see 

previous paragraph), this difference is unlikely to be based on increased need alone. Higher 
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treatment rates in emerging adults may indicate that this age group has better access to mental 

health services than adolescents. Analyses of transitions to care from CAMHS to adult services 

from 2005 data have indicated that transitions were poor for the vast majority of service users 

(Singh et al., 2010). While this implies that access to services is likely to be poor in emerging adults, 

Singh et al’s 2010 study took place prior to the launching of adult IAPT in 2008. A primary goal of 

adult IAPT was to initiate new services in order to increase access to care (London & South East 

CYP IAPT Learning Collaborative, 2016), and indeed the number of patients treated in adult IAPT 

has increased over time (Clark, 2018). In 2013/2014, emerging adults aged 20-24 received nearly 

the highest rate of IAPT services of any age group, second only to those aged 25-29 (Health and 

Social Care Information Centre, 2014). CYP IAPT has been focused on improving the quality of 

existing services as opposed to providing more services (London & South East CYP IAPT Learning 

Collaborative, 2016). However, access to CYP’s mental health services has been found to be 

limited, based on a fragmented system of care drawn from multiple sources which may struggle for 

funding (Care Quality Commission, 2017). Thus, the present study’s lower rates of reported mental 

health treatment in adolescents may reflect relatively increased barriers to care for adolescents 

compared with emerging adults. These findings therefore add to other exhortations highlighting the 

need for improved access to mental healthcare in adolescents (Department of Health and 

Department for Education, 2017).  

 

4.4.2 Mental health treatment effectiveness 

The present study demonstrates how utilizing those above the population mean on distress 

can be an effective way of parameterizing treatment need in order to determine treatment 

effectiveness. This cut-off allowed those with and without current mental health treatment to be 

more comparable than the full sample on baseline variables, enabling balancing of these variables 

using the propensity weight. These participants were more deprived, socially disadvantaged, and 

more likely to engage in harmful behaviours than those with lower distress scores. Further, they 

were more likely to report previous mental health problems, and treatment rates in this subsample 

were doubled (8% and 15% for adolescents and emerging adults) and thus much closer to national 

rates of mental disorders. Half of the sample was included in the propensity-weighted treatment 

analysis in the present study, whereas only 11% of the measured population was included in a 

comparable analysis when treatment need was defined by presence of a mental disorder (Neufeld 

et al., 2017). While it is possible that the present study included some individuals subthreshold for a 

mental disorder in the treatment estimate, this is unknown since we did not also diagnose presence 

or absence of mental disorder. Future studies should look to estimate a treatment effect in 

prediagnosable individuals, as such a preventative approach “…represents the frontier of research 

and service reform in mental healthcare” (McGorry, 2013).  
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Treatment effects on measures of perceived social functioning operated as anticipated. 

Based on differences in treatment focus in CAMHS and adult services (Wolpert et al., 2016; Baker, 

2018; Clark, 2018) as well as the changing nature of family and friendships over adolescence and 

emerging adulthood (Larson and Richards, 1991; Larson et al., 1996; Arnett, 2000), I assessed 

effects in adolescents and emerging adults separately. Importantly, I implemented a propensity 

weight tailored to each subgroup, which adjusted for baseline levels of family functioning (and other 

covariates on Table 4.3). Following propensity weighting, the standardized differences in baseline 

family functioning between the treated and untreated groups was .03 or less. This therefore rules 

out the notion that more functional families were more likely to take up treatment. Following 

propensity weighting in each age group, treatment was related to improved family functioning over 

two years, but only in the adolescent sample. As family needs of young people are often not met in 

CAMHS (McGorry, Bates and Birchwood, 2013), it is heartening that treatment effects on family 

functioning were seen in those who were most likely to be accessing CAMHS. Services therefore 

appear to be meeting more holistic needs of adolescent patients. However, social functioning is also 

a measured outcome in adult mental healthcare (Clark, 2018). Lack of treatment effects on either 

measure of social functioning in the emerging adults subsample indicates that treatment may need 

to more specifically focus on this aspect of recovery. Prior work has identified that in the third 

decade of life, young emerging adults (age 21) report the lowest levels of perceived social support, 

which increases until the age of 30 (Pettit et al., 2011). Emerging adults often experience a 

changing social environment, and romantic relationships become relatively more important, yet are 

by no means stabilized (Arnett, 2000). Therefore, families may still be the most important source of 

support during these transitory years. More focused study should be performed to better understand 

how treatment can improve social functioning for emerging adults with mental health needs.  

 

4.4.3 Mediation 

 Mediation models in the present study indicate that in adolescents, distress mediates 

treatment effects on perceived family functioning. The common support sample, trimmed of those 

with extreme propensity weights (Heckman et al., 1996), yielded substantially better fit than the full 

propensity models. Two common support models (with lagged or contemporaneous unconstrained 

error covariances) yielded equivalent fit (Table 4.8). These models revealed that improvements in 

distress mediated 77-81% of the treatment effects on family functioning (Table 4.9). As treatment 

was related to both mediator and outcome in two-year growth curves only, these effects were not 

temporally offset. However, directionality of effects is supported by the improved model fit observed 

when distress (as opposed to family functioning) was modelled as the mediator, in full propensity 

and common support models. This follows from Goldsmith et al’s exhortation that competing 

mediation models should be compared and the best-fitting model favoured (Goldsmith et al., 

2018a). Directionality of effects would be more strongly demonstrated if data existed for an 
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additional timepoint, so that growth curves could be offset in time. Nonetheless, findings indicate 

that treatment effects on distress drive improvements in family functioning. This directionality is 

supported by a review of longitudinal models of psychosocial development in adolescence (Meeus, 

2016). Studies reviewed consistently observed that adolescent psychopathology led to the erosion 

of relationships with parents, but findings in the opposite direction were less systematic (Meeus, 

2016). Further, family functioning is influenced by each individual in the family. Such complexity no 

doubt contributes to the challenge of treatment altering family functioning in a way that improves 

young people’s distress. Supporting this notion is the evidence that family therapy is not related to 

improved depression (NICE, 2019b). 

Confidence in the findings from the mediation model is bolstered by the methodological 

rigour used in the present study. Confounding was robustly addressed for all pathways in mediation 

models as recommended (VanderWeele, 2016). Propensity weighting equalized the treated and 

untreated groups by baseline variables (Austin, 2011), thereby addressing confounding of the 

treatment-mediator and treatment-outcome paths. Time-varying covariates related to the mediator 

and outcome adjusted for potential confounding of the mediator-outcome path. Finally, the most 

optimal way to model unmeasured confounding was ascertained by assessing the relative fit of 

models when contemporaneous and lagged constrained and unconstrained error covariances were 

included (Goldsmith et al., 2018b).  

The large amount of total effects explained by the mediator could be due to both distress 

and family functioning being self-reported. The inclusion of the error covariances between these 

measures helps address this shared method variance (Goldsmith et al., 2018b). Nonetheless, it is 

possible that mediation effects would be reduced if family functioning was assessed by another 

person than the participant, for example using the FAD-GF’s comparable clinical rating scale or 

structured interview (Miller et al., 2000). However, these are more time-intensive approaches and 

therefore unlikely to be used in the large studies required for analyses such as those performed in 

the present study. A parent report of the FAD-GF could instead be used; however, parents rate 

family functioning as being significantly better than adolescents using this scale (Bagley et al., 

2001). To my awareness, the comparative validity of the parent versus child report of FAD-GF has 

not been ascertained at any age of child, and thus a parent report may not provide a more accurate 

measurement of family functioning. While triangulated evidence from both sources may be 

illuminating, most parents were not involved in the present study, so their inclusion would still 

represent a practical challenge. Nonetheless, inclusion of an additional or alternative rater of family 

functioning could be an avenue for future research. 

 

4.4.4 Treatment effects over time 

The present study’s findings demonstrate the importance of studying effects of treatment-as-

usual over a longer period. Latent growth models revealed that treatment was effective over the 
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course of two years but latent change score models indicated that any treatment-related 

improvement was not significant during the first year. These differential findings also demonstrate 

the importance of utilizing various approaches to measuring change over time. The long-term 

effectiveness of mental health treatments is rarely studied, but the importance of collecting this data 

is now acknowledged (Goodyer et al., 2017). Similar to the present study, Chapter 2 showed how 

treatment effects in adolescents were most apparent one-to-two years following service contact 

(Neufeld et al., 2017).  

These findings could be interpreted in several ways. Therapy may be teaching young people 

skills which they continue to apply and hone following the cessation of treatment, resulting in 

improved outcomes later in time (Goldsmith et al., 2018a). This notion is supported by recent 

findings that following 6-7 months of therapy, depressive symptoms continued to decline over a year 

after start of treatment for the majority of adolescent patients (Davies et al., 2019). Alternatively, 

findings could support the necessity of a longer duration of treatment or multiple courses of 

treatment for effectiveness to be demonstrated. Number of treatment sessions has indeed been 

shown to be positively related to treatment response (Clark et al., 2018). While the present study did 

not measure length of treatment participants had engaged in at baseline or over the two-year follow-

up, effects increased when subsequent treatment was included in models, indicating that continued 

treatment played a role in the findings. Finally, a delayed start of treatment may have contributed to 

the observed apparent delay in treatment effects. While it is most likely that those who endorsed 

current treatment were actively in therapy or taking psychotrophic medication, this self-report data 

may reflect participants being accepted into treatment but waiting for it to commence. Time from 

referral to start of treatment is often substantially delayed (Department of Health and Department for 

Education, 2017), so this in itself could contribute to effects being apparent well after current 

treatment was first reported. These possibilities speak to the importance of acquiring sufficient detail 

on mental health treatment in community-based studies (eg. referral date, commencement of 

treatment, and length of treatment), in order to refine conclusions.  

 

4.4.5 Limitations and Conclusions 

There are some final caveats to note about the present study. Firstly, despite a marked 

female preponderance of common mental disorders in both adolescents and emerging adults 

(Mcmanus et al., 2016; Sadler et al., 2018), as well as gender differences between social support 

factors and mental health (Pettit et al., 2011; Finan, Ohannessian and Gordon, 2018), the present 

study did not assess treatment effects by gender in addition to age effects. This is primarily because 

sample size limited further subdivision of the adolescent and emerging adult subsamples; however, 

I am unaware of data to support differential treatment effects by gender (eg. NICE reviews). 

Secondly, propensity weighting balances the treated and untreated groups based on measured 

variables, but there are other covariates which were not measured that may also differentiate these 
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groups. For example, presence of parental psychiatric disorder is a known correlate of 

psychopathology in youth (Nomura et al., 2002) which was not measured in the NSPN study. 

Nonetheless, many important factors relevant to mental health were measured, allowing for 

propensity weighting to cover an array of variables from many domains. Finally, the primary 

outcome measure of distress is advantageous in measuring change across multiple disorders, 

being transdiagnostic across depressive, anxiety, behavioural, obsessive, and psychotic symptoms 

and inclusive of well-being and self-esteem. However, such a measure has no benchmark for 

reliable improvement or reliable recovery, key outcome metrics for IAPT (Wolpert et al., 2016; Clark, 

2018). Similarly, no such benchmarks exist for the social functioning measures. The present 

findings are therefore limited to showing statistically significant improvement. 

In sum, the present study adds to a dearth of studies on this effectiveness of mental health 

services in the community. Robustly addressing confounding, it relates self-reported mental health 

treatment across multiple disorders to a two-year decline in distress common across symptoms of 

these disorders, in both adolescents and emerging adults. Findings reveal that this decreased 

distress is a mechanism by which treatment acts to improve perceived family functioning in 

adolescents. Thus, for adolescents who access services, the positive benefit of mental health 

treatment appears to be more holistic than improved symptoms alone. While emerging adults may 

be particularly vulnerable to loss of care when transitioning into adult services (McGorry, Bates and 

Birchwood, 2013), the present findings reveal that adolescents report less access to care than 

emerging adults. Self-reported treatment rates in the present study are much lower than national 

rates of mental disorders, highlighting the ongoing need of increased access to mental health 

services.    
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CHAPTER FIVE 

 

Conclusion and future directions 

 

 The present body of work is important principally in supporting the notion that mental health 

services do appear to effectively reduce subsequent symptoms of mental illness in young people to 

a greater extent than natural improvement without intervention. This was able to be demonstrated in 

two cohorts (ROOTS: (Goodyer et al., 2010); NSPN: (Kiddle et al., 2018)), in adolescents and 

emerging adults, using both specific (ie: depression) and transdiagnostic (ie: p) outcomes. These 

findings, in conjunction with the treatment-related gains in family functioning reported in Chapter 4, 

highlight the importance of young people’s increased access to mental health services. Findings of 

both studies are bolstered by the use of advanced statistical methods to account for attrition and 

non-randomization of service usage in these community studies. Some themes emerge across this 

body of work which bear further discussion.  

 

5.1 Measuring mental health service contact  

 I would first like to make a point about the measurement of mental health services in 

epidemiological samples. Both studies in Chapters 2 and 4 utilized self-report data to measure 

service contact. While this is a limitation, to date, there have been few studies comparing those with 

and without mental health service contact which have validated reported service contacts against 

clinical records. The Child and Adolescent Service Use Schedule (CA-SUS), originally developed 

for a randomized controlled trial (RCT; (Byford et al., 1999)), has been used extensively as part of 

cost-analyses in subsequent RCTs of children and young people with a variety of mental health 

conditions (Barrett et al., 2006; Byford et al., 2007, 2015; Green et al., 2011; Dalgleish et al., 2015; 

Goodyer et al., 2017; Kuyken et al., 2017; Ford et al., 2019). The CA-SUS obtains participant 

responses regarding number and duration of contacts with various services and professionals. 

However, none of these trials (or other studies to my knowledge) have assessed the CA-SUS for 

concordance with clinical records. Thus, self-report data used to compare the economic 

consequences of various interventions has not been externally validated. Further, the UK 

government’s most recent child and adolescent mental health survey used a self-report measure of 

mental health service contact which has not been externally validated (Sadler et al., 2018). The 

Services Assessment for Children and Adolescents (SACA (Hoagwood et al., 2000)), which has 

been used in several of the studies reviewed in Chapter 2 (supplementary Table 1, Appendix A 

(Neufeld et al., 2017)), has been assessed for external validity. A global “any use” variable from the 

SACA reported by primary caregivers across inpatient, outpatient, and school mental health 

services had excellent agreement with records (Hoagwood et al., 2000). This more general variable, 
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similar to the ones used for analyses in Chapters 2 and 4, had a higher concordance than more 

specific reports of service use. The use of such variables is further bolstered by the high 

concordance between adolescent and caregiver reports of mental health service contact revealed in 

Chapter 2 (Neufeld et al., 2017).  

 It is noteworthy to comment on the simplicity of the service use measures used, for 

consideration to be included in future assessments of mental health, whether for research or clinical 

purposes. In both chapters, mental health service contact was related to improved outcomes 

irrespective of disorder type, sector in which contact was made, or treatment length. In Chapter 4, 

mental health service contact was simply based on a question which asked whether the participant 

was “…currently being treated for any emotional, behavioural or mental health problem”. Yet rates 

determined from this question were comparable to service usage reported by NHS England during a 

similar timeframe for comparable ages to the ones studied. While the lack of detail in such a 

measure could rightly be seen as a limitation, this simplicity could enable the assessment of mental 

health treatment use in studies which may not be able to ask more detailed questions due to 

participant burden. If such a measure were included alongside future mental health assessments 

(self-report or otherwise), more datasets could potentially be used to test effectiveness of mental 

health treatment-as-usual. This could help home in on regions of the country where services may 

not be as effective, for example. It is noteworthy that this simple measure yielded more comparable 

rates to NHS data than the measure used in the most recent governmental survey on mental health 

in children and young people (Sadler et al., 2018). As in previous British surveys, this measure 

more generically assessed contact with professional services for a mental health reason. This 

included contact with teachers, and thus reported service contacts are much higher than those 

determined using more specific definitions (discussed in Chapter 2, (Neufeld et al., 2017)). The 

measure in chapter 4 implies specificity to health professionals by being limited to treatment as 

opposed to more generic help-seeking. This balance of simplicity with specificity is an important 

distinction to make. 

However, accurate measurement of mental health service contact in young people is still 

generally stymied by the pediatric-adult divide in mental health services. Chapter 4 importantly 

focuses on the age range from 14-24, encompassing the developmentally sensitive period of 

adolescence and emerging adulthood (Kessler et al., 2007; Arnett, Žukauskiene and Sugimura, 

2014; Giedd et al., 2015). However, even comparing rates of mental health service usage reported 

in this chapter to national data was hampered by the artificial split between child and adult services. 

NHS publications report treatment for 15-17-year-olds in both adult IAPT (Health and Social Care 

Information Centre, 2014) and CAMHS, but CAMHS acknowledges that treatment may be 

transitional and/or up until the age of 25 (NHS England, 2016). National mental health survey 

estimates for adults include those aged 16 and above (Mcmanus et al., 2016), whereas the 

comparable survey for children and young people only extends to age 19 (Sadler et al., 2018). 
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Other countries’ statistics are similarly hampered by a separate child and adult service model (eg. 

USA: (Kessler, Chiu, et al., 2005; Merikangas et al., 2010); Australia: (Korten and Henderson, 2000; 

Lawrence et al., 2015)). If we are intent on making serious gains in the mental health of young 

people – considering both adolescents and emerging adults to be populations of great risk but high 

opportunity for intervention – it is vital that the same statistics be obtained continuously, for the 

whole age range from age 14 to at least 25. Only then can we gain an accurate picture of the scope 

of young people’s mental health needs and service utilization during this sensitive period.  

Considering the worse rates of mental health service contact for CAMHS compared with 

adult services discussed in Chapter 1, it is unsurprising that Chapter 4 data mirrors these findings. 

Treatment rates for adolescents (5%) and emerging adults (9%) were estimated to represent at 

most a quarter to a third of adolescents with a mental disorder and half of emerging adults with a 

mental disorder, based on national rates. This underscores the need for serious reform of both child 

and adult systems, but in particular, adolescent mental health services. Such reform is especially 

urgent in light of the lack of parity in economic outlay for CAMHS compared with adult mental health 

services (Children’s Commissioner, 2018).  

 

5.2 The structure of young people’s mental health  

How do the findings in Chapter 3 expand our understanding of the structure of mental health 

during this developmentally sensitive period? What is remarkable about these findings is the 

consistency they have with similar models from other studies which may or may not have covered at 

least part of the age range studied of 14-24 (for review see (Caspi and Moffitt, 2018)). This 

observation supports the validity of such an approach to understanding mental health across the 

lifespan. However, compared to previous studies, Chapter 3 makes a tighter argument about the 

validity and reliability of such a model over time, using in-depth statistical methodologies 

(measurement invariance testing, ascertaining construct replicability) as well as a bevy of external 

validation measures, and accelerated growth modelling never previously employed on such a 

model. This gives more support to the perhaps bold assertion that not only is the general 

transdiagnostic factor (p) meaningful, but the specific factors also appear to be more than mere 

residual error that some contend (Chen, West and Sousa, 2006). Such a model therefore has the 

potential to lead us out of the problem of comorbidity more equipped to understand the interaction of 

mental domains and how this may instigate or propagate impairment, in conjunction with other risk 

factors.  

Future studies of bifactor models could give greater attention to their unwieldiness. If one 

wants to comprehensively study specific domains of mental health simultaneously, one must 

thoroughly assess the underlying thoughts, emotions, and/or behaviours of each so that adequate 

construct replicability is achieved. At the same time, one does not wish to incur too great a burden 

upon participants in terms of time spent completing a lengthy battery of questionnaires. Therefore, 
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moving forward, it is important that item-reduction techniques such as regularized structural 

equation modelling (Jacobucci, Brandmaier and Kievit, 2019) be employed when generating bifactor 

models, to create a more parsimonious model whilst retaining the original constructs. This could first 

be performed on existing datasets of previously published symptom-level bifactor models, such as 

the one presented in Chapter 3 (St Clair et al., 2017). Such analyses could inform a more focussed 

approach to data collection for future bifactor models, reducing participant burden whilst ensuring 

appropriate coverage of specific syndromes.  

Regardless, the findings in Chapter 3 highlight protective and risk factors for p and the 

specific factors more strongly than previous studies. In general, the external validation measures 

performed longitudinally as anticipated based on the predominantly cross-sectional associations 

previously reported. Further, there were many areas where the present findings are the first to 

report external validation. Specifically, this is the first study to use ethnicity, stressful life events, and 

parenting styles to validate a bifactor model, and the first to externally validate a specific positive 

mental health factor. Further, Chapter 3 substantially advances the external validation of a thought 

disorder specific factor across all domains (background, social environment, personality, and IQ). 

The multivariate model reveals in a cross-domain way not previously ascertained how aspects of 

social environment and personality explain equivalent amounts of variance in p, whilst the specific 

factors all have distinctly different predictive profiles. Finally, the accelerated growth models reveal 

trends of increasing and declining ill health from ages 14-27. The anxiety specific factor emerged as 

the factor of greatest increasing risk during this age range, followed by increased rates in p. The 

antisocial specific factor peaked in the mid-teens and declined thereafter, whilst the thought disorder 

specific factor declined over the full age range. These models could help target developmental 

phases for intervention – for example, that increasing efforts must be expended to reduce distress 

and anxiety in emerging adults, but that antisocial behaviour needs more attention in adolescence. 

Future work could look to discern predictors of change in these growth curves. Additionally, these 

models should be extended to both younger and older age ranges, so a more complete picture of 

mental health can be obtained across the lifespan.    

 

5.3 Final statements 

 Internationally, mental health problems contribute substantial burden, a burden which is 

substantially greater for adolescents and emerging adults (Kyu et al., 2018). The present body of 

work suggests that we can alleviate some of this burden by increasing young people’s contact with 

mental health services. While these studies cannot prove this assertion, since they are not 

randomized controlled trials, they represent some of the best evidence to support this assertion to 

date. By using community level data, a non-treated comparison group is possible. Such a 

naturalistic setting gives real-world impact to the beguiling findings from randomized control trials, 

obtained under ideal conditions. Clearly there is more work to be done. Putative mechanisms of 
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treatment action on symptoms have yet to be discerned. Subsample analyses of various conditions 

or various sectors of treatment could be attempted if larger samples were available. Such 

understanding would help focus efforts and potentially be cost saving. Nonetheless, the present 

findings give impetus to increase funding for young people’s mental health services. Access to 

effective treatments must be improved. If young people’s mental health is prioritized, the gains could 

be substantial.  
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6833/(0(17���
0HDVXUHV�XVHG�WR�REWDLQ�PHQWDO�KHDOWK�VHUYLFHV�LQIRUPDWLRQ�

�
1RWH��DOO�GDWD�ZDV�FRGHG���UHFRGHG�IURP�WKH�PHDVXUHV�EHORZ�E\�6$61��LQ�FRQVXOWDWLRQ�ZLWK�9-'��WR�FRQIRUP�WR�YDULDEOHV�RQ�
6XSSOHPHQWDU\�7DEOH����
�
�,��7+(�&$0%5,'*(�($5/<�(;3(5,(1&(�,17(59,(:��&$0((,��YHUVLRQ����-DQXDU\������E\�9DOHULH�-�'XQQ�	�,DQ�
0�*RRG\HU���$�UHVHDUFK�LQWHUYLHZ�ZLWK�SDUHQWV�SULPDU\�FDUHJLYHUV�WR�DVVHVV�WKHLU�FKLOG¶V�H[SRVXUH�WR�IDPLO\�IRFXVHG�DGYHUVLWLHV�
WKURXJK�FKLOGKRRG�DQG�DGROHVFHQFH��REWDLQHG�DW�7��FDUHJLYHU�LQWHUYLHZ���%HORZ�DUH�WKH�TXHVWLRQV�UHOHYDQW�WR�PHQWDO�KHDOWK�
VHUYLFHV��&RUH�TXHVWLRQV��DVNHG�YHUEDWLP��DUH�LQ�EROG�DQG�WKHVH�DUH�IROORZHG�E\�UHVHDUFKHU�OHG�GLVFXVVLRQV�EDVHG�RQ�VHWV�RI�
SURPSWLQJ�TXHVWLRQV��
�
3UREDQG�SV\FKLDWULF�SUREOHPV�
Code for each time period (ages 0-5, 5-11, 11-14). This may be a suitable time to ask consent to confirm details in clinical notes. 
Do not record minor illness/injuries. ���������
�
��+DV�«�HYHU�VXIIHUHG�DQ\�HPRWLRQDO��EHKDYLRXUDO�RU�RWKHU�SUREOHPV?  Follow questions below for specific problems. 
 
6SHFLILF�GLVRUGHUV��
�+DV�V�KH�HYHU�VHHPHG�YHU\�ORZ�IRU�ZHHNV�RQ�HQG"���±%HHQ�XQDEOH�WR�HQMR\�WKLQJV"�
�$V�IDU�DV�\RX�NQRZ�KDV�V�KH�HYHU�KXUW�WKHPVHOYHV�RQ�SXUSRVH�RU�DWWHPSWHG�VXLFLGH"�
��
�,V�ZDV�V�KH�D�ZRUULHU"�:KDW�DERXW"��+DV�«�HYHU�KDG�D�SDQLF�DWWDFN"�
�(YHU�EHHQ�YHU\�IULJKWHQHG�RI�D�VSHFLILF�WKLQJ"��
�(YHU�KDG�WR�FKHFN�WKLQJV�UHSHDWHGO\��RU�GR�WKLQJV�RYHU�DQG�DJDLQ"���
�%HHQ�D�VHULRXV�ZRUULHU"�$ERXW�ZKDW"�+RZ�EDG�GRHV�GLG�LW�JHW"�
��
�6WULFWO\�GLHWHG�ORVW�ZHLJKW"�+DG�UHJXODU�HDWLQJ�ELQJHV"�'HOLEHUDWHO\�VLFN�DIWHU�IRRG"��
�
�:KDW�DERXW�DWWHQWLRQ�RU�FRQFHQWUDWLRQ�SUREOHPV"���'RHV�V�KH�DFW�LPSXOVLYHO\"���
�&DQ�V�KH�VLW�VWLOO�ZKHQ�QHHGHG"�
�
�%HHQ�LQ�WURXEOH�ZLWK�SROLFH"������ � �*RW�LQWR�D�ORW�RI�ILJKWV�RU�EHHQ�YLROHQW"���
�%HHQ�DFFXVHG�RI�EXOO\LQJ�RWKHUV"����� �([FOXGHG�IURP�VFKRRO"��
�/RVHV�KLV�KHU�WHPSHU�D�ORW"���� � �$UJXHV�ZLWK�DGXOWV�DQG�ZRQ¶W�GR�DV�WROG"�
�+DYH�\RX�EHHQ�FRQFHUQHG�DERXW�KLV�KHU�GULQNLQJ�RU�WDNLQJ�GUXJV"�
 
�:DV�«��UHIHUUHG�WR�VHH�D�FOLQLFLDQ�IRU�DQ\�RI�WKHVH�SUREOHPV��OLNH�D�SV\FKLDWULVW��FRXQVHOORU�RU�VLPLODU�SHUVRQ"���Note 
details.�
�'LG�\RX�WKH\�WDNH�XS�WKH�UHIHUUDO"���:KDW�ZDV�WKH�GLDJQRVLV�RXWFRPH�WUHDWPHQW��LI�DQ\�"��
�
Then establish: 
�3UREDQG�DJH�V�RI�RQVHW"� � �5HIHUUHG"�7DNHQ�XS"� � �7UHDWPHQW"�����
�)XOO�UHFRYHU\"� � � 'XUDWLRQ�RI�LOOQHVV"�
�

�
�
�
�
�

3HUVRQ�DIIHFWHG��3)&��30&��VLE��SUREDQG�
'LDJQRVLV�� ������� DIIHFWLYH�� �������� � DQ[LHW\��� � $'+'�$''���� &'�2''�
��������� � ������� VXEVWDQFH�DOFR� � � 166,�� RWKHU�
�
5HIHUUHG�WR�� ������� *3� � � � PHQWDO�KHDOWK�VHUYLFH� � � (G��SV\FK� �
� ������� ������� IDPLO\�WKHUDS\� � � FRXQVHOORU� �������� � � RWKHU�
7DNHQ�XS�� ������� 1R� ����� � � <HV�
$JH�V�RI�SUREDQG�DW�RQVHW��������������,I�7���FXUUHQW���� QR���� \HV�
�
7UHDWPHQW�� ������� QRQH� � �������� � *3� � �

������� VLQJOH�SV\FK�R¶SDW� � UHJXODU�SV\FK�RXWSDWLHQW�����
������� DGPLVVLRQ��� � RWKHU� �

)XOO�UHFRYHU\������������� QR���� \HV� � 'XUDWLRQ�V��ZHHNV���
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�,,��)$0,/<�$1'�)$0,/<�+($/7+��SDUHQW�VHOI�UHSRUW�TXHVWLRQQDLUH�7��>DJH�����@�DQG�7��>DJH�����@��GHYHORSHG�E\�,DQ�0�
*RRG\HU�IRU�WKH�52276�VWXG\��
�
+($/7+�2)�52276�7((1$*(5���
�
�)ROORZLQJ�TXHVWLRQV�UHJDUGLQJ�DQ\�HPRWLRQDO�QHUYRXV�LOOQHVV�DQG�EHKDYLRXU�SUREOHPV�LQ�WKHLU�VRQ�GDXJKWHU«��
�
+DV�\RXU�VRQ�GDXJKWHU�HYHU�EHHQ�UHIHUUHG�WR�D�SV\FKLDWULVW��HGXFDWLRQDO�SV\FKRORJLVW�RU��
VLPLODU�SHUVRQ"�,)�<(6��SOHDVH�JLYH�GHWDLOV��who to, why, when, treatment):� � ��������� ��������<HV����1R������������������������������
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB�
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB�
BBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBBB�
�
�
�
�
�,,,��.(66/(5�36<&+2/2*,&$/�',675(66�6&$/(��.����
KWWS���ZZZ�KFS�PHG�KDUYDUG�HGX�QFV�IWSGLU�N��.���VHOI���DGPLQ���������),1$/�SGI��
�
6RXUFH��.HVVOHU�5��3URIHVVRU�RI�+HDOWK�&DUH�3ROLF\��+DUYDUG�0HGLFDO�6FKRRO��%RVWRQ��86$���
�7��SUREDQG�VHOI�UHSRUW�TXHVWLRQQDLUH��
�
7KHVH�TXHVWLRQV�DUH�DERXW�KRZ�\RX�KDYH�EHHQ�IHHOLQJ�GXULQJ�WKH�3$67�0217+����
�
)RU�HDFK�TXHVWLRQ��SOHDVH�FLUFOH�WKH�QXPEHU�WKDW�EHVW�GHVFULEHV�KRZ�RIWHQ�\RX�KDG�WKLV�IHHOLQJ��
�
4��
'XULQJ�WKDW�PRQWK��KRZ�RIWHQ�GLG�\RX�
IHHO�«��

$OO�RI�WKH�
WLPH�

0RVW�RI�WKH�
WLPH�

6RPH�RI�WKH�
WLPH�

$�OLWWOH�RI�WKH�
WLPH�

1RQH�RI�WKH�
WLPH�

D«WLUHG�RXW�IRU�QR�JRRG�
�����UHDVRQ�

�� �� �� �� ��

E���QHUYRXV"� �� �� �� �� ��
F«VR�QHUYRXV�WKDW�QRWKLQJ��
�����FRXOG�FDOP�\RX�GRZQ�

�� �� �� �� ��

G«KRSHOHVV"� �� �� �� �� ��
H«UHVWOHVV�RU�ILGJHW\"� �� �� �� �� ��
I«VR�UHVWOHVV�WKDW�\RX�FRXOG�
�����QRW�VLW�VWLOO"�

�� �� �� �� ��

J«GHSUHVVHG"� �� �� �� �� ��
K«VR�GHSUHVVHG�WKDW��
������QRWKLQJ�FRXOG�FKHHU�\RX�XS"�

�� �� �� �� ��

L���WKDW�HYHU\WKLQJ�ZDV�DQ�
�����HIIRUW"�

�� �� �� �� ��

M«ZRUWKOHVV"� �� �� �� �� ��
�
4��� 'XULQJ�WKH�SDVW�PRQWK��KRZ�PDQ\�WLPHV�GLG�\RX�VHH�D�GRFWRU�RU�RWKHU�KHDOWK�SURIHVVLRQDO�DERXW�WKHVH�IHHOLQJV"�
�
� � � � � � � � � BBBBBBBBBB���1XPEHU�RI�GD\V��
�
�
�
�
�
�
�
�
�
�
�
�
�
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�
�,9��75($70(17�$1'�5()(55$/�+,6725<��7��>DJH�����@�DGROHVFHQW�LQWHUYLHZ��GHYHORSHG�E\�,DQ�*RRG\HU�IRU�WKH�
52276�VWXG\��
�
+DV�DQ\RQH�HYHU�VXJJHVWHG�\RX�VHH��RU�UHIHUUHG�\RX�WR��VRPHRQH�OLNH�D�FRXQVHOORU��SV\FKRORJLVW�RU�SV\FKLDWULVW�IRU�DQ\�FRQFHUQV�
\RX�RU�WKH\�KDYH�DERXW�\RXU�PRRG�RU�EHKDYLRXU�RU�DQ\�ZRUULHV�DERXW�VRPHWKLQJ�WKDW¶V�KDSSHQHG�WR�\RX"�
�
3UHVHQWLQJ�3UREOHP��
�

� � �

'DWH�RI�RQVHW�� � � �
5HIHUUDO"� <HV�1R� <HV�1R� <HV�1R�
5HIHUUHG���FLUFOH�� ��*3�� ��*3�� ��*3��
� ��&RXQVHOORU� ��&RXQVHOORU� ��&RXQVHOORU�
� ��)DPLO\�7KHUDS\� ��)DPLO\�7KHUDS\� ��)DPLO\�7KHUDS\�
� ��(GXFDWLRQ�SV\FK� ��(GXFDWLRQ�SV\FK� ��(GXFDWLRQ�SV\FK�
� ��3V\FKLDWULVW� ��3V\FKLDWULVW� ��3V\FKLDWULVW�
� ��2WKHU�BBBBBBBBBBBBBBBB� ��2WKHU�BBBBBBBBBBBBBBBB� ��2WKHU�BBBBBBBBBBBBBBBB�
� ���5HIHUUHG��EXW�XQNQRZQ� ���5HIHUUHG��EXW�XQNQRZQ� ���5HIHUUHG��EXW�XQNQRZQ�
7UHDWPHQW���FLUFOH�� ��1RQH� ��1RQH� ��1RQH�

��6LQJOH�RXWSDWLHQW�RU�
DVVHVVPHQW�

��6LQJOH�RXWSDWLHQW�RU�
DVVHVVPHQW�

��6LQJOH�RXWSDWLHQW�RU�
DVVHVVPHQW�

���5HJXODU�RXWSDWLHQW� ���5HJXODU�RXWSDWLHQW� ���5HJXODU�RXWSDWLHQW�
���$GPLWWHG� ���$GPLWWHG� ���$GPLWWHG�
���2WKHU�BBBBBBBBBBBBBBB� ���2WKHU�BBBBBBBBBBBBBBB� ���2WKHU�BBBBBBBBBBBBBBB�

$GKHUHQFH�WR�WUHDWPHQW�
�

�
<HV�1R�

�
<HV�1R�

�
<HV�1R�

'XUDWLRQ�RI�7UHDWPHQW�
�

� � �

0HGLFDWLRQ� � � �
'XUDWLRQ�RI�PHGV��
�

� � �

$GKHUHQFH�WR�PHGV"�
�

� � �

1RWHV��
�
�

� � �
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PHQWDO�GLVRUGHU��0)4 0RRG�DQG�)HHOLQJV�4XHVWLRQQDLUH��
�
�
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6833/(0(17����$GGLWLRQDO�PHWKRG�DQG�UHVXOWV�GHWDLOV�
�
�

0HWKRG�
�

3XWDWLYH�FRQIRXQGHUV���6XSSOHPHQWDU\�7DEOH���FRQWDLQV�GDWD�VRXUFH�DQG�WLPH�SRLQW�ZKHQ�GDWD�ZDV�REWDLQHG������
Socio-demograhics:�HWKQLFLW\��,QGH[�RI�0XOWLSOH�'HSULYDWLRQ���EDVHG�RQ�EDVHOLQH�SRVW�FRGH���ZKHWKHU�WKH�DGROHVFHQW�ZDV�OLYLQJ�
ZLWK�KLV�KHU�ELRORJLFDO�SDUHQWV����
Environmental factors:�QXPEHU�RI�VWUHVVIXO�OLIH�HYHQWV�LQ�WKH�SDVW�\HDU��/LIH�(YHQWV�4XHVWLRQQDLUH����FXUUHQW�IDPLO\�G\VIXQFWLRQ�
�0F0DVWHU�)DPLO\�$VVHVVPHQW�'HYLFH���DQG�IULHQGVKLSV��&DPEULGJH�)ULHQGVKLS�6FDOH����DQ\�IDPLO\�IRFXVHG�DGYHUVLWLHV�E\�7��
�DJH�������&DPEULGJH�(DUO\�([SHULHQFHV�,QWHUYLHZ�����
Individual factors:�JHQGHU��SXEHUWDO�VWDWXV��7DQQHU�VWDJHV������
Mental Health factors:�DQ\�SDVW�.�6$'6�GLDJQRVLV��DQ\�PHQWDO�KHDOWK�VHUYLFH�UHIHUUDO�DJH�������DQ\�PHQWDO�KHDOWK�VHUYLFHV�DIWHU�
7���DQ\�HPRWLRQDO�SUREOHPV�LQ�D�IDPLO\�PHPEHU��SDVW���\HDUV�RU�SUHVHQW���FXUUHQW�DQWLVRFLDO�WUDLWV��$QWLVRFLDO�3URFHVV�6FUHHQLQJ�
'HYLFH������
Diagnostic factors��WKRVH�ZLWK�D�7��PHQWDO�KHDOWK�GLVRUGHU�RQO\���GLDJQRVLV�W\SH��VHYHULW\��EDVHG�RQ�&KLOGUHQ
V�*OREDO�$VVHVVPHQW�
6FDOH���PLOG����������PRGHUDWH����������RU�VHYHUH�����������DQG�SUHVHQFH�RI�FRPRUELGLW\���
7RWDO�VFRUHV�ZHUH�XVHG�IRU�FRQWLQXRXV�PHDVXUHV�LI�DW�OHDVW�����RI�LWHPV�ZHUH�FRPSOHWHG��RU������IRU�PHDVXUHV�FRQWDLQLQJ����RU�
IHZHU�LWHPV���
�
0XOWLSOH�,PSXWDWLRQ��
)RU�ORQJLWXGLQDO�PHDVXUHV�ZKLFK�ZHUH�FRQWLQXRXV�VXP�VFRUHV��0)4��IULHQGVKLSV��DQWLVRFLDO�WUDLWV��DQG�IDPLO\�G\VIXQFWLRQ���
PLVVLQJ�GDWD�IURP�DOO�WKUHH�WLPH�SRLQWV�ZHUH�LPSXWHG�VHSDUDWHO\�E\�PHDVXUH��ZLWK�HDFK�PRGHO�FRQVLVWLQJ�RI�DOO�LWHPV�IURP�WKH�
PHDVXUH�DW�DOO�WLPH�SRLQWV��DV�ZHOO�DV�JHQGHU��VRFLR�HFRQRPLF�VWDWXV��DQG�'60�GLDJQRVLV�DW�7���\HV�QR���UHODWHG�WR�DWWULWLRQ�
WKURXJKRXW�WKH�VWXG\��)ROORZLQJ�LWHP�LPSXWDWLRQ��PHDVXUHV�ZHUH�UH�VFRUHG�EDVHG�RQ�FULWHULD�DERYH��1H[W��FDWHJRULFDO�DQG�RUGLQDO�
YDULDEOHV�REWDLQHG�DW�7��DQG�7���DJH�������DQ\�HPRWLRQDO�SUREOHPV�LQ�D�IDPLO\�PHPEHU��DGROHVFHQW�OLYLQJ�ZLWK�ELRORJLFDO�SDUHQWV��
QXPEHU�RI�VWUHVVIXO�OLIH�HYHQWV�LQ�WKH�SDVW�\HDU��ZHUH�LPSXWHG�DORQJ�ZLWK�EDVHOLQH�RQO\�FDWHJRULFDO�YDULDEOHV��HWKQLFLW\��VRFLR�
HFRQRPLF�VWDWXV��SXEHUWDO�VWDWXV��DQG�IDPLO\�IRFXVHG�DGYHUVLWLHV���$OVR�LQFOXGHG�LQ�WKLV�LPSXWDWLRQ�PRGHO�ZHUH�DQ�DGGLWLRQDO����
YDULDEOHV�ZKLFK�ZHUH�XVHG�LQ�WKH�RXWFRPH�PRGHOV�RU�SUHGLFWHG�PLVVLQJQHVV��DYDLODEOH�IURP�WKH�ILUVW�DXWKRU�XSRQ�UHTXHVW���8VLQJ�
WKH�LFH�FRPPDQG�LQ�6WDWD���WZHQW\�FKDLQHG�HTXDWLRQV�ZHUH�FUHDWHG��D�JUHDWHU�QXPEHU�WKDQ�WKH�SHUFHQWDJH�RI�PLVVLQJ�RXWFRPH�
GDWD����7KLV�PHWKRG�DVVXPHV�GDWD�DUH�PLVVLQJ�DW�UDQGRP��D�UHDVRQDEOH�DVVXPSWLRQ�JLYHQ�WKH�DELOLW\�RI�PDQ\�YDULDEOHV�WR�SUHGLFW�
PLVVLQJQHVV��5XELQ¶V�UXOHV�ZHUH�XVHG�ZKHQ�FRPELQLQJ�WKH�LPSXWHG�GDWDVHWV�IRU�DQDO\VLV�����
�
&KDQJH�LQ�'HSUHVVLRQ�6FRUHV��
,Q�RUGHU�WR�FRQWURO�IRU�FRQIRXQGLQJ��EDVHOLQH�FRYDULDWHV�UHODWHG�WR�ERWK�WKH�SUHGLFWRU��7��GLVRUGHU�DQG�VHUYLFHV�YDULDEOH��DQG�
RXWFRPH��7��0)4��S��ā���RU�3HDUVRQ¶�U�RU�U !�ā���ZHUH�LQGLYLGXDOO\�SXW�LQ�D�PXOWL�OHYHO�PRGHO�RI�7��GLVRUGHU�DQG�VHUYLFHV�
SUHGLFWLQJ�0)4�DFURVV�WLPH��EDVH�PRGHO���ZLWK�QRQ�VLJQLILFDQW�FRYDULDWHV�H[FOXGHG�IURP�IXOO�PRGHOV���'LDJQRVWLF�IDFWRUV�ZHUH�QRW�
LQFOXGHG�DV�FRYDULDWHV��DV�E\�GHILQLWLRQ�WKH\�GLG�QRW�DSSO\�WR�WKH�FRQWURO�JURXS��DQG�ZHUH�WKXV�FROOLQHDU�ZLWK�WKH�SUHGLFWRU�
�U!�ā������$Q\�PRGHOV�ZKLFK�LQYROYHG�SRVW�EDVHOLQH�0)4�DOVR�FRQWUROOHG�IRU�DQ\�VHUYLFH�XVDJH�DIWHU�EDVHOLQH���$OO�WZHOYH�
FRYDULDWHV�ZKLFK�FRUUHODWHG�S��ā���ZLWK�ERWK�7��0)4�DQG�7��GLVRUGHU�DQG�VHUYLFHV��6XSSOHPHQWDU\�7DEOH��E��UHPDLQHG�LQ�WKH�
IXOO�PRGHO��KDYLQJ�UHWDLQHG�S��ā���LQ�VHSDUDWH�EDVH�PRGHOV��H[FHSW�PHQWDO�KHDOWK�UHIHUUDOV�DJH�������S �ā����FRYDULDWH�LQWHU�
FRUUHODWLRQV��ā�������
�
3URSHQVLW\�6FRUH�$GMXVWHG�$QDO\VHV��
6LPLODU�WR�WKH�SUHVHQW�VWXG\��SURSHQVLW\�VFRULQJ�KDV�EHHQ�XVHG�WR�DGMXVW�IRU�FRQIRXQGV�LQ�D�ELUWK�FRKRUW�LQYHVWLJDWLQJ�ZKHWKHU�
UHSRUWHG�SV\FKRWURSLF�GUXJ�XVH�ZDV�DVVRFLDWHG�ZLWK�LPSURYHPHQW�LQ�GHSUHVVLYH�V\PSWRPV����,Q�WKH�SUHVHQW�VWXG\��WKH�SURSHQVLW\�
VFRUH�ZDV�HVWLPDWHG�XVLQJ�ORJLVWLF�UHJUHVVLRQ��ZLWK�EDVHOLQH�FRYDULDWHV�FRUUHODWHG�WR�WKH�RXWFRPH��0)4�FOLQLFDO�FXW�RII�DJH����
! �ā����XVHG�WR�SUHGLFW�EDVHOLQH�PHQWDO�KHDOWK�VHUYLFH�FRQWDFW�UHJDUGOHVV�RI�WKH�FRYDULDWH�UHODWLRQVKLS�ZLWK�PHQWDO�KHDOWK�VHUYLFH�
FRQWDFW�������7KH�SURSHQVLW\�VFRUH�PHWKRG�XVHG�WR�FKHFN�FRYDULDWH�EDODQFH�EHWZHHQ�JURXSV�DQG�ZHLJKW�WKH�GDWD�ZDV�LQYHUVH�
SUREDELOLW\�RI�WUHDWPHQW�ZHLJKWLQJ��,37:���,37:�JLYHV�FRUUHFW�HVWLPDWLRQV�RI�WUHDWPHQW�HIIHFW�LQ�VPDOO�VDPSOH�VL]HV����DQG�RQ�
DYHUDJH�LV�VLPLODU�WR�WKH�WUHDWPHQW�HIIHFW�LQ�UDQGRPL]HG�VWXGLHV��XQOLNH�RWKHU�SURSHQVLW\�VFRULQJ�PHWKRGV����6WDELOL]HG�,37:V�ZHUH�
XVHG�WR�UHGXFH�LPSDFW�RI�H[WUHPH�ZHLJKWV��WKXV�UHGXFLQJ�HVWLPDWH�ELDV����7KH�SURSHQVLW\�VFRUH�DGMXVWHG�RXWFRPH�PRGHOV�ZHUH�
HVWLPDWHG�ZLWK�HDFK�,37:�DV�WKH�DQDO\WLFDO�ZHLJKW����3RVW�EDVHOLQH�FRYDULDWHV��LQFOXGLQJ�SULRU�0)4��VHH�6XSSOHPHQWDU\�7DEOH��E��
ZHUH�LQFOXGHG�DV�FRQIRXQGHUV�LI�FRUUHODWHG�! �ā���ZLWK�ERWK�WKH�ZHLJKWHG�RXWFRPH�DQG�SUHGLFWRU��FDOFXODWHG�VHSDUDWHO\�LQ�IXOO�
VDPSOH�DQG�FRPPRQ�VXSSRUW�VDPSOH���

�
�

�
5HVXOWV��
�
3URSHQVLW\�VFRUH�ZHLJKWHG�PRGHOV�IRU�GLDJQRVHG�VDPSOH��
8QEDODQFHG�FRYDULDWHV�SULRU�WR�SURSHQVLW\�VFRUH�ZHLJKWLQJ�DUH�LQGLFDWHG�RQ�6XSSOHPHQWDU\�7DEOH��E��$IWHU�ZHLJKWLQJ��PHQWDO�
KHDOWK�UHIHUUDOV�DJH������DQG�FXUUHQW�FRPRUELGLW\�UHPDLQHG�XQEDODQFHG�EHWZHHQ�WKRVH�ZLWK�D�FXUUHQW�PHQWDO�GLVRUGHU�ZKR�KDG��DQG�
KDG�QRW�DFFHVVHG�PHQWDO�KHDOWK�VHUYLFHV�LQ�WKH�SDVW�\HDU��5HIHUUDOV�DJH������ZDV�DGGHG�WR�WKH�SURSHQVLW\�VFRUH�PRGHO��EHLQJ�PRUH�



��
�

UHODWHG�WR�WKH�RXWFRPH�DQG�OHVV�UHODWHG�WR�WKH�SUHGLFWRU�WKDQ�FXUUHQW�FRPRUELGLW\����7KHUHDIWHU��DOO�FRYDULDWHV�ZHUH�EDODQFHG�
�VWDQGDUGL]HG�GLIIHUHQFHV���ā����DOO�QV��6XSSOHPHQWDU\�)LJXUH�����LQGLFDWLQJ�FRUUHFW�VSHFLILFDWLRQ�RI�WKH�SURSHQVLW\�VFRUH�PRGHO������

�
3URSHQVLW\�VFRUH�ZHLJKWHG�PRGHOV�IRU�DOO�6HUYLFH�8VHUV��
)RU�WKH�SURSHQVLW\�VFRUH�ZHLJKWHG�DQDO\VHV��EDVHOLQH�FRYDULDWHV�WKDW�FRUUHODWHG�ZLWK�7���DJH�������0)4�FXW�RII�! �ā���ZHUH�
LGHQWLFDO�WR�WKRVH�LQ�WKH�GLDJQRVHG�RQO\�VDPSOH��H[FHSW�SDVW�.�6$'6�GLDJQRVLV�ZDV�QRW�FRUUHODWHG��$IWHU�ZHLJKWLQJ��SDVW�.�6$'6�
GLDJQRVLV��IDPLO\�IRFXVHG�DGYHUVLWLHV��UHIHUUDOV�DJH�������DQG�FXUUHQW�DQ[LHW\�GLDJQRVLV�ZHUH�XQEDODQFHG��7KHVH�ZHUH�LWHUDWLYHO\�
DGGHG�WR�WKH�SURSHQVLW\�VFRUH�PRGHO��H[FHSW�IDPLO\�IRFXVHG�DGYHUVLWLHV��ZKLFK�EHFDPH�EDODQFHG�XSRQ�DGGLWLRQ�RI�SDVW�.�6$'6�
GLDJQRVLV��&XUUHQW�FRPRUELGLW\�ZDV�WKHQ�XQEDODQFHG��DIWHU�LWV�DGGLWLRQ�WR�WKH�PRGHO�DOO�FRYDULDWHV�ZHUH�EDODQFHG��6'LII��ā�������
�
�
5HIHUHQFHV��
�
���� 1REOH�0��0F/HQQDQ�'��:LONLQVRQ�.��:KLWZRUWK�$��%DUQHV�+��'LEEHQ�&��7KH�(QJOLVK�,QGLFHV�RI�'HSULYDWLRQ�������

/RQGRQ��'HSDUWPHQW�IRU�&RPPXQLWLHV�DQG�/RFDO�*RYHUQPHQW���������
���� *RRG\HU�,0��+HUEHUW�-��7DPSOLQ�$��$OWKDP�30��5HFHQW�OLIH�HYHQWV��FRUWLVRO��GHK\GURHSLDQGURVWHURQH�DQG�WKH�RQVHW�RI�

PDMRU�GHSUHVVLRQ�LQ�KLJK�ULVN�DGROHVFHQWV��Br J Psychiatry.�������������±������
���� (SVWHLQ�1%��%DOGZLQ�/0��%LVKRS�'6��7KH�0F0DVWHU�)DPLO\�$VVHVVPHQW�'HYLFH��-�0DULWDO�)DP�7KHU������������±�����
���� $WNLQ�$��&RUGHU�.��*RRG\HU�,��%DPEHU�'��(NHOXQG�8��%UDJH�6��HW�DO��3HUFHLYHG�IDPLO\�IXQFWLRQLQJ�DQG�IULHQGVKLS�TXDOLW\��

FURVV�VHFWLRQDO�DVVRFLDWLRQV�ZLWK�SK\VLFDO�DFWLYLW\�DQG�VHGHQWDU\�EHKDYLRXUV��Int J Behav Nutr Phys Act�����������±����
���� 'XQQ�9-��$EERWW�5$��&URXGDFH�7-��:LONLQVRQ�3��-RQHV�3%��+HUEHUW�-��HW�DO��3URILOHV�RI�IDPLO\�IRFXVHG�DGYHUVH�

H[SHULHQFHV�WKURXJK�FKLOGKRRG�DQG�HDUO\�DGROHVFHQFH��7KH�52276�SURMHFW�D�FRPPXQLW\�LQYHVWLJDWLRQ�RI�DGROHVFHQW�
PHQWDO�KHDOWK��BMC Psychiatry.����������±�����

���� 7DQQHU�5��*URZWK�DW�$GROHVFHQFH��2[IRUG��%ODFNZHOO���������
���� )ULFN�3-��+DUH�5'��7KH�$QWLVRFLDO�3URFHVV�6FUHHQLQJ�'HYLFH��$36'���7RURQWR��0XOWL�+HDOWK�6\VWHPV���������
���� 6KDIIHU�'��*RXOG�06��%UDVLF�-��$PEURVLQL�3��)LVKHU�3��%LUG�+��HW�DO��$�&KLOGUHQ¶V�*OREDO�$VVHVVPHQW�6FDOH��&*$6���

Arch Gen Psychiatry.�������������±�����
���� 5R\VWRQ�3��:KLWH�,��0XOWLSOH�,PSXWDWLRQ�E\�&KDLQHG�(TXDWLRQV��0,&(���LPSOHPHQWDWLRQ�LQ�6WDWD��J Stat Softw. 

���������±�����
����� :KLWH�,��5R\VWRQ�3��:RRG�$��0XOWLSOH�LPSXWDWLRQ�XVLQJ�FKDLQHG�HTXDWLRQV��,VVXHV�DQG�JXLGDQFH�IRU�SUDFWLFH��Stat Med. 

�����������±�����
����� 5XELQ�'��0XOWLSOH�LPSXWDWLRQ�IRU�QRQUHVSRQVH�LQ�VXUYH\V��+RERNLQ��-RKQ�:LOH\�DQG�6RQV���������
����� &ROPDQ�,��&URXGDFH�7-��:DGVZRUWK�0(-��.XK�'��-RQHV�3%��3V\FKLDWULF�RXWFRPHV����\HDUV�DIWHU�WUHDWPHQW�ZLWK�

DQWLGHSUHVVDQWV�RU�DQ[LRO\WLFV��Br J Psychiatry.�������������±�����
����� %URRNKDUW�0$��6FKQHHZHLVV�6��5RWKPDQ�.-��*O\QQ�5-��$YRUQ�-��6W�UPHU�7��9DULDEOH�VHOHFWLRQ�IRU�SURSHQVLW\�VFRUH�

PRGHOV��Am J Epidemiol.��������������±�����
����� 3LUUDFFKLR�5��5HVFKH�5LJRQ�0��&KHYUHW�6��(YDOXDWLRQ�RI�WKH�SURSHQVLW\�VFRUH�PHWKRGV�IRU�HVWLPDWLQJ�PDUJLQDO�RGGV�UDWLRV�

LQ�FDVH�RI�VPDOO�VDPSOH�VL]H��BMC Med Res Methodol�����������±�����
����� $OL�06��*URHQZROG�5++��%HOLWVHU�6�9��3HVWPDQ�:5��+RHV�$:��5RHV�.&%��HW�DO��5HSRUWLQJ�RI�FRYDULDWH�VHOHFWLRQ�DQG�

EDODQFH�DVVHVVPHQW�LQ�SURSHQVLW\�VFRUH�DQDO\VLV�LV�VXERSWLPDO��D�V\VWHPDWLF�UHYLHZ��J Clin Epidemiol.������������±�����
����� 5RELQV�-0��+HUQDQ�0$��%UXPEDFN�%��0DUJLQDO�VWUXFWXUDO�PRGHOV�DQG�FDXVDO�LQIHUHQFH�LQ�HSLGHPLRORJ\� Epidemiology��

�����������±�����
����� /LQGHQ�$��$GDPV�-/��(YDOXDWLQJ�KHDOWK�PDQDJHPHQW�SURJUDPPHV�RYHU�WLPH��$SSOLFDWLRQ�RI�SURSHQVLW\�VFRUH�EDVHG�

ZHLJKWLQJ�WR�ORQJLWXGLQDO�GDWD��J Eval Clin Pract.������������±����
����� $XVWLQ�3&��$Q�LQWURGXFWLRQ�WR�SURSHQVLW\�VFRUH�PHWKRGV�IRU�UHGXFLQJ�WKH�HIIHFWV�RI�FRQIRXQGLQJ�LQ�REVHUYDWLRQDO�VWXGLHV��
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