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We introduce and study the notion of overt choice for countably-based spaces and for CoPol-
ish spaces. Overt choice is the task of producing a point in a closed set specified by what
open sets intersect it. We show that the question of whether overt choice is continuous for
a given space is related to topological completeness notions such as the Choquet-property;
and to whether variants of Michael’s selection theorem hold for that space. For spaces where
overt choice is discontinuous it is interesting to explore the resulting Weihrauch degrees,
which in turn are related to whether or not the space is Fréchet-Urysohn.

1 Introduction

Let us assume that we have the ability to recognize, given an open predicate, there exists a
solution satisfying that predicate. Under which conditions does this suffice to actually obtain
a solution? This idea is formalized in the notion of overt choice. In this paper, we investigate
overt choice under the assumption that the set of solutions is a topologically closed set, although
we will often omit the word “closed” for simplicity.

On the one hand, studying overt choice is a contribution to (computable) topology. Overt
choice for a given space being computable/continuous is a completeness notion, which in the
metric case coincides with being Polish. Understanding in more generality for what spaces overt
choice is continuous will aid us in extending results and constructions from Polish spaces to
more general classes of spaces. On the other hand, the degrees of non-computability of choice
principles have turned out to be an extremely useful scaffolding structure in the Weihrauch
lattice. Studying the Weihrauch degrees of overt choice in spaces where this is not computable
reveals more about hitherto unexplored regions of the Weihrauch lattice.

Overtness is the often overlooked dual notion to compactness. A subset of a space is overt,
if the set of open subsets intersecting it is itself an open subset of the corresponding hyperspace.
Equivalently, if existential quantification over the set preserves open predicates. Since in classical
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2 Overt choice

topology, arbitrary unions of open sets are open, overtness becomes trivial. In constructive or
synthetic topology, however, it is a core concept. Even classically, though, we can make sense
of the space V(X) of (topologically closed) overt subsets of a given space X. The space V(X) is
isomorphic to the hyperspace of closed sets with the positive information topology (equivalently,
the sequentialization of the lower Vietoris or lower Fell topology). Overt choice for X, which we
denote VCX, is just the task of producing an element of a given non-empty set A ∈ V(X).

Since the lower-semicontinuous closed-valued functions into X are equivalent to the contin-
uous functions into V(X), the continuity of VCX gives rise to variants of Michael’s selection
theorem [21]. We can thus view the question of what spaces make overt choice continuous as
asking about for which spaces Michael’s selection theorem holds.

Our contributions We generalize the known result that overt choice is computable for com-
putable Polish spaces to computable quasi-Polish spaces (Theorem 20). Since the latter notion
is not yet fully established, we first investigate a few candidate definitions for effectivizing the
notion of a quasi-Polish space, and show that the candidate definitions fall into two equiv-
alence classes, which we then dub precomputably quasi-Polish(Definition 13) and computably
quasi-Polish (Definition 15).

As a partial converse, we show that for countably-based T1-spaces the continuity of overt
choice is equivalent to being quasi-Polish (Corollary 23). In Section 5 we then explore overt
choice for several canonic examples of countably-based yet not quasi-Polish spaces, and study
the Weihrauch degrees of overt choice for these.

Besides countably-based spaces, we also investigate CoPolish spaces (Section 6). We see that
overt choice is continuous for a CoPolish space iff that space is actually countably-based. More-
over, the topological Weihrauch degree of overt choice on a CoPolish space is always comparable
with LPO, and whether it is above or strictly below LPO tells us whether the space has the
Fréchet-Urysohn property. These results are summarized in Corollary 68.

2 Background on represented spaces and Weihrauch degrees

2.1 Represented spaces and synthetic topology

The formal setting for our investigation will be the category of represented spaces [23], which
is commonly used in computable analysis. It constitutes a model for synthetic topology in the
sense of Escardó [15]. We will contend ourselves with giving a very brief account of the essential
notions for our purposes, and refer to [23] for more details and context. In the area of computable
analysis, most of the following were first obtained in [24].

Definition 1. A represented space is a pair (X, δ) of a set X and a partial surjection δ :⊆ NN →
X. We commonly write X, Y, etc, for represented spaces (X, δX), (Y, δY ). A (multivalued)
function between represented spaces is a (multivalued) function between the underlying sets. A
partial function F :⊆ NN → NN is a realizer of f :⊆ X ⇒ Y (written F ` f) if δY (F (p)) ∈
f(δX(p)) for all p ∈ dom(f ◦ δX). We call f :⊆ X ⇒ Y computable respectively continuous if it
has a computable respectively continuous realizer.

By the grace of the UTM-theorem, the category of represented spaces and continuous func-
tions is cartesian-closed, i.e. we have a function space construction – that even makes all the
expected operations computable. We denote the space of continuous functions from X to Y by
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C(X,Y). A special represented space of significant relevance is Sierpiński space Σ, having the
two elements > and ⊥ and represented via δΣ : NN → {>,⊥} where δ−1

Σ ({⊥}) = {0ω}.
We obtain a space O(X) of subsets of a given space X by identifying U ⊆ X with its

characteristic function χU : X→ Σ. The elements of O(X) are called open sets, which is justified
in particular by noting thatO(X) is the final topology induced along δX by the subspace topology
on dom(δX). The space A(X) of closed subsets is obtained by identifying a set A ∈ A(X) with
its complement (X \A) ∈ O(X).

The space O(N) has a particularly nice characterization: Its elements are all subsets of N,
and they are represented as enumerations. The topology on O(N) is thus the Scott topology.
We then define the notion of an effective countable basis:

Definition 2. X is effectively countably-based if there is some computable function B : N →
O(X) such that the computable function U 7→

⋃
n∈U B(n) : O(N) → O(X) has a computable

multi-valued inverse.

For any subset A ⊆ X, the set UA = {U ∈ O(X) | U ∩ A 6= ∅} is an open subset of O(X),
hence an element of O(O(X)). The corresponding characteristic function χUA : O(X) → Σ is
continuous and preserves finite joins between the lattices O(X) and Σ (i.e., χUA(∅) = ⊥ and
χUA(U∪V ) = χUA(U)∨χUA(V )). Conversely, if χ : O(X)→ Σ is continuous and preserves finite
joins, then by defining A = X \

⋃
{U ∈ O(X) | χ(U) = ⊥}, we see that χ is the characteristic

function of the open subset {U ∈ O(X) | U ∩A 6= ∅} of O(X).

We define V(X) to be the subspace of O(O(X)) of join preserving functions in the above
sense. Since any A ⊆ X determines an element {U ∈ O(X) | U ∩A 6= ∅} in V(X) which encodes
the information about which open sets intersect A, it is convenient to think of V(X) as the
space of overt subsets of X. However, this does not characterize subsets of X uniquely: For sets
A,B ⊆ X we have that {U ∈ O(X) | U ∩ A 6= ∅} = {U ∈ O(X) | U ∩ B 6= ∅} if and only if A
and B have equal closures in X.

To avoid this ambiguity, we adopt the convention that the elements of V(X) are encoding
topologically closed subsets of X. Under this convention, the space V(X) is isomorphic to the
space of closed subsets of X with the positive information topology (equivalently, the sequen-
tialization of the lower Vietoris or lower Fell topology). We will, however, sometimes simply
refer to the elements of V(X) as “overt” sets, with the implicit understanding that they are
topologically closed.

If X is effectively countably-based via some (Bn)n∈N, we can conceive of A ∈ V(X) as being
represented via {n ∈ N | Bn ∩A 6= ∅} ∈ O(N).

2.2 Weihrauch degrees

Weihrauch reducibility is a preorder between multivalued functions on represented spaces. It is
a many-one reducibility captures the idea of when f is solvable using computable means and
a single application of another principle g. Inspired by earlier work by Weihrauch [29, 30] it
was promoted as a setting for computable metamathematics in [16, 6, 5]. A recent survey and
introduction is found in [7], to which we refer for further reading.

Definition 3. Let f :⊆ X ⇒ Y and g :⊆ U ⇒ V be multi-valued functions between represented
spaces. We say that f is Weihrauch reducible to g (f ≤W g) if there are computable functions
H,K :⊆ NN → NN such that whenever G ` g, then K(〈id, GH〉) ` f . If we can even chose H,K
such that KGH ` f whenever G ` g, we have a strong Weihrauch reduction (f ≤sW g).
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We write ≤t
W respectively ≤t

sW for the relativized versions (equivalently, the versions where
computable is replaced by continuous). With f ≡W g we abbreviate f ≤W g ∧ g ≤W f , with
f <W g we abbreviate f ≤W g ∧ g �W f , and f |Wg stands in for f �W g ∧ g �W f .

The equivalence classes for ≤W are the Weihrauch degrees, which form a distributive lattice.
The cartesian product of multivalued functions induces an operation× on the Weihrauch degrees.
We also use the closure operator ̂ which is induced by the lifting of f :⊆ X ⇒ Y to f̂ :⊆ XN ⇒
YN. The operation f ? g captures the idea of first making one call to g, and then one call to f .
As such, f ? g is the maximal Weihrauch degree arising as a composition f ′ ◦ g′ where f ′ ≤W f
and g′ ≤W g. A formal construction is found in [9].

Many computational tasks that have been classified in the Weihrauch lattice turned out to
be equivalent to a closed choice principle parameterized by some represented space:

Definition 4. For represented space X, let its closed choice CX :⊆ A(X) ⇒ X be defined by
A ∈ dom(CX) iff A 6= ∅ and x ∈ CX(A) iff x ∈ A.

The topological Weihrauch degree is CX reflects topological properties of X. For example,
for any uncountable compact metric space X we find that CX ≡t

W C{0,1}N . This is discussed
further in [4]. The principle CN has the more intuitive characterization of finding a natural
number not occurring in an enumeration (that does not exhaust all natural numbers). Both
C{0,1}N and CNN are about finding infinite paths through ill-founded trees. For C{0,1}N , the tree
is binary, whereas for CNN the tree can be countably-branching.

3 Fundamentals on overt choice

As mentioned above, overt choice is the task of finding a point in a given overt set. A priori,
this is an ill-specified task, as overt sets do not uniquely determine an actual set of points. Our
convention that elements of V(X) are topologically closed does ensure the well-definedness of
overt choice. Consequently, it might be more accurate to speak of closed overt choice. To keep
notation simple, we omit the reminder of our convention in the following.

Definition 5. For represented space X, let its overt choice VCX :⊆ V(X) ⇒ X be defined by
A ∈ dom(VCX) iff A 6= ∅ and x ∈ VCX(A) iff x ∈ A.

Note the similarity between the definitions of closed choice (Definition 4) and overt choice
(Definition 5). Given the importance of the former in the study of Weihrauch degrees, this is
an argument in favour of exploring the latter notion, too.

We shall observe some basic properties of how overt choice for various spaces is related,
similar to the investigation for closed choice in [4].

Proposition 6. Let s : X → Y be an effectively open computable surjection. Then VCY ≤W

VCX.

Proof. As s is effectively open, we can compute s−1(A) ∈ V(X) from A ∈ V(Y). Then VCX

can be used to obtain some x ∈ s−1(A). Computability of s then lets us compute s(x) ∈ A.

Corollary 7. If X and Y are computably isomorphic, then VCX ≡W VCY.

Proposition 8. Let X be a computably closed subspace of Y. Then VCX ≤W VCY.

Proof. Under the given conditions, we can compute id : V(X)→ V(Y), which yields the claim.
To see this, we just need to note that U 7→ U ∩X : O(Y)→ O(X) is computable, and that for
A ⊆ X we have that U ∩A 6= ∅ iff (U ∩X) ∩A 6= ∅.
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The requirement of the subspace being computably closed is necessary for the previous
proposition to hold. To see this, note that we can adjoin a computable bottom element to an
arbitrary represented space, in such a way that the original space is computably open inside the
resulting space, and that the only open set containing the bottom element is the entire space.
Since every non-empty closed subset of the resulting space contains the bottom element, closed
overt choice becomes trivially computable.

Lemma 9. The map × : V(X)×V(Y)→ V(X×Y) defined by (A,B) 7→ A×B is computable.

Proof. For all x ∈ X and all W ∈ O(X×Y) the set Vx,W := {y ∈ Y | (x, y) ∈ W} is open and
the map (x,W ) 7→ Vx,W is computable. By composition, it follows that

(W,B) 7→ UW,B := {x ∈ X |B ∩ Vx,W 6= ∅} : O(X×Y)× V(Y)→ O(X)

is well-defined and computable. For all A ∈ V(X), we have A∩UW,B 6= ∅ ⇐⇒ (A×B)∩W 6= ∅.
Therefore the function V(X)×V(Y)×O(X×Y)→ Σ mapping (A,B,W ) to > iff W intersects
A×B is computable.

We conclude:

Corollary 10. VCX ×VCY ≤sW VCX×Y.

4 Overt choice for quasi-Polish spaces

Quasi-Polish spaces were introduced in [11] as a suitable setting for descriptive set theory. They
generalize both Polish spaces, which form the traditional hunting grounds of descriptive set
theory, as well as ω-continuous domains which had been the focus of previous work to extend
descriptive set theory (e.g. [27, 28]). Essentially, they are complete countably-based spaces.

4.1 Defining computable quasi-Polish spaces

An attractive feature of the class of quasi-Polish spaces is the multitude of very different yet
equivalent definitions for it, as demonstrated in [11]. This makes the task of identifying the
correct definition of a computable quasi-Polish space challenging, however: It does not suffice
to effectivize one definition, but one needs to check to what extent the classically equivalent
definitions remain equivalent in the computable setting, and in case they are not all equivalent,
to choose which one is the most suitable definition. While we do not explore effectivizations of
all characterizations of quasi-Polish spaces here, we exhibit two classes of definitions equivalent
up to computable isomorphism, and propose those as precomputable quasi-Polish spaces and
computable quasi-Polish spaces.

The task of effectivizing the definition of a quasi-Polish space has already been considered by
V. Selivanov [26] and by M. Korovina and O. Kudinov [20]. We discuss the relationship between
the various proposals in the remark after Definition 15 below.

Definition 11. Given a transitive binary relation ≺ on N, we say that I ⊆ N is a rounded ideal
for ≺, iff the following are satisfied:

1. I 6= ∅

2. y ∈ I ∧ x ≺ y ⇒ x ∈ I
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3. x, y ∈ I ⇒ ∃z ∈ I. x ≺ z ∧ y ≺ z

Let RI(≺) ⊆ O(N) be the space of rounded ideals of ≺ equipped with the subspace topology1.

For (N,≺), let the extendability predicate E ⊆ N be defined as n ∈ E iff there exists a
rounded ideal I 3 n. This is equivalent to the existence of an infinite increasing chain in (N,≺)
containing n.

Recall that a representation δ of a represented space X is effectively fiber-overt, if x 7→
δ−1({x}) : X → V(NN) is computable. This notion is studied in [19, 9]. It is closely related to
the representation being effectively open.

Theorem 12. The following are equivalent for a represented space X:

1. There exists a c.e. transitive relation ≺ ⊆ N× N such that X ∼= RI(≺).

2. X is computably isomorphic to a Π0
2-subspace of O(N).

3. X admits an effectively fiber-overt computably admissible representation δ such that
dom(δ) ⊆ NN is Π0

2.

Proof. If ≺ is c.e., then the property of being a rounded ideal is Π0
2. Hence, 1 implies 2. To see

that 2. implies 3., just take the post-restriction of the standard representation of O(N) to the
relevant subspace, and copy via the isomorphism to X. This preserves effective fiber-overtness
and computable admissibility. The non-trivial step is the implication from 3. to 1.

Let Pfin(N) denote the space of finite subsets of N (given as unordered tuples). We construct
a c.e. transitive relation ≺ on Pfin(N)× N, but the translation to N is straight-forward.

A computable realizer of fiber-overtness will, given a name p ∈ dom(δ) and some w ∈ N∗
confirm if there is some name q extending w with δ(p) = δ(q), if this is the case. By observing
when this realizer provides its confirmations we obtain a computable function f : N∗ × N →
Pfin(N∗) such that

1. w ∈ f(u, n) implies that if u can be extended to some p ∈ dom(δ), then w can be extended
to some q ∈ dom(δ) satisfying δ(p) = δ(q)

2. If p, q ∈ dom(δ) and δ(p) = δ(q), then for any prefix w of q there is a prefix u of p and
n ∈ N such that w ∈ f(u, n)

3. u ∈ f(u, n)

4. f(u, n) is closed under prefixes

5. f(u, n) ⊆ f(u′, n) whenever u′ extends u

6. f(u,m) ⊆ f(u, n) whenever m ≤ n

Since dom(δ) is a Π0
2-subset of NN, we can understand it to be given via a computable

function λ : N∗ → N which is order-preserving (prefix-order on N∗, standard order on N) such
that p ∈ dom(δ) iff {λ(p≤n) | n ∈ N} is unbounded.

Now we define ≺ on Pfin(N)× N as (A,n) ≺ (B,m) iff the following all hold:

1. B 6= ∅

2. n < m

1Note that if ≺ is actually a (reflexive) partial order, then RI(≺) is the set of all ideals of ≺ in the usual sense.
On the other hand, if ≺ is anti-reflexive, then a rounded ideal of ≺ will not have a maximal element.
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3. n < λ(w) for each w ∈ B

4. A ⊆ f(u,m) for each u ∈ B

5. Each w ∈
⋃
u∈A f(u, n) has an extension w′ ∈ B

One easily checks that ≺ is a c.e. transitive relation.

For effectively fiber-overt and computably admissible δ, the map x 7→ {w ∈ N∗ | wNN ∩
δ−1(x) 6= ∅} : X → O(N∗) is an embedding. The map U 7→ {A ∈ Pfin(N∗) | ∀w ∈ A.w ∈ U} :
O(N∗) → O(Pfin(N∗)) is an embedding, too. To conclude our proof, we show that the range of
the composition of these two embeddings coincides with the rounded ideals of ≺.

Let Ux := {w ∈ N∗ | wNN ∩ δ−1(x) 6= ∅} and Fx = {(A,n) ∈ Pfin(N∗)× N | A ⊆ Ux}. First,
we shall see that Fx is indeed a rounded ideal for ≺. Clearly Fx is non-empty. If (B,m) ∈ Fx
and (A,n) ≺ (B,m), then every u ∈ A has an extension u′ ∈ B ⊆ Ux, hence (A,n) ∈ Fx. Now
consider any pair (A,n), (B,m) ∈ Fx. If A and B are both empty, we can choose any w ∈ Ux
with n + m < λ(w), and get ({w}, n + m + 1) as a joint ≺-upper bound for A and B in Fx.
If A or B is non-empty, then we construct a joint ≺-upper bound (C, r) in Fx by defining C
as a finite set of suitable extensions w′ to each w ∈

⋃
u∈A∪B f(u, n + m). To see how this can

be done, note that if w ∈ f(u, n + m) for some u ∈ A ∪ B, then since there is a name p of x
extending u there must exist a name q of x extending w. So we can choose any prefix w′ of q
long enough that n+m < λ(w′) and A ∪ B ⊆ f(w′, rw) for large enough rw. Taking the set C
of prefixes w′ chosen in this way and letting r ∈ N be larger than all the corresponding rw, we
get a joint ≺-upper bound for (A,n) and (B,m) satisfying (C, r) ∈ Fx. Therefore, Fx ∈ RI(≺).

It remains to argue that any rounded ideal F for ≺ is of the form Fx. Given a rounded
ideal F , consider the set N ⊆ NN consisting of those p for which there exists a cofinal ≺-chain
(Ai, ni)i∈N in F where each Ai contains some prefix of p. Since F is a non-empty countable ideal,
it is clear that at least one cofinal ≺-chain exists in F . Given such a cofinal chain (Ai, ni)i∈N,
we can assume w.l.o.g. that each Ai is non-empty. Also note that (ni)i∈N is a strictly increasing
chain, and each w ∈ Ai has an extension w′ ∈ Ai+1 satisfying ni < λ(w′). It follows that
∅ 6= N ⊆ dom(δ).

Consider p, q ∈ N . Then arbitrarily long prefixes of p and q appear in finite sets occurring
in F , and these have common upper bounds. The requirement that (A,n) ≺ (B,m) and u ∈ B
implies A ⊆ f(u,m) then tells us that every prefix w of p can be extended to some qw with
δ(qw) = δ(q), and every prefix u of q can be extended to some pu with δ(pu) = δ(p). This shows
that for any U ∈ O(X) we have that δ(p) ∈ U ⇔ δ(q) ∈ U . As admissibility implies being
T0, we conclude that δ(p) = δ(q). It follows that {δ(p) | p ∈ N} is some singleton {x}. Let
(A,n) ∈ F and w ∈ A. By definition of cofinality, there is some (B,m) � (A,n) occurring in
a cofinal chain. We know that any v ∈ B is extendible to a name for x, and that w ∈ f(v,m),
hence w is extendible to a name of x, too. This shows F ⊆ Fx.

To show that Fx ⊆ F , assume (A,n) ∈ Fx and fix any p ∈ N . Since A ⊆ Ux and δ(p) = x,
for each w ∈ A there is a prefix v of p such that w ∈ f(v,m) for some m. Since p ∈ N , using
the monotonicity of f and the fact that A is finite, it follows that there is some (B,m) ∈ F with
n < m such that B contains a prefix v of p long enough to satisfy A ⊆ f(v,m). Next let (B′,m′)
be any immediate ≺-successor of (B,m) in F , and note that every w ∈ A has an extension
w′ ∈ B′. Finally, let (B′′,m′′) be any immediate ≺-successor of (B′,m′) in F . Clearly B′′ 6= ∅
and n < m′′ and n < λ(w) for each w ∈ B′′. Furthermore, A ⊆ f(u,m′′) for each u ∈ B′′,
because each w ∈ A has an extension w′ ∈ B′, B′ ⊆ f(u,m′′), and f(u,m′′) is closed under



8 Overt choice

prefixes. Finally, if w ∈ f(u, n) for some u ∈ A, then w ∈ f(u′, n) for any extension u′ ∈ B of u,
hence w has an extension w′ in B′′. Therefore, (A,n) ≺ (B′′,m′′) ∈ F .

We conclude that F = Fx, and that X is computably isomorphic to RI(≺).

Definition 13. We call a space X satisfying the equivalent criteria of Theorem 12 a precom-
putable quasi-Polish space.

Theorem 14. The following are equivalent for a represented space X:

1. X is precomputably quasi-Polish and effectively separable.

2. X is precomputably quasi-Polish and computably overt.

3. X admits an effectively fiber-overt computably admissible total representation δ.

4. There exists a c.e. transitive relation ≺ ⊆ N×N such that X ∼= RI(≺), such that ≺ has a
c.e. extendability predicate E.

Proof. 1.⇒ 2. Effective separability trivially implies computable overtness.

2.⇒ 3. From Theorem 12 we obtain an effectively fiber-overt computably admissible represen-
tation δ′ with Π0

2-domain. As the preimage of computable overt X under the effectively
fiber-overt δ′, we see that we can also obtain dom(δ′) ∈ V(NN). We apply Lemma 17 trace
to obtain computable, computably invertible and effectively open f : NN → NN such that
δ = δ′ ◦ f is the desired total representation.

3.⇒ 1. Using Theorem 12 and that spaces with total representations inherit effective separa-
bility from NN.

2.⇔ 4. A space of the form RI(≺) is computably overt iff the extendability predicate for ≺ is
computably enumerable.

Definition 15. We call a space X satisfying the equivalent criteria of Theorem 14 a computable
quasi-Polish space.

Remark 16. Criterion 2 of Theorem 12 is proposed as the definition of a “computable quasi-
Polish space” by M. Korovina and O. Kudinov in [20, Definition 7]. We prefer to include
computable overtness in the definition of computable quasi-Polish (see Theorem 14 and Defi-
nition 15) as this property is often useful for applications, and present in all natural examples.
This also mirrors the terminology for metric spaces, where a computable Polish space is by
definition computably overt, rather than being merely computably completely metrizable. There-
fore, our notion of computable quasi-Polish essentially corresponds to an “effectively enumerable
computable quasi-Polish space” in the terminology of [20].

V. Selivanov [26] suggested the possibility of using an effective version of a convergent ap-
proximation space [2], which is closely related to Criterion 4 of Theorem 14.

Lemma 17. From non-empty A ∈ Π˜ 0
2(NN) and A ∈ V(NN) we can compute f : NN → NN with

f [NN] = A, such that f is open and has a computable inverse.

Proof. We take the Π0
2-information about A via some monotone function λ : N∗ → N such

that p ∈ A iff {λ(p≤n) | n ∈ N} is unbounded. We take the overt information about A as an
enumeration of all w ∈ N∗ that are extendible to an element of A. Call w ∈ N∗ productive, if
λ(w) > λ(w|w|−1) and w is enumerated as extending to a member of A. Let the empty word ε be
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productive by convention. Clearly, we can enumerate all productive words, and each productive
word has some productive extensions.

We construct f as the limit of a monotone function F : N∗ → N∗, which we define in turn by
induction on the length of the input. The range of F will be exactly the productive words. Set
F (ε) = ε. If F (w) = u, then we search for productive extensions of u. We can enumerate those
as (un)n∈N (in particular, there are some). We then extend F (wn) = un. It is straight-forward
to check that the construction of F gives the desired properties to f .

Observation 18. If X is (pre)computably quasi-Polish and f : X → Y is computable, effec-
tively open and surjective, then Y is (pre)computably quasi-Polish.

Observation 19. For a computable metric space X the following are equivalent:

1. X is Polish.

2. X is precomputably quasi-Polish.

3. X is computably quasi-Polish.

4.2 Computability of overt choice

We first show that overt choice is computable for every precomputable quasi-Polish space. We
then prove a partial converse, that if overt choice is computable (even with respect to some oracle)
for a countably based T1-space X, then X is quasi-Polish (but not necessarily precomputable
quasi-Polish).

Theorem 20. Overt choice VCX is computable for every precomputable quasi-Polish space X.

Proof. Let ≺⊆ N × N be a c.e. transitive relation such that X ∼= RI(≺). For n ∈ N we write
↑n for the basic open subset of RI(≺) consisting of all rounded ideals that contain n. Clearly
V(RI(≺)) ∼= V(X), so it suffices to consider overt choice for RI(≺).

Given a presentation for some non-empty closed A ∈ V(RI(≺)), we construct a ≺-ascending
chain (ni)i∈N such that A intersects each basic open ↑ni. To construct the chain, first choose
any n0 ∈ N such that A has non-emtpy intersection with ↑n0. Once ni has been decided, choose
any ni+1 ∈ N such that A intersects ↑ni+1 and ni ≺ ni+1. Such a chain can be computed from
a presentation of A because ≺ is a c.e. relation and it can be semi-decided whether A intersects
a given basic open set.

Finally, we can enumerate the set I = {n ∈ N | (∃i ∈ N)n ≺ ni}, which is the rounded ideal
generated by the sequence (ni)i∈N. For any n ∈ N with I ∈ ↑n, there is i ∈ N with n ≺ ni ∈ I,
hence I ∈ ↑ ni ⊆ ↑ n. Therefore, I ∈ A because every basic open containing I intersects A.

We obtain the following corollary, which generalizes the corresponding theorem for com-
putable Polish spaces from [10]:

Corollary 21. Let X be a precomputable quasi-Polish space. The computable map (ai)i∈N 7→
cl{ai | i ∈ N} : XN → V(X) \ {∅} has a computable multi-valued inverse.

Proof. Given non-empty A ∈ V(X) we can enumerate all basic open sets Ui having a non-empty
intersection with A. We can then compute cl(Ui ∩A) ∈ V(X), and use VCX to extract a point.
The resulting sequence is dense in A.
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4.3 Continuity of overt choice as a completeness notion

We next prove a partial converse to Theorem 20 using a game theoretic characterization of
quasi-Polish spaces.

Given a non-empty space X, the convergent strong Choquet game [14, 11] is played as follows.
Player I first plays a pair (U0, x0) with U0 ∈ O(X) and x0 ∈ U0. Player II must respond with an
open set V0 such that x0 ∈ V0 ⊆ U0. Player I then responds with a pair (U1, x1) with U1 open
and x1 ∈ U1 ⊆ V0, then Player II must play an open V1 with x1 ∈ V1 ⊆ U1, and so on. Player II
wins the game if and only if the sequence of opens (Vi)i∈N is a neighborhood basis for a unique
point in X. It was shown in [11] that a non-empty countably based T0-space X is quasi-Polish
iff Player II has a winning strategy (see also [13], which fills a gap in the original proof).

Theorem 22. If X is a countably based T1-space and VCX is continuous, then X is quasi-Polish.

Proof. Let R be a continuous realizer for VCX. We show that R can be used to define a winning
strategy for Player II in the convergent strong Choquet game for X. The basic idea of Player
II’s strategy is to present to R the closure of the sequence of elements (x0, x1, . . . , xi) played by
Player I, and the Vi played by Player II will correspond to the output of R.

Fix a countable basis (Bk)k∈N for X. A valid input to R consists of an enumeration of all
the Bk that intersect some non-empty closed A ⊆ X. We can assume the output of R will be a
decreasing sequence of basic opens forming a neighborhood basis for some x ∈ A.

At each round i, Player II will keep track of a finite set Ai (which is closed because X is T1).
Set A0 = ∅. (In round i, the set Ai will actually be the finite set of elements that have been
played by Player I that are distinct from the element xi played that round.)

At round i, Player I plays (Ui, xi). Up until now, Player II’s strategy will have guaranteed
that the following all hold at each round i:

1. xi 6∈ Ai,

2. Ui ∩Ai = ∅,

3. the information fed to R until now is consistent with a presentation for Ai ∪ {xi},

4. the output of R until now is consistent with a presentation of xi,

5. the output of R until now can only be extended to a presentation of an element in X \Ai.

(This is trivial for i = 0, before any information is fed to the realizer R).

Player II chooses Vi as follows. There are two cases:

Case 1) Either i = 0 or xi = xi−1. Then define Ai+1 = Ai.

Case 2) xi 6= xi−1. Then define Ai+1 = Ai ∪ {xi−1}.

In either case, extend the presentation being fed to R so that it is a presentation of Ai∪{xi}
(this is possible by item 3 above). Player II makes sure the presentation is extended enough so
that it includes every basic open Bk that intersects Ai∪{xi} for each k ≤ i (this is to guarantee
that as i goes to infinity we are actually giving R a valid presentation).

Since R is being fed a presentation of Ai∪{xi}, items 1 and 5 above force the output of R to
be a presentation of xi. So R must eventually output a basic open W with xi ∈W ⊆ (Ui\Ai+1).
At this point we pause our execution of R and do not feed it any more information. Define Vi
to be the intersection of W with all of the basic opens Bk that contain xi that have been fed as
input to R so far. Player II plays Vi, and the game continues to round i+ 1.
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We check that the items 1) - 5) still hold in round i+1. Since we must have xi+1 ∈ Ui+1 ⊆ Vi,
and Vi ∩Ai+1 = ∅, items 1 and 2 hold. Similarly, items 4 and 5 hold because xi+1 ∈ Ui+1 ⊆W
and W ∩ Ai+1 = ∅, where W is the last basic open that was outputted by R. Concerning item
3, the only subtlety is if Case 2) held in round i and xi+1 6= xi. So xi 6∈ Ai+1 but so far R
has been presented with information for Ai+1 ∪ {xi}. However, item 3 still holds in round i+ 1
because xi+1 will be in Vi which is a subset of the intersection of all the basic opens containing
xi that have so far been fed to R. Therefore, any basic open Bk that has been fed as input to R
either intersects Ai+1 or else contains Vi, hence contains xi+1. Therefore, the presentation given
to R is consistent with a presentation for Ai+1 ∪ {xi+1}. This shows that Player II’s strategy is
well-defined.

Finally, we must show that this strategy is winning. It suffices to show that the information
fed to R is a valid presentation of the overt closed set A defined as the closure of the infinite
sequence (xi)i∈N, because then the sequence Vi will be an open neighborhood basis of the point
in A chosen by R.

Clearly, every basic open that was presented to R intersects A. So to prove that the presen-
tation given to R is valid, it only remains to check that if Bk is a basic open that intersects A,
then Bk was included in the presentation to R at some time. But if Bk intersects A, then Bk
contains some xi, and so for round i′ > max{i, k} we have that Bk intersects Ai′ ∪ {xi′}, and so
Bk was included in the presentation to R in round i′.

Corollary 23. A countably-based T1-space X is quasi-Polish if and only if VCX is continuous.

Proof. Combine Theorem 22 with the relativization of Theorem 20.

A classical result by E. Michael [21] states that if X is a zero-dimensional metrizable space
and Y is a complete metric space, then every lower semi-continuous function from X to the
non-empty closed subsets of Y admits a continuous selection. It was then shown in [22] that
the completeness of Y is necessary. If X is a separable zero-dimensional metrizable space and
Y is a QCB0-space, then any lower semi-continuous function F from X to the closed subsets
of Y can be viewed as a continuous function from X to V(Y ). Since there exists a continuous
reduction of F to an admissible representation of V(Y ), it is clear that if overt choice on Y is
continuous then F has a continuous selection. Conversely, a continuous solution to overt choice
on Y is equivalent to the existence of a continuous selection for the admissible representation of
V(Y ). Therefore, we can view Corollary 23 as an extension of these classical selection results to
the case that Y is a countably based (possibly non-metrizable) T1-space.

Note that a computable version of Corollary 23 does not hold, because the computability
of VCX does not imply that X is even a precomputable quasi-Polish space. A trivial counter
example is the singleton space {p} where p ∈ {0, 1}N is chosen such that p �M A for any non-
empty Π0

2-set A. Then p can be computed from any non-empty A ∈ V({p}), even though {p} is
not precomputably quasi-Polish as it violates Condition 3 of Theorem 12 by design.

5 Other countably-based spaces

In this section, we study overt choice on countably-based spaces that are not quasi-Polish. We
do not know of relevant examples in this class where overt choice would be computable, and as
such our focus is on investigating the Weihrauch degrees of overt choice of such spaces. First
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we gather some auxiliary on Weihrauch reducibility in Subsection 5.1. The main content of
this section is spread over Subsection 5.2 where we provide results pertaining to spaces fulfilling
various general conditions, and Subsection 5.3, where we consider overt choice for two specific
spaces, namely the Euclidean rationals Q and the space S0 from [12]. Plenty of questions are
left open, and we state some of those in Subsection 5.4.

5.1 Some auxiliary results

We consider multivalued functions f :⊆ O(N) ⇒ X. Call such f uncomputable everywhere if for
every finite A ⊆ N the restriction f |{U∈O(N)|A⊆U} is uncomputable.

Proposition 24. Let f :⊆ O(N) ⇒ X be uncomputable everywhere, and satisfy N ∈ dom(f).
Then f �W CN.

Proof. Assume that f ≤W CN via some computable K, H :⊆ NN → NN. The semantics for H
mean that if p is some enumeration of the input to f , then H(p) is some enumeration of the
input to CN. We will construct some p ∈ dom(H) with ran(p) = N and ran(H(p)) = N, i.e. p is
a name for some valid input to f , but H(p) is not a name for some valid input to CN, and thus
derive a contradiction.

Let h :⊆ N∗ → N∗ be a word function forH. Assume that ∀p ∈ dom(H) 0 /∈ ran(H(p)). Then
0 is a valid output to CN on any set represented by H(p), which would imply computability of f .
Thus, there is some finite prefix w0 ∈ N∗ such that 0 ∈ B0 := ran(h(w0)). As before, assuming
that ∀p ∈ dom(H) ∩ w00NN 1 /∈ ran(H(p)) leads to a contradiction of f being uncomputable
everywhere, so we can extend to some w00w1 such that 1 ∈ B1 := ran(h(w00w1)), and so on.
Let p := w00w11w22 . . .. This p is the desired contradictory input to H.

Proposition 25. Let Y be a computable Hausdorff space. If f :⊆ X ⇒ Y satisfies f ≤W

C{0,1}N ? g, then also f ≤W CY ? g.

Proof. The reduction f ≤W C{0,1}N ?g provides us with, for any x ∈ dom(f), a tree Tx ⊆ {0, 1}∗
and a continuous function Kx : [Tx] → Y such that Kx([Tx]) ⊆ f(x). We can compute Tx and
Kx jointly with a single application of g, which also yields all the other information from g we
may desire. From Tx and Kx we can compute Kx([Tx]) ∈ A(Y) by noting that y /∈ Kx([Tx]) iff
K−1
x (X \ {y}) ⊇ Tx. The argument follows.

Proposition 26. CQ ≡W CN

Proof. That CN ≤W CQ follows from N embedding as a computably closed subspace into Q by
[4, Corollary 4.3], and that CQ ≤W CN follows from the existence of a computable surjection
s : N→ Q and [4, Proposition 3.7].

Corollary 27. If f :⊆ X ⇒ Q satisfies f ≤W CR, then already f ≤W CN.

Proof. As shown in [4] we have CR ≡W C{0,1}N ? CN. We can thus apply Proposition 25 to
conclude that f ≤W CQ ? CN, and then use Proposition 26 together with CN ≡W CN ? CN from
[4].
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5.2 General observations

Our first result shows that overt choice for countably-based spaces is never able to provide
non-computable discrete information:

Proposition 28. Let X be effectively countably-based. If f :⊆ {0, 1}N ⇒ N ≤W VCX, then f
is computable.

Proof. We pick a standard countable basis (Un)n∈N for X, and assume X to be represented
by the associated standard representation. Consider the computable outer reduction witness
K :⊆ {0, 1}N × NN ⇒ N. This gives rise to a computable sequence (ni, wi, ki)i∈N such that
K(p, q) can return n iff ∃i ∈ N n = ni ∧ δ(q) ∈ Uki ∧ wi ≺ p. Let H :⊆ {0, 1}N → V(X) be the
inner reduction witness. Given p ∈ dom(f), start testing for all i ∈ N in parallel whether Uki
intersects H(p) ∈ V(X) and wi ≺ p. This has to be true for at least one i ∈ N, and once we
have found a suitable candidate, we can return ni as a correct output to f(p).

Corollary 29. For effectively countably-based X, its overt choice VCX is not ω-discriminative
(in the sense of [8]).

Besides the degrees of problems inspired by computability theory (which would often return
Turing degrees as outputs), the investigations of specific Weihrauch degrees so far have not yet
encountered non-computable yet not ω-discriminative degrees. We thus see that for countably-
based spaces with non-computable overt choice principles we find ourselves in an unexplored
region of the Weihrauch lattice. We can go even further for sufficiently homogeneous spaces:

Corollary 30. Let X be effectively countably-based such that every non-empty open subset
contains a copy of X. If VCX is non-computable, then VCX|WCN.

Proof. We can identify A ∈ V(X) with {n ∈ N | In ∩ A 6= ∅} ∈ O(N) for some canonical basis
(In)n∈N of X. Since X by assumption embeds into any of its non-trivial basic open sets, we
find that the result map VCX :⊆ O(N) ⇒ X is even non-computable everywhere, and hence
Proposition 24 lets us conclude VCX �W CN. That CN �W VCX follows from Proposition
28.

We can actually obtain some upper bounds for overt choice on countably-based spaces.
Recall that Π0

2CX takes as input a non-empty Π0
2-subset of X (coded in the usual way via an

appropriate Borel code), and outputs an element of that set.

Proposition 31. Let s : X → Y be a computable surjection, and Y be effectively countably-
based. Then VCY ≤W Π0

2CX.

Proof. Let (Un)n∈N be an effective countable basis of Y. Given A ∈ V(Y) we can compute
{x ∈ X | ∀n ∈ N s(x) ∈ Un ⇒ Un ∩ A 6= ∅} ∈ Π0

2(X), apply Π0
2CX to obtain an element x0 of

that set, and then notice that s(x0) ∈ A.

Corollary 32. Let X be a Σ1
1-subspace of O(N). Then relative to some oracle it holds that

VCX ≤W CNN .

Proof. A Σ1
1-subspace is the range of a continuous surjection from NN. This is computable

relative to some oracle, and the relativization of Proposition 31 then gives VCX ≤W Π0
2CNN .

That Π0
2CNN ≡W CNN is straight-forward, it was observed e.g. in [18].
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Corollary 33. Let X be effectively countable and effectively countably-based. Then VCX ≤W

Π0
2CN.

5.3 Overt choice for specific spaces

We consider overt choice for two specific countably-based yet not quasi-Polish spaces. The first
space is Q, seen as a subspace of R. The second specimen is the space S0 defined as follows:

Definition 34. The underlying set of S0 is N∗, the set of finite sequences of natural numbers
(including the empty word ε). The topology is generated by the sets {{u ∈ N∗ | u � w} | w ∈
N∗}. This means membership in a basic open set provides the knowledge of finitely many words
which are not a prefix of the given point.

Our choice of studying these specific spaces is not completely arbitrary: They both belong to
the four canonic counter-examples for being quasi-Polish (meaning that a coanalytic subspace
of O(N) is either quasi-Polish or contains a Π˜ 0

2 copy of one of the canonic counter-examples)
[12]. Given our interest in the continuity of overt choice as a completeness notion, this makes
these spaces high priority targets for classification.

Since Q respectively S0 is computably isomorphic Q×Q respectively S0×S0, we can conclude
the following from Corollary 10:

Corollary 35. VCQ ≡W VC∗Q and VCS0 ≡W VC∗S0
.

Overt choice on Q was already studied by Brattka in [3] (without having the modern termi-
nology available) and shown to be uncomputable. Together with the result from [10] that overt
choice on Polish spaces is continuous, and the Hurewicz dichotomy stating that a coanalytic
separable metric space is either Polish or has a copy of Q as a closed subspace, it already follows
that:

Corollary 36 (2). For a coanalytic separable metric space X we find that VCX is continuous
iff X is Polish.

The starting point of our investigation of the degree of VCQ will be to introduce a somewhat
more accessible problem defined on trees. We say that a tree T ⊆ {0, 1}∗ has eventually constant
paths everywhere, if for each w ∈ T there is u � w and b ∈ {0, 1} such that for all n ∈ N we
have ubn ∈ T . In words, every vertex in the tree can be extended to a path that eventually goes
always right or always left. The principle ECP has to find such an eventually constant path
from an enumeration of the tree.

Definition 37. Let ECP :⊆ O({0, 1}∗) ⇒ {0, 1}N be defined by T ∈ dom(ECP) iff T 6= ∅
has eventually constant paths everywhere, and p ∈ ECP(T ) if p = w0ω or p = w1ω for some
w ∈ {0, 1} and ∀n ∈ N p≤n ∈ T .

Proposition 38. ECP is not computable.

Proof. We describe a strategy how to construct an input on which a putative algorithm fails.
Start by enumerating longer and longer prefixes of 01ω. If the algorithm does not eventually
output 01, then continuing to output all prefixes of 01ω makes the algorithm fail. If the algorithm
output 01 at the moment where the longest prefix enumerated so far is 01k0 , then we enumerate
all 0n, as well as longer and longer prefixes of 01k00ω. The algorithm has to output 01k00

2Note that Corollary 23 above shows that the restriction to coanalytic spaces is not actually necessary here.
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eventually. At that moment, we enumerate all prefixes of 01ω, and start enumerating prefixes of
01k00k11ω, where 01k00k1 is the longest prefix of 01k00ω we enumerated so far. Continuing this
process will force the algorithm to either deviate at some stage and fail, or to output a sequence
with infinitely many alternations between 0 and 1, and hence fail, too.

Proposition 39. ECP ≡W VCQ.

Proof. We construct an overt subset of [0, 1]∩Q from the enumeration of the tree. Let (qn)n∈N be
some standard enumeration of [0, 1]∩Q. We construct a basis (Bw)w∈{0,1}∗ of [0, 1]∩Q as follows:

Bε := [0, 1] ∩Q. Once Bwb = (a, b) ∩Q is defined, pick some irrational τ ∈ (2
3a+ 1

3b,
1
3a+ 2

3b).
Of the intervals (a, τ) ∩Q and (τ, b) ∩Q one contains the least rational (w.r.t. (qn)n∈N). If it is
(a, τ) ∩Q ,then Bwbb = (a, τ) ∩Q and Bwbb = (τ, b) ∩Q (here b denotes the complementary bit
to b), otherwise the intervals are assigned in reversed roles.

The neighborhood filter of some q ∈ Q ∩ [0, 1] now corresponds to an eventually constant
element p ∈ {0, 1}N, and an overt set in V(Q ∩ [0, 1]) corresponds to an enumeration of a tree
where each vertex can be extended into an eventually constant path. This constitutes the desired
equivalence.

Corollary 40. VCQ|WCN ≡W CQ.

Proof. By Propositions 38, 39 VCQ is not computable, and we can thus apply Corollary 30 to
conclude VCQ|WCN. That CN ≡W CQ is Proposition 26.

Corollary 41. VCQ �W CR.

Proof. Combine Corollary 40 and Corollary 27.

Before moving on from VCQ to VCS0 we shall examine the content of Brattka’s proof from
[3] that VCQ is non-computable. From his construction we extract the following definition:

Definition 42. Let HitSparse :⊆ A(N)× NN → O(N) be defined as follows:

• (A, f) ∈ dom(HitSparse) if A is infinite, and

• U ∈ HitSparse(A, f) if U ∩A 6= ∅ and ∀n ∈ N |[n, f(n)] ∩ U | ≤ 1

The intuition is that we are trying to solve the usual discrete choice CN, but are allowed to
make infinitely many guesses. These guesses, however, have to be sparse – to make up for that,
we assume that there are actually infinitely many correct solutions (on its own this requirement
has no impact on the degree of CN.

Theorem 43 (Brattka [3]). 1. HitSparse is not computable.

2. HitSparse ≤W VCQ

Since trivially HitSparse ≤W CN, from Corollary 40 it follows that:

Corollary 44. HitSparse <W VCQ

To make VCS0 more accessible, we again introduce a problem on trees. This time, we need a
new represented space S{0, 1}∗ of finite sequences via the representation δS defined inductively
as δS(0ω) = ε, δS(00p) = δS(11p) = δS(p), δS(10p) = 0δS(p) and δS(01p) = 1δS(p). Intuitively,
if we are given w ∈ S{0, 1}∗ we never know for sure that we have seen the end of the finite
sequence, for it can always be extended again.
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Definition 45. Let FSL :⊆ O({0, 1}∗) ⇒ S{0, 1}∗ be defined by T ∈ dom(FSL) if T is a
non-empty tree such that there exists a leaf below any vertex, and w ∈ FSL(T ) if w is a leaf of
T .

Proposition 46. FSL is non-computable.

Proof. We describe how to diagonalize against a hypothetical algorithm solving FSL. The
argument is essentially the same as in Proposition 38. We start off with the input {ε, 0}. The
algorithm needs at some point to commit to output a leaf extending 0. At this point, we add 1
and 00 to the tree. Since the new leaves are 1 and 00, and the algorithm can no longer output
1, it needs to commit to 00 eventually. At that point, we add 01 and 000 to the tree, and so on.
Either the algorithm will at some point fail to commit to an extension of the current output,
and thus output an internal vertex, or it will commit infinitely often, and thereby not output a
vertex at all.

Proposition 47. FSL ≤W VCS0

Proof. We construct some A ∈ V(S0) from the tree T ∈ dom(FSL) by iteratively updating a
partial mapping φ :⊆ {0, 1}∗ → N∗ such that if L is the set of leaves of our current approximation
to T , then our current approximation to A is consistent with A = φ[L]. If we learn at some
point that w is not actually a leaf of T (because it has some extension wi ∈ T ), we will have
given a finite amount of information about A yet. In particular, there is some N ∈ N such that
no mentioning of φ(w)N and φ(w)(N + 1) has been given so far. This ensures that if we update
our assumption that φ(w) ∈ A to either φ(w)N ∈ A or φ(w)(N + 1) ∈ A this is consistent
with all information given so far. We can thus set φ(w0) = φ(w)N and φ(w1) = φ(w)(N + 1)
without compromising our construction. The promise that there is a leaf below any vertex in T
ensures that any candidate put into A will have a surviving candidate below it, which provides
the well-definedness of A.

Let us assume that we are given some u = φ(w) ∈ A by VCS0 . If we knew φ(w) ∈ N∗, we
could obviously reconstruct w ∈ {0, 1}∗ and complete the reduction. However, we only know
φ(w) ∈ S0, but only need w ∈ S{0, 1}∗. In particular, we can wait with extending our current
candidate w′ for w until we learn that w indeed has an extension in T . But at that moment, we
know the values of φ(w′0) and φ(w′1). Since at least one of them is not φ(w), we will eventually
learn about φ(w) that it is either not below φ(w′0) or not below φ(w′1). But that answer then
tells us how we should extend w′ to obtain a longer prefix of w.

Corollary 48. FSL <W VCS0

Proof. The reduction is Proposition 47. It is easy to see that FSL ≤W CN, as we can just
guess a potential leaf and the time it will be enumerated into the tree. By Proposition 28
then VCS0 ≤W FSL ≤W CN would imply that VCS0 is computable, and thus also that FSL is
computable by Proposition 47. But that contradicts Proposition 46.

5.4 Open questions

We have presented our results on overt choice for countably-based non-quasi-Polish spaces not
with the intention of concluding their investigation, but in the hope to spark further interest.
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We do not even dare to list a comprehensive list of open questions that we deem worthy of future
work, but instead only list some prototypical questions.

If we consider upper bounds for overt choice amongst the usual Weihrauch degrees used
for calibration in the literature, we see a huge gap between our negative result ruling out CN
(Proposition 28) and the positive answer providing CNN as upper bound for a large class of
spaces (Corollary 32). We thus ask whether this can be tightened. On the upper end of that
gap, an initial question would be whether UCNN might suffice3.

Open Question 49. Is there an effectively analytic effectively countably-based space X with
VCX �W UCNN?

On the lower end of the gap, comparing VCQ and VCS0 with degrees such lim and Sort.
Between CR not being an upper bound (Corollary 41) and Π0

2CN serving as such (Corollary 33),
these would seem to be the next suitable candidates:

Open Question 50. Are VCQ and/or VCS0 reducible to lim, or even to Sort?

Open Question 51. How are VCQ and VCS0 related?

It seems very desirable to study overt choice for a broader range of countably-based non-
quasi-Polish spaces than just two examples (however well the choice of these is motivated).
Another simple and natural example would be the space Ncof of integers with the cofinite topol-
ogy (this is essentially the subspace {{n} ∈ A(N) | n ∈ N} ⊆ A(N). This space is the typical
example of a T1 non-T2-space. As such, we know from Theorem 22 below that VCNcof

is discon-
tinuous – but without a concrete proof giving us a meaningful lower bound in the Weihrauch
lattice.

Open Question 52. What else can we say about VCNcof
?

6 Overt choice for CoPolish spaces

6.1 Background on coPolish spaces

In general, non-countably based spaces are often very difficult to understand (see e.g. [17]). A
nice class of not-necessarily countably-based topological spaces is formed by the class of CoPolish
spaces. They play a role in Type-2-Complexity Theory [25] by allowing simple complexity.
Concrete examples of CoPolish spaces relevant for analysis include the space of polynomials
over the reals, the space of analytic functions and the space of compactly-supported continuous
real functions.

Definition 53 ([25]). A CoPolish space X is the direct limit of an increasing sequence of
compact metrisable subspaces Xk.

Any CoPolish space is a Hausdorff normal qcb-space. We present a characterization of
Copolish spaces.

Proposition 54 ([25]). Let X be a Hausdorff qcb-space. Then the following are equivalent:

1. X is a CoPolish space.

2. The space O(X) of open subsets of X equipped with the Scott-topology is a quasi-Polish
space and X is regular.

3While a number of intermediate (between UCNN and CNN) principles were studied in [18], UCNN still seems
like a reasonable step down from CNN .
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3. X has an admissible representation with a locally compact domain.

4. X has a countable pseudobase consisting of compact subsets.

In the realm of countably-based Hausdorff spaces, Copolishness is just local compactness.

Lemma 55. A countably-based space is CoPolish if, and only if, if it is locally compact.

Proof. Let X be a locally compact Hausdorff space with countable basis B. Then the countable
subfamily B′ of basic open sets whose closure is compact forms a basis as well. The family K of
closures of sets in B′ is then a countable pseudobase for X consisting of compact sets.
Conversely, let X be the direct limit of a increasing sequence of compact metrisable subspaces
Xm. Let x be a point in X with countable neighbourhood basis {Bi | i ∈ N}. Assume for
contradiction

⋂n
i=0Bi * Xn for all n ∈ N. Then for every n there exists some yn ∈

⋂n
i=0Bi \Xn.

Clearly (yn)n converges to x, so there is some m such that {x, yn |n ∈ N} ⊆ Xm, a contradiction.
We conclude that Xm is a compact neighbourhood of x. By Hausdorffness this implies that X
is locally compact.

CoPolish spaces can be separated into three classes, the countably-based ones, the non-
countably-based Fréchet-Urysohn ones and the non-Fréchet-Urysohn ones.

6.2 Fréchet-Urysohn spaces

A topological space X is called Fréchet-Urysohn, if the closure of any subset M is equal to the
set of all limits of sequences in M . Any countably-based space and any metrisable space is a
Fréchet-Urysohn space. We present an example of a Fréchet-Urysohn CoPolish space Tmin that
does not have a countable base. In Lemma 58 we will see that Tmin is a minimal such space.

Example 56. The underlying set of Tmin is N2 ∪ {∞}. A basis of the topology is given by the
sets

{(a, b)} and U` := {∞} ∪
{

(a, b)
∣∣ b ≥ `(a)

}
for all (a, b) ∈ N2 and ` ∈ NN. Clearly, Tmin is the direct limit of the compact subspaces Xm that
have {∞}∪{(a, b) | a ≤ m} as their respective underlying sets. So Tmin is CoPolish. It is Fréchet-
Urysohn, because it is sequential and has only one point that does not form an open singleton. A
computably admissible representation δTmin

for Tmin has
{
m0ω,m0b(a+ 1)0ω

∣∣ a, b,m ∈ N, a ≤
m
}

as its locally compact domain. It maps m0ω to ∞ and m0b(a+ 1)0ω to (a, b).

Overt choice on Tmin is not computable, because all-or-co-unique-choice on the natural
numbers, denoted by ACCN in [7], is Weihrauch-reducible to VCTmin

.

Proposition 57. ACCN ≤sW VCTmin
.

Proof. ACCN is the problem of finding an element in a given set A in the family {N,N \ {i} | i ∈
N} ⊆ A(N). A computably admissible representation ψ of this family is given by

ψ(0ω) := N and ψ
(
0j(i+ 1)0ω

)
:= N \ {i} .

We define the preprocessor K to map 0ω to the set {∞} and 0j(i + 1)0ω to the closed set{
(i+ 1, j), (0, i)

}
. Let the postprocessor H : dom(Tmin)→ N be defined by

H(m0ω) := m and H
(
m0b(a+ 1)0ω

)
:=

{
m+ 1 if b = m
m otherwise.
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Let p ∈ dom(ψ) and A := ψ(p). If a realizer G of overt choice applied to K(p) returns m0ω,
then the input set A is N so that m is a legitimate result. If G returns m0b(a+ 1)0ω, then A is
either N \ {a− 1} or N \ {b}. As a ≤ m, we have H

(
m0b(a+ 1)0ω

)
∈ A as required. It is easy

to see that K and H are both computable.

We list a few properties of Fréchet-Urysohn CoPolish spaces that will be instrumental to
understand the complexity of their overt choice principles:

Lemma 58. Let X be a Fréchet-Urysohn CoPolish space.

1. The subspace Xω of the points in X that have a countable neighbourhood base is open.

2. The complement Xnc := X \Xω forms a closed and discrete subspace of X.

3. If Xnc 6= ∅, then Tmin embeds into X as a closed subspace.

Proof. Let (Xm)m an increasing sequence of compact metrisable subspaces such that X is the
direct limit of (Xm)m.

1. In the proof of Lemma 55 we have seen that for any point x with a countable neighbourhood
base there is some m such that x is in the interior int(Xm) of some Xm. Since Xm has a
countable base, any point in the interior of Xm has a countable neighbourhood base in X,
namely the one in the subspace int(Xm). Hence Xω =

⋃
m int(Xm) is open.

2. For any point x ∈ Xnc and any m ∈ N there is a sequence (yi)i outside Xm which converges
to x, as otherwise x were in the interior of Xm due to the Fréchet-Urysohn property, which
would imply x ∈ Xω by the discussion in item (1).
Assume that there exists an injective sequence (xn)n in Xnc that converges to some point
x∞ ∈ Xnc. W.l.o.g. x∞ /∈ {xn |n ∈ N}. Set m−1 := min

{
i ∈ N

∣∣ {x∞, xn |n ∈ N} ⊆ Xi

}
.

By the above observation we can construct an increasing sequence (ma)a of natural num-
bers strictly above m−1 and a double sequence (ya,b)a,b such that (ya,b)b converges to xa
and ya,b ∈ Xma \Xma−1 for every a, b. Obviously, x∞ is in the closure of {ya,b | a, b ∈ N}.
So there are functions s, t : N → N such that (ys(i),t(i))i converges to x∞ by the Fréchet-
Urysohn property. Then s is bounded, because any convergent sequence in X is contained
in some subspace Xm. But then there is a subsequence of (ys(i),t(i))i converging either to
some xn 6= x∞ or to some ya,b 6= x∞. This contradicts the Hausdorff property.
We conclude that in Xnc all converging sequences are eventually constant. Since Xnc is se-
quential by being a closed subspace of a qcb-space and Hausdorff, Xnc is discrete. Discrete
qcb-spaces are at most countable because of the existence of a countable pseudobase.

3. Choose some point x ∈ Xnc. Set m−1 := min{i |x ∈ Xi}. In a similar way as in the proof of
(2), we construct an increasing sequence (ma)a of natural numbers strictly above m−1 and
a double sequence (ya,b)a,b such that (ya,b)b converges (now) to x and ya,b ∈ Xma \Xma−1

for every a, b. Since X is Hausdorff and ya,b 6= x, for all a the sequence (ya,b)b contains an
injective subsequence (za,j)j . We define e : Tmin → X by e(∞) := x and e(a, b) := za,b.
By construction e is injective and continuous. Moreover if (tn)n is an injective sequence in
Tmin such that (e(tn))n converges to some point y in X, then y = x by the Hausdorffness
of X and again by the fact that any convergent sequence is contained in some Xm. So the
image of e is closed and e reflects converging sequences (meaning that (tn)n converges to
t∞, whenever (e(tn))n converges to e(t∞)). Therefore Tmin embeds topologically into X
as a closed subspace.
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Theorem 59. Let X be a Fréchet-Urysohn CoPolish space. Then overt choice on X is contin-
uous if, and only if, X is countably-based.

Proof. If X has a countable base, then X is locally compact and therefore a Polish space. Hence
overt choice on X is continuous (see [10]).
If X is not countably-based, then X is not first-countable by [24, Proposition 3.3.1], thus Xnc 6= ∅.
Therefore Tmin embeds topologically into X as a closed subspace by Lemma 58. Since VCTmin

is discontinuous by Proposition 57, VCX is discontinuous as well.

Overt choice on Fréchet-Urysohn CoPolish spaces turns out to have LPO as an upper bound
in the topological Weihrauch lattice. Remember that LPO: NN → {0, 1} is defined by LPO(r) =
1 :⇐⇒ ∃k ∈ N.r(k) = 0.

Theorem 60. Let X be a Fréchet-Urysohn CoPolish space. Then VCX ≤t
W LPO.

Proof. Given a positive name p of a non-empty closed set A, we first use LPO to decide whether
or not A intersects the open set Xω.

1. If it does, we proceed as follows. By being an open subspace of a CoPolish space, Xω

is CoPolish as well, because those elements of a countable compact pseudobase that are
contained in Xω form a countable compact pseudobase for Xω. Since Xω is first-countable,
it has a countable base by [24, Proposition 3.3.1]. Therefore Xω is locally compact and
Polish. Since O(Xω) is a retract of O(X), we can continuously convert the given name of
A into a positive name of the closed subset A ∩Xω in the space Xω. Now we can apply
the continuous version of the algorithm from [10] to obtain an element of A ∩Xω.

2. Now we consider the case A ⊆ Xnc. Since Xnc is a discrete qcb-space, it is countable. So
there are elements zi with {zi | i ∈ N} = Xnc. By Lemma 58 the sets Wi := {zi} ∪ Xω

are open. By dovetailing we systematically search for a set Wi that intersects A. Once we
have found one, we output the corresponding element zi.

Remark 61. If we require that the subspace Xω of X is computable equivalent to a computable
Polish space, the set Xω is computably open in X and the elements of Xnc form a computable
sequence, then we have VCX ≤W LPO.

We proceed to show that the reduction in Theorem 60 is strict by revealing the weakness of
VCX for Fréchet-Urysohn spaces X. Again we use a technical lemma:

Lemma 62. Let X be a admissibly represented Fréchet-Urysohn space, and let (An)n≤∞ be
a sequence of non-empty closed subsets. Then (An)n converges to A∞ in V(X) if, and only
if, for any x∞ ∈ A∞ and any strictly increasing function ϕ : N → N there is a sequence (xn)n
converging to x∞ and a strictly increasing function ξ : N→ N with xn ∈ Aϕξ(n) for all n ∈ N.

Proof. The backward direction is obvious. For the forward direction, let (An)n be a sequence
of non-empty closed sets converging in V(X) to A∞ and let x∞ ∈ A∞. It suffices to consider
ϕ = idN. If x∞ is contained in An for infinitely many n, then we simply choose xn = x∞ and ξ
as the strictly increasing function with range(ξ) = {n ∈ N |x∞ ∈ An}.
Otherwise there is some n0 with x∞ /∈

⋃
i≥n0

Ai. Since (An)n≥n0 converges to A∞ with respect to
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the lower fell topology, x∞ is in the closure of
⋃
i≥n0

Ai. By the Fréchet-Urysohn property, there
is a sequence in (ym)m ∈

⋃
i≥n0

Ai converging to x∞. As the closed set
⋃n
i=n0

Ai does not contain
x∞, it contains yn for finitely many n’s. So we have a strictly increasing sequence (mn)n such that
ym /∈

⋃n
i=n0

Ai for all m ≥ mn. We inductively define x0 := y0, ξ(0) := min{i ≥ n0 |x0 ∈ Ai},
xk+1 := ymξ(k) and ξ(k + 1) := min{i ≥ n0 |xk+1 ∈ Ai}. Clearly ξ(k + 1) > ξ(k) and thus
mξ(k+1) > mξ(k). So (xk)k converges to x∞.

Recall that ACCm is the problem of finding an element in a given closed set A in the family
{M,M \ {i} | i ∈ N}, where M = {0, . . . ,m − 1}. Note that ACC2 ≡W LLPO. A computably
admissible representation ψ of this family is given by

ψ(0ω) := M and ψ
(
0j(i+ 1)0ω

)
:= M \ {i} .

Theorem 63. Let X be a admissibly represented Fréchet-Urysohn space and let m ≥ 2. Then
ACCm �W VCX.

Proof. Assume, there were continuous functionsK : dom(ψ)→ V(X) andH : dom(ψ)×dom(δX)→
N witnessing ACCm ≤W VCX.
We choose some x∞ ∈ K(0ω). Let a ∈ M . Since K

(
0n(a + 1)0ω

)
converges to K(0ω), by the

above lemma there is a strictly increasing function ξa : N→ N and a sequence (ya,n)n converging
to x∞ such that ya,n ∈ K

(
0ξa(n)(a+ 1)0ω

)
. The sequence (xn)n := (ynmodm,n divm)n converges

to x∞ as well, because M is finite. Since δX is admissible, there is a sequence (sn)n converging to
some name s∞ of x∞ such that δX(sn) = xn. Now we consider b := H(0ω, s∞). For almost all n
we have H

(
0ξb(n)(b+1)0ω, smn+b

)
= b and δX(smn+b) = yb,n ∈ K

(
0ξb(n)(b+1)0ω

)
, contradicting

b /∈ ψ
(
0ξb(n)(b+ 1)0ω

)
= M \ {b}.

6.3 Non-Fréchet-Urysohn spaces

Now we turn our attention to non-Fréchet-Urysohn T1-spaces. First we show that overt choice
on them is above LPO in the continuous Weihrauch lattice.

Theorem 64. Let Y be an admissibly represented space such that its topology is T1, but not
Fréchet-Urysohn. Then LPO ≤t

W VCY.

Proof. We choose a subset M such that on the one hand there is some y in the closure of M ,
but on the other hand y is not the limit of any sequence in M . By [24, Proposition 3.3.1], M
equipped with the subsequential topology contains a dense sequence (zi)i. For n ∈ N we define
the closed set An by {zi | i ≤ n}. Then (An)n converges to A∞ := {y} in the lower Fell topology.
Since the standard positive representation of closed is admissible w.r.t. the lower Fell topology
by [24, Proposition 4.4.5], there is a sequence (pn)n of names for the An’s converging to some
name p∞ of A∞. We define a continuous function K : NN → NN by

K(r) :=

{
p∞ if r does not contain 0
pm if m := min

{
k ∈ N

∣∣ r(k) = 0
}

exists.

The singleton {y} is sequentially open in the subspace of Y with underlying set {y, zi | i ∈ N},
because no sequence in {zi | i ∈ N} converges to y. By the T1-property, {y} is even clopen. So
there is continuous function H :⊆ NN → {0, 1} such that

δY(r) = y =⇒ H(r) = 1 and δY(r) ∈ {zi | i ∈ N} =⇒ H(r) = 0 .
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Clearly, for any realizer G of overt choice on Y the function HGK is a realizer for LPO. Hence
LPO ≤t

sW VCY.

We present an example of a CoPolish non-Fréchet-Urysohn space Smin for which overt choice
is Weihrauch equivalent to LPO.

Example 65. We choose {(∞,∞)}∪(N×{∞})∪N2 as the underlying set of Smin. The topology
of Smin is induced by the basis consisting of the sets

• {(a, b)},

• {(a,∞)} ∪ {(a, j) | j ≥ b},

• {(∞,∞)} ∪ {(i,∞) | i ≥ a} ∪ {(i, j) | i ≥ a, j ≥ `(i)}

for all a, b ∈ N, ` ∈ NN. The space is not Fréchet-Urysohn, because (∞,∞) belongs to the
closure of N2, but fails to be a limit of any sequence in N2. An admissible representation δSmin

of Smin has
{
i0ω, i0j1ω

∣∣ i, j ∈ N} as its locally compact domain and is defined by

δSmin
(00ω) := (∞,∞), δSmin

(00a1ω) := δSmin

(
(a+ 1)0ω

)
:= (a,∞), δSmin

(
(a+ 1)0b1ω

)
:= (a, b)

for all a, b ∈ N. A proof of admissibility can be found in [24, Example 2.3.15]. The space Smin is
the direct limit of its compact subspaces Xm = {(∞,∞), (a,∞), (i, b) | a, b ∈ N, i ≤ m}. Hence
Smin is CoPolish.

We remark that any CoPolish space that is not Fréchet-Urysohn contains a copy of Smin as
a closed subspace. Now we show that overt choice on Smin is Weihrauch-equivalent to LPO.

Theorem 66. VCSmin
≡W LPO.

Proof. For the direction LPO ≤W VCSmin
we effectivize the proof of Theorem 64. We choose

a computable pairing function 〈·, ·〉 and define An :=
{

(a, b)
∣∣ 〈a, b〉 ≤ n

}
. Clearly, the sequence

(An)n converges effectively to the singleton {(∞,∞)} in the space of closed sets with the positive
representation. So we have a computable sequence (pn)n of names of the An’s which converges
computably to a name p∞ of {(∞,∞)}. Therefore the preprocessor K defined like in the proof
of Theorem 64 is computable. The computable postprocessor H : dom(δSmin

) → {0, 1} can be
defined by H(s) = 1 :⇐⇒ s(0) = 0. Clearly, K and H witness LPO ≤sW VC(Smin).

To show VCSmin
≤W LPO, we first employ LPO to decide whether or not the computably

open set Xω := Smin \ {(∞,∞)} intersects the given non-empty closed set A. If not, then
we output the element (∞,∞). In the positive case we employ the fact that the space Xω

forms a computable Polish space. Moreover, we can compute a name of A ∩Xω in the positive
representation for the closed subsets of Xω. Hence the algorithm from [10] computes for us an
element of A ∩Xω 6= ∅.

6.4 Upper bound for overt choice on coPolish spaces

Let the space ΣΠ1
1

have the two elements > and ⊥, with p ∈ NN being a name for > iff p codes
a well-founded tree, and a name for ⊥ iff it codes an ill-founded tree. The map id : ΣΠ1

1
→ Σ

essentially lets us treat a single Π1
1-set as an open set. Alternatively, we can view id : ΣΠ1

1
→ Σ

as testing whether some A ∈ A(NN) is empty. We find that
(

id : ΣΠ1
1
→ Σ

)
≤W TCNN for the
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principle TCNN introduced and studied in [18], and that Π1
1CA ≡W lim ?

̂(
id : ΣΠ1

1
→ Σ

)
. In

particular, it holds that
(

id : ΣΠ1
1
→ Σ

)
�W CNN .

Theorem 67. Let X be coPolish. Then VCX ≤t
W

̂(
id : ΣΠ1

1
→ Σ

)
.

Proof. We use the characterization of X as being a direct limit of a sequence of compact Polish
spaces K0 ↪→ K1 ↪→ . . .. Given some basic open set σ of K` and f ∈ NN, we inductively define
U0(σ, f) = σ and Un+1(σ, f) = {x ∈ K`+n+1 | d(x, Un(σ, f)) < 2−f(n)}. Then let U(σ, f) ⊆ X
be the corresponding direct limit. Note that U(σ, f) is open in X, and that the sets of the form
U(σ, f) form a basis of X.

Now given some A ∈ V(X), we find that σ ∩ A 6= ∅ iff ∀f ∈ NN U(σ, f) ∩ A 6= ∅. Since
U(σ, f) ∩ A 6= ∅ is an open property, we will recognize that it holds true for some f based on
some finite prefix of f . From A and σ we can thus construct a tree T such that the paths through

T are exactly those f with A ∩ U(σ, f) = ∅. Thus, we can use
̂(

id : ΣΠ1
1
→ Σ

)
to obtain a list

of all basic open sets in any Ki intersecting A. Once we have identified a Ki with Ki ∩ A 6= ∅,
this lets us obtain Ki ∩A ∈ V(Ki), from which we can compute a point x ∈ Ki ∩A since overt
choice on Polish spaces is computable. We then translate x ∈ Ki into x ∈ X.

6.5 Summary

We obtain the following corollary to Theorems 60, 63, 64 and 67. It shows that the topological
Weihrauch degree of overt choice for a CoPolish space characterizes whether or not the space is
countably-based, and whether or not the space has the Fréchet-Urysohn property:

Corollary 68. For a CoPolish space X exactly one of the following cases holds:

1. X is Polish and VCX is continuous.

2. X is not countably-based, Fréchet-Urysohn, and ACCN ≤t
W VCX <t

W LPO.

3. X is not Fréchet-Urysohn, and LPO ≤t
W VCX ≤t

W

̂(
id : ΣΠ1

1
→ Σ

)
.

How much the Fréchet-Urysohn property fails for a sequential space can be characterized by
the ordinal invariant σ defined in [1]. σ specifies how many times you need to iterate sequential
closures to get the closure of an arbitrary subset. We wonder whether a more precise classification
of overt choice for CoPolish spaces might be achievable depending on σ. Note that the interval
of the Weihrauch lattice we know VCX to fall into in this case contains the Baire hierarchy.
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