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SUMMARY

Over the past few years, the occurrence of enormous human, societal, environmental

and economic losses due to traffic accidents has led toward a search for highly innovative

and practical solutions to improve safety on the roads. One such initiative is the introduc-

tion of Intelligent Transportation Systems (ITS), whereby a vital application is to ensure

road safety by fast and reliable dissemination of safety messages. This research develops

novel and practical schemes to efficiently and reliably disseminate safety information in

Vehicular Ad Hoc Networks (VANETs) using Vehicle-to-Vehicle (V2V) and Vehicle-to-

Infrastructure (V2I) communication to improve the transportation safety.

Firstly, an innovative multi-hop broadcasting protocol is developed, which exploits a

smart forwarder selection process, handshake-less broadcasting, ACK Decoupling and ef-

ficient collision resolution mechanism. This protocol significantly improves the speed of

safety message propagation without compromising on the reliability. Secondly, this re-

search proposes a novel architecture that facilitates the effective sharing of safety infor-

mation in VANETs by exchanging and storing the data (about potential threats) obtained

from the neighboring vehicles as well as from on-board sensor technologies. The archi-

tecture leverages entirely on BSMs and improves the visibility and situational awareness

of vehicles. The key attraction of this architecture is its novelty, simplicity, practicality,

and applicability. Both of the proposed schemes were evaluated under simulation and real-

world experimental conditions. The results establish and validate the performance gain of

the proposed schemes.

The highlight of the above techniques is that the exchange of safety information among

vehicles takes place using the existing V2V standards, without requiring any modifications

to the standards. Finally, these techniques can be readily deployed to improve safety on the

roads, and thus, reduce human causalities as well as lower the social, environmental and

economic expenses.
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CHAPTER 1

INTRODUCTION

According to USDOT statistics, the year 2014 alone recorded 6.1 million vehicular crashes,

resulting in 32,675 tragic fatalities, 2.3 million injuries, and 4.4 million property damage

incidents [1], on top of an already massive $836 billion in societal damage annually [2].

These huge losses have lead toward the initiation of joint efforts by government, industry

and academia to ensure road safety by exploiting novel and innovative technologies. One

such initiative is the introduction of Intelligent Transportation Systems (ITS) [3], which

is a set of advanced applications aimed at providing innovative services related to traf-

fic safety, traffic management, different modes of transportation, smarter flow of traffic

information, and so on. In ITS, a critical application is to ensure road safety through an

efficient exchange of safety messages between the vehicles on the roads [4]. The Dedicated

Short-Range Communications (DSRC) standards, developed for Vehicle-to-Vehicle (V2V)

and Vehicle-to-Infrastructure (V2I) communications specify a dedicated Control Channel

(CCH) for these time-sensitive safety messages [5]. Such a network of communicating

vehicles (equipped with DSRC radios) is commonly known as Vehicular Ad hoc Networks

(VANETs) [6].

The objectives of this research are to develop efficient and robust safety message dis-

semination techniques for VANETs using V2V and V2I communication in order to improve

the transportation safety.

1.1 Vehicular Ad Hoc Networks

Vehicular Ad hoc Network (VANET) - a specific type of Mobile Ad hoc Network (MANET)

- is a group of vehicular nodes that spontaneously form a wireless network using the

802.11p protocol for data exchange while moving on the road. Such networks have a
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tremendous potential in enabling diverse applications related to traffic safety, traffic effi-

ciency and infotainment [6], [7], [8]. In VANETs, communication can take place between

the vehicular nodes as vehicle-to-vehicle (V2V) communication or between vehicles and

infrastructure as vehicle-to-infrastructure (V2I) communication.

VANETs possess some distinguishing characteristics from ordinary wireless networks

that make them suitable for the highly dynamic traffic conditions. Some of these charac-

teristics include, but are not limited to, ensuring connectivity under high node mobility,

not requiring any central coordination, providing support for dynamic and multi-hop com-

munications, and so on. On the other hand, VANETs also carry some unique limitations

such as increased obstructions due to different obstacles on the roads, limited transmission

range, limited effective bandwidth and unique security challenges.

1.1.1 VANET Standards

To regulate V2V and V2I communications in United States, Dedicated Short Range Com-

munications (DSRC) standards are being actively formulated and finalized [5]. DSRC is

aimed at providing high data transmission while ensuring least possible delays for short-

to-medium range communications. DSRC primarily supports safety related applications

but also offers other applications such as providing traffic information / entertainment ser-

vices, toll collection, drive-through payment, and so on. According to USDOT, 76% of the

vehicular crashes could be avoided through the implementation of DSRC technology.

In VANETs, each vehicle participating in communication must be equipped with DSRC

radios. VANETs utilize the licensed DSRC spectrum of 75 MHz at 5.9 GHz (5.85-5.925

GHz), as allocated by Federal Communication Commission (FCC), to exchange data be-

tween high-speed vehicles (V2V) and between the vehicles and the roadside infrastruc-

ture (V2I). Since transportation safety is the main objective of this freely available band-

width, several standards specify the rules and regulations. Specifically, DSRC utilizes IEEE

802.11p [9] and IEEE 1609 [10] standards to define the rules of operation for vehicular

2



communications [5]. IEEE 802.11p standard deals with the low-layer operations such as

those dealing with Medium Access Control (MAC) and Physical (PHY) layers, while the

IEEE 1609 standard regulates the operation of upper layers such as Network, Security and

Application layers. IEEE 802.11p is an enhancement of the generic IEEE 802.11 stan-

dard with an emphasis on providing special support for ensuring communication between

high-speed moving vehicles and road-side infrastructures. IEEE 1609, which are standards

for Wireless Access in Vehicular Environments (WAVE), consist of the following four main

components: IEEE 1609.1 addresses the resource management for applications while IEEE

1609.2 deals with security issues such as defining secure message formats as well as pro-

cessing of those secure messages for use by WAVE devices. On the other hand, IEEE

1609.3 offers network and transport layer services. Lastly, IEEE 1609.4 provides support

for multi-channel operation.

The DSRC frequency spectrum consists of seven different channels where each chan-

nel has 10 MHz bandwidth. A channel specifically dedicated just for safety purposes is

known as Control Channel (CCH), during which specialized safety messages are gener-

ally exchanged. Six remaining channels, called Service Channels (SCH) are used for both

safety and non-safety applications such as for infotainment, entertainment and so on. [11]

All DSRC-compatible vehicles tune in to the CCH for 50 ms followed by 50 ms to a

SCH of choice. During CCH, specialized safety messages called Basic Safety Messages

(BSM) as well as WAVE Service Announcements (WSA) are shared. WSAs announce the

available services on the various SCH.

1.1.2 Basic Safety Messages

In VANETs, a critical requirement for the V2V-compatible nodes is the periodic exchange

of a Basic Safety Message (BSM) containing real-time information about the transmitting

vehicle such as its position, speed, direction, brake information, steering wheel angle, etc.,

as shown in Table 1.1. All other vehicles within the transmission range of the sender, then

3



Table 1.1: BSM data fields

BSM Data Item Bytes Part
Message ID 1 I

Message count 1 I
Temporary ID 4 I

Time 2 I
Latitude 4 I

Longitude 4 I
Elevation 2 I

Positional Accuracy 4 I
Speed 2 I

Heading 2 I
Steering Wheel Angle 1 I

Acceleration 7 I
Brake System Status 2 I

Vehicle Size 3 I
Optional Part Variable II

utilize this information to decide whether the driver should be warned of an impending

collision, or an autonomous system should be activated instead.

The BSM consists of the following two parts: Part I contains 39 bytes of critical safety

information while Part II (optional) can contain up to a few hundred bytes of extra safety

information about the transmitting vehicle such as path history and other options. The BSM

exchange between vehicles is dictated by the WAVE 1609 and IEEE 802.11p standards.

Although, the frequency of BSM exchange between vehicles strictly depends upon the

overlying applications, most applications have a requirement of less than 10 Hz (10 BSM

broadcasts per vehicle per second). To generate BSMs, a safety application requests the

vehicular data from in-vehicle Controller Access Network (CAN) bus and GPS receiver.

On the receiver’s side, a safety application receives the BSMs and passes the safety-

critical information about the sender to custom applications which can utilize this infor-

mation for providing safety related functionalities such as collision avoidance, applying

automatic brakes, generating traffic warnings and so on. BSMs are single hop broadcast

messages that range in size anywhere between approximately 50 bytes up to 800 bytes
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depending on the data shared in Part II as well as the level of encryption applied.

Due to the critical and sensitive nature of BSMs, they are shared in the Control Chanel

(CCH) so that all vehicles are able to transmit as well as hear the periodic safety-related

broadcasts. During CCH, as each vehicle tries to broadcast its BSM randomly, there are

chances of the occurrence of packet collisions. As WAVE 1609.4 standard allows for pri-

ority queues, BSMs being safety-critical packets are assigned the highest transmission pri-

ority. An interesting observation related to the BSM’s size is that in a case where vehicles

are sharing larger BSM packets (around 800 bytes), it is predicted that there will be higher

chances of collisions since it takes longer to place such large packets on the channel (trans-

mission delay) as well as increased transceiver’s reception time. Under such scenarios,

it is advisable to lower the frequency of BSM transmission to well below 10 Hz so that

the probability of having multiple nodes broadcasting BSM at any point of time can be

lowered. Hence, finding an optimal balance between the size and frequency of BSMs is a

challenging problem.

1.2 Contribution

This dissertation aims to provide highly innovative and feasible solutions to efficiently and

reliably disseminate the safety information in VANETs in order to improve the overall

transportation safety. The contributions of this research are multi-fold.

First, we present a comprehensive and qualitative review and analysis of the existing

safety message dissemination techniques in VANETs by categorizing them based on their

message sharing criteria. Additionally, we highlight and discuss the latency, reliability, and

collision problems in these existing schemes.

Next, we propose an innovative multi-hop broadcasting scheme for safety message de-

livery, called Intelligent Forwarding Protocol (IFP), which exploits a smart forwarder se-

lection process, handshake-less broadcasting, ACK decoupling technique, and an efficient

collision resolution mechanism. The protocol significantly improves the speed of safety
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message propagation while ensuring guaranteed message delivery. The protocol is an-

alyzed and optimized using thorough mathematical modeling. Additionally, we carry out

extensive simulations that establish the superiority of IFP as compared to the existing multi-

hop broadcasting techniques in terms of forwarding latency and reliability. Furthermore,

we present the results and analysis of the real-world experimentation and field tests that

validate the feasibility and performance gain of IFP under real-world traffic conditions.

The research work related to this protocol has been published in [12] and[13], while some

portion of the work is under review in [14].

Finally, we introduce a novel architecture that not only facilitates the effective sharing

of safety information in VANETs, but also increases the visibility and awareness of the

vehicles, by intelligently exchanging and storing the data obtained from the neighboring

vehicles as well as from on-board sensor technologies by leveraging the BSM broadcast.

Through this approach, vehicles are able to quickly and preemptively identify potential

threats, not just in their close proximity, but also those that are further along the roadway by

intelligently exchanging safety information between neighboring vehicles. The proposed

architecture was evaluated under both simulation and real-world traffic conditions. The

results establish and validate the performance gain of the proposed scheme. The research

pertaining to this architecture has been published in [15], while some portion of the work

is in preparation for submission in [16].

The key advantage of the above techniques is that the exchange of safety informa-

tion among vehicles takes place using the existing DSRC standards, without requiring any

modifications to the standards. Additionally, the experimentation and field trials prove the

effectiveness and robustness of the proposed schemes in the real-world VANET conditions.

As a result, these techniques can be readily deployed to improve safety on the roads, and

thus, reduce human causalities as well as lower the social, environmental and economic

expenses.
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1.3 Organization

This dissertation is organized as follows. In Chapter 1, we present the basic introduction,

contribution, and goals of this work. Chapter 2 presents a comprehensive literature survey

of the existing safety message dissemination techniques in VANETs. Additionally, the lim-

itations and shortcomings of these existing techniques have also been highlighted in Chap-

ter 2. Chapter 3 describes an efficient multi-hop broadcasting based Intelligent Forwarding

Protocol for fast and reliable safety message dissemination in VANETs. In Chapter 4, we

present the performance analysis of Intelligent Forwarding Protocol in comparison to the

existing multi-hop broadcasting schemes using extensive simulations and real-world exper-

imentation. Chapter 5 describes a novel cooperative BSM-based architecture to efficiently

share safety information among vehicles. Finally, Chapter 6 presents the conclusion and

the future research direction.
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CHAPTER 2

EXISTING SAFETY MESSAGE DISSEMINATION TECHNIQUES

The efficient and robust sharing of safety information among vehicles on the road is a com-

plex problem which has been profoundly studied in the literature. It is often referred to

as safety message dissemination. The safety message dissemination process in VANETs

is unique in the sense that it is of a broadcast-oriented nature, since the safety-related in-

formation is intended for a group of nodes as opposed to a single node [6]. Additionally,

considering the highly dynamic typology of VANETs coupled with a short average link

life [17], the common data transmission techniques based on table routing and acknowl-

edgments are inefficient and exhibit low throughput [18]. Therefore, safety applications,

which require a more reactive and fast packet delivery mechanism, generally exploit broad-

casting schemes for safety message dissemination. Hence, in this research, we exclusively

consider broadcasting protocols for safety message dissemination in VANETs. A portion

of this chapter also appeared in [14] and [15].

Safety message dissemination encounters numerous challenges in a VANET environ-

ment. Firstly, in VANETs, the distribution of vehicles is quite irregular and the connec-

tivity among these vehicles is highly random. Hence, delivering safety messages reliably

to each vehicle in the target region is a challenge. Secondly, most safety applications use

the common control channel (CCH) for safety message dissemination, leaving them quite

vulnerable to collisions and interference. Moreover, having any kind of efficient response

mechanism (such as Acknowledgments) from multiple recipient nodes back to the sender

is not an easy task in VANETs, thus preventing guaranteed delivery of safety messages.

Similarly, multi-hop dissemination of safety messages in VANETs is another non-trivial

problem, which is an ongoing topic of research for several years.

A significant amount of research work has been carried out, particularly in the last
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decade, to address the above-mentioned problems in VANETs. In this chapter, some of

these existing works have been discussed. The safety-related broadcasting algorithms can

be classified into one of the following two broad categories: 1) Single-hop Broadcasting,

2) Multi-hop Broadcasting.

2.1 Single-hop Broadcasting

Many existing broadcasting schemes exploit single-hop V2V communication for spread-

ing safety-related information in the network. This kind of communication is easy to be

established and provides many critical safety-related applications such as rear-end collision

avoidance, head-on collision avoidance, lane change warning, blind spot warning, and so

on. Single-hop broadcasting techniques do not flood the network with information packets

since the messages are only shared with the immediate one-hop neighbors, and thus, result

in minimal redundancy. Generally, the single-hop approach requires vehicles to broadcast

the information after a certain interval, which can either be fixed (periodic) or adaptive.

Therefore, we categorize the single-hop schemes into one of these two classes: 1) Periodic

Broadcasting, 2) Adaptive Broadcasting.

2.1.1 Periodic Broadcasting

In periodic single-hop broadcasting schemes, vehicles periodically broadcast the traffic or

safety information to their neighbors after a fixed interval. Upon message reception, the

vehicles do not rebroadcast the message immediately. Instead, they store the new informa-

tion in their databases, provided that the information is valuable and relevant. Periodically,

these vehicles then share some of the information with their own neighbors. In this manner,

the vehicles cooperate with each other to improve the overall transportation safety. In such

protocols, the key design considerations include the duration of the broadcast interval, and

the information that needs to be shared with the neighbors. In order to reduce redundancy

and share the latest information, an appropriate broadcast interval should be selected, which
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is neither too long nor too short. In most existing periodic broadcasting schemes, the main

focus is on information selection, aggregation, and distribution.

TrafficInfo [19] and TrafficView [20] are the two main periodic broadcasting schemes

designed to facilitate the sharing of traffic information among vehicles. In TrafficInfo [19],

the vehicles exchange the travel times on the road segments. The vehicles are assumed

to have knowledge of the digital map of the roadways, and their own location on the map.

When a vehicle travels through a particular road segment, it records its corresponding travel

time in its on-board database. The vehicle then shares the most important records with its

neighbors. In this manner, all vehicles collectively learn about the travel times associated

with the different road segments. By sharing this travel time information, vehicles are better

aware of the traffic conditions on the road network, and thus can plan their route to avoid

congestion.

On the other hand, TrafficView [20] facilitates the sharing of speed and position infor-

mation among neighboring vehicles. Similar to TrafficInfo, in TrafficView, when a vehicle

receives a broadcast packet, it stores the useful information in its database. The vehicle

then aggregates the speed and positions of many vehicles in a single record, and shares it

in the next broadcast cycle. TrafficView proposed two aggregation algorithms, ratio-based

algorithm and the cost-based algorithm. The performance of these algorithms has been

evaluated and compared by simulation. By using such a system, vehicle drivers will be

provided with latest road traffic information, which can help in driving safely in hazardous

situations such as foggy weather, or in finding optimal routes to the destination.

However, with the emergence of inexpensive and high data-rate enabled wireless com-

munication technologies such as 4G and LTE, coupled with real-time traffic apps such as

Google Maps and Waze, planning routes, estimating travel times, and getting live weather

or road updates has become very easy, thus removing the need for protocols like TrafficInfo

and TrafficView. A major drawback of such periodic single-hop broadcasting protocols is

that due to the fixed broadcast intervals, such protocols can not perform optimally under
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all traffic conditions. For instance, if the broadcast interval is long, the information shared

might be too old and irrelevant to the receiving vehicles. On the other hand, a short interval

can lead to increased packet collisions and a severely congested network. To counter these

limitations, numerous adaptive broadcasting protocols have been proposed in the literature.

2.1.2 Adaptive Broadcasting

In adaptive single-hop broadcasting protocols, variable broadcast intervals are exploited to

share traffic information among neighboring vehicles. One such protocol known as Colli-

sion Ratio Control Protocol (CRCP) [21] proposes a dynamically changing broadcast inter-

val based on the number of packet collisions. The protocol is designed to keep the collision

ratio below a certain threshold value. In CRCP, the traffic information shared includes the

location, speed, and road ID. As the number of packet collisions increases, vehicles ad-

just their respective broadcast intervals in order to lower the overall packet collisions. In

particular, the broadcast interval is doubled if the collision ratio and the bandwidth effi-

ciency estimated by a vehicle are greater than the predefined threshold value. Otherwise,

the broadcast interval is reduced by a second.

Another protocol, Abiding Geocast [22], attempts to disseminate the safety warnings in

an effective target region, where these warnings are necessary, relevant, and applicable. In

case of an emergency or a hazardous scenario, a vehicle that detects it repeatedly broadcasts

a warning packet. The warning packet specifies the target region where the warning is still

relevant and should be kept alive. The vehicles that receive this warning message become

an active relay node, and keep broadcasting the warning packet as long as they are still in

the target region. The vehicles only stop broadcasting when they leave the target region.

To keep the number of redundant transmissions to a minimum, each vehicle dynamically

adjusts its rebroadcast interval, which is determined by its transmission range, speed, and

distance from the hazardous area.

Furthermore, Segment-Oriented Data Abstraction and Dissemination protocol (SO-
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DAD) [23] also exploits adaptive broadcast intervals to share traffic information of dif-

ferent road segments and avoid redundant rebroadcast packets. The broadcast interval is

adjusted based on the information received from the neighbors. The information received

by a vehicle is either classified as a provocation event, or a mollification event. Different

weights are assigned to each event, and based on this weight, the broadcast interval is either

increased or decreased. The performance evaluation presented in SODAD confirms that by

using an adaptive broadcasting scheme, the number of packet collisions can be reduced as

compared to periodic broadcasting schemes.

A different approach to enable traffic information sharing in autonomous vehicles has

been proposed by CarSpeak [24], a communication system that provides vehicles with an

access to sensory information captured by other vehicles in its vicinity. As the cars drive

along the road, they are able to access the cloud server to obtain information related to a

specific region of interest. In order to ensure a fair sharing scheme between vehicles, each

geographical region is divided into smaller 3-D regions, and a higher access priority is

given to the vehicles requesting the most popular information. However, a major downfall

of CarSpeak is that it is not compatible with the existing IEEE 802.11 standards (requires

changes to the MAC layer). Morever, CarSpeak requires WiFi access points along the road

to attain the sensory information, which is not highly feasible.

As explained in this section, single-hop broadcasting schemes rely heavily on vehicle

mobility, since vehicles carry the information with them while traveling and transmit to

their one-hop neighbors during the next broadcast cycle (i.e. store-and-forward technique).

Although single-hop broadcasting is efficient if the safety information has to be dissemi-

nated within short distances or in delay-tolerant scenarios, they are highly incapacitated if

the communication needs to take place at greater distances and with low latency.
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Figure 2.1: Multi-hop communication in VANETs.

2.2 Multi-hop Broadcasting

Several safety applications require that dedicated safety messages are disseminated quickly

to vehicles well beyond the immediate transmission range of the sender. Therefore, in

such scenarios, to cover the target region fully, multi-hop broadcasting schemes are often

proposed to share the safety information, as shown in Figure 2.1. However, multi-hop

communication in VANETs is a challenging task. Since no central administrator exists,

fast propagation of messages through a multi-hop network is often difficult, as multi-hop

increases the chances of a message collision. This problem becomes severe in dense urban

areas where a higher traffic volume results in excessive communication failures. These

failures deteriorate the reliability of reception and overall message dissemination speed.

Generally, in multi-hop broadcasting schemes in VANETs, the way in which a safety

message is propagated along a roadway is that the original sender broadcasts the message

to all vehicles within its transmission range. Following this, one or more nodes within

13



the transmission range are selected as forwarders to rebroadcast the safety message. This

process is repeated until the safety message is disseminated in the entire VANET topology

[25]. As mentioned earlier, a plethora of research work has been carried out recently to

investigate and tackle the complexities associated with robustly and reliably disseminating

safety messages in VANETs in a multi-hop manner. In this section, we review and discuss

the existing multi-hop routing techniques by categorizing them into three classes: 1) Delay-

based Approach, 2) Stochastic Approach, and 3) Network Coding-based Approach.

2.2.1 Delay-based Approach

Delay-based approach requires different waiting delays to be assigned to each forwarder

candidate before rebroadcasting the message. The vehicle with the shortest waiting delay

(and thus, the highest priority) gets to rebroadcast the message, while the other vehicles

abort their own transmissions once they find out that the message has been rebroadcasted

by another vehicle. Most of the existing research works use this delay-based approach.

Such techniques use either timer-based delays or contention window-based delays to se-

lect a forwarder to rebroadcast the message. In timer-based mechanisms, a node defers

the transmission based on a timer (whose timeout period is computed based on different

parameters such as distance from the previous forwarder, node density, vehicle speed etc.),

while contention window-based mechanisms require a node to defer its forwarding based

on the contention window sizes.

One of the first timer-based techniques, Distance Defer Transfer (DDT) [26] assigns

each forwarder candidate a waiting delay that is inversely proportional to it’s distance from

the previous forwarder. Therefore, the furthest forwarder candidate with the shortest wait-

ing delay is able to rebroadcast the message. In this manner, the message is propagated

further along the targeted region. Multi-hop Vehicular Broadcast (MHVB) [27] also uses

a similar approach to assign the waiting delay to each forwarder candidate. However, both

DDT and MHVB don’t specify any particular equation and parameters to compute the wait-
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ing time. Additionally, they don’t address the collision scenario when multiple vehicles are

located close to each other, thus having similar waiting delays.

On the other hand, Briesemeister and Hommel [28] and Inter-Vehicles Geocast (IVG)

[29] proposed a multicast approach for VANETs that assigns waiting times (WT ) to the for-

warder candidates based on equation (2.1), whereMaxWT is the predefined waiting delay

upper bound, Range is the maximum transmission range, and d̂ is the distance between the

forwarder candidate and the previous forwarder. It can be noted from the equation that the

calculated waiting time depends on the MaxWT as well as d̂. While a smaller MaxWT

will reduce the waiting delay before rebroadcasting , it will result in higher occurrence of

packet collisions. Both of these protocols [28] and [29] do not provide a discussion on how

to optimize MaxWT and its impact on packet collisions. [28] simply sets the value of

MaxWT to 40ms. These protocols only perform adequately under sparse network condi-

tions.

WT (d) = MaxWT −
MaxWT

Range
. d̂

(2.1)

Moreover, Streetcast [30] and Optimized Dissemination of Alarm Messages (ODAM)

[31] also calculate the waiting delays of forwarder candidates as a function of distance in

a manner similar to [28] and [29]. However, Streetcast [30] assumes that the vehicular

network remains well-connected and thus, offers no solutions for disconnected vehicular

networks. UV-CAST [32], on the other hand, attempts to fill this gap by addressing the

disconnected network problem as well as broadcast storm problem [33] particularly for

urban VANETs. In addition, UV-CAST also attempts to solve the limitations of [28] and

[29] under dense network conditions.

Another protocol that also uses equation (2.1) to select forwarders to rebroadcast the

safety message is Efficient Directional Broadcast (EDB) [34], which exploits the use of

directional antennas. In particular, EDB proposes equipping the vehicles with two direc-
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tional antennas, each with a 30-degree beam width. However, the directional antennas

employed by EDB limit the propagation of the message to only certain areas as opposed to

omni-directional antennas, which disseminate the message in all directions. Hence, EDB

is not suitable for intersections. Yang and Chou [35] proposed the Position-based Adap-

tive Broadcast (PAB) protocol which makes message-relaying decisions at the receiver’s

end based on the position, direction, and velocity metrics of the sender and receiver pair.

However, PAB shows significant improvement only in two-way highway scenario.

One of the major contributions toward delay-based message forwarding was by G. Ko-

rkmaz et al. [36], who proposed Urban Multi-Hop Broadcast (UMB) protocol to solve the

broadcast storm problem, the hidden node problem, and the reliability problems in multi-

hop broadcasting. UMB divided the sender’s transmission range into several segments

and assigned the highest rebroadcast priority to the forwarder candidates belonging to the

furthest most segment. In UMB, to avoid collisions and solve the hidden node problem,

the forwarder candidates utilize handshaking mechanisms such as Request-to-Broadcast

(RTB) and Clear-to-Broadcast (CTB) prior to rebroadcasting the safety message. After a

successful rebroadcast, the chosen forwarder sends an Acknowledgment (ACK) back to the

original sender to ensure message propagation. However, collisions may still occur if mul-

tiple nodes exist in the furthest geographical segment and thus, cause the costly iterative

rebroadcasting process to restart. Therefore, UMB encounters a serious latency problem

under denser networks. Additionally, UMB assigns the longest waiting time (in the form of

a jamming signal called black-burst) to the furthest forwarder candidates, which results in

increased rebroadcast latency. Another protocol, Ad hoc Multi-Hop Broadcast (AMB) pro-

tocol [37], is an extension of the UMB protocol with a fully ad hoc intersection broadcast

mechanism.

Smart Broadcast (SB) [4], a contention window-based forwarding technique, was pro-

posed as an improvement over UMB, since it replaces UMB’s complex and costly collision

avoidance mechanism and instead, uses contention windows to resolve collisions among
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Figure 2.2: Timing diagram – Smart Broadcast protocol.

the forwarders. Moreover, SB assigns the shortest waiting delay to the furthest forwarding

candidates before rebroadcasting. Hence, SB exhibits a significant delay and throughput

improvement over UMB, as reported in [38]. Figure 2.2 depicts the timing diagram of the

rebroadcast mechanism in SB. ∆ TSB refers to the time taken to rebroadcast the safety

message.

Another contention window-based protocol, Binary-Partition-Assisted Broadcast (BPAB)

[39] is also an improved form of UMB. Similar to UMB, BPAB also requires the RTB/CTB

handshake, black-burst emission and area segmentation. However, unlike UMB and SB,

BPAB proposes an enhanced binary-partition-based segmentation approach to repetitively

divide the transmission range to obtain the furthest possible segment. A node belonging to

this furthest segment is then randomly chosen to rebroadcast the message. In this manner,

BPAB improves the rebroadcast efficiency by reducing the delay incurred during the for-

warder selection process. However, large black-bursts result in increased latency in both
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UMB and BPAB, especially in sparse network conditions.

Recently, a multi-hop broadcast protocol called RObust and Fast Forwarding (ROFF)

[25] was proposed to reduce collisions and long waiting times. ROFF allows each node to

decide its waiting times based on its own forwarding priority, which is acquired by sharing

empty space distribution (ESD) bitmaps. However, in high-density networks, the overhead

of ROFF is very large as ESD information is piggybacked in the broadcast data. Fur-

thermore, a few other protocols that also exploit the delay-based multi-hop broadcasting

approach include Reliable Broadcasting of Life Safety Messages (RBLSM) [40], Vehi-

cle Density-based Emergency Broadcast (VDEB) [41], Simple and Robust Dissemination

(SRD) [42], and Link-based Distributed Multi-hop Broadcast (LDMB) [43].

2.2.2 Stochastic Approach

Stochastic forwarding approach assigns a different rebroadcast probability (or forwarding

probability) to each forwarder candidate. These forwarder candidates then rebroadcast the

message according to their assigned probability. Therefore, a forwarder candidate with a

higher rebroadcast probability is likely to have higher chances of being selected as a for-

warder. In stochastic approach, the rebroadcast probability is assigned based on different

factors such as distance from the previous forwarder, node density, vehicle speed etc. The

most simplistic stochastic protocols involve assigning predefined fixed rebroadcast proba-

bilities to the forwarder candidates. A key challenge in the stochastic approach is deter-

mining the optimal probability assignment function. Several protocols such as Weighted

p-persistence [44], Optimized Adaptive Probabilistic Broadcast (OAPB) [45], and Auto-

Cast [46] employ the stochastic based forwarding approach.

Wisitpongphan et al. [44] proposed the following fundamental stochastic forwarding

techniques: weighted p-persistence, slotted 1-persistence, and slotted p-persistence. In

weighted p-persistence technique, vehicles further away from the previous sender are as-

signed higher forwarding probability in order to maximize the message progress per hop.
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Weighted p-persistence requires a forwarder candidate to rebroadcast a message based on

its rebroadcast probability alone without any further contention. On the other hand, slotted

1-persistence scheme assigns each vehicle a forwarding probability of 1 to rebroadcast the

message only within its particular time slot TSij . As shown in equation 2.2, TSij is a func-

tion of the predetermined number of slots (Ns), estimated one-hop delay (τ ), distance of

node i from the sender (Di), and the transmission range of the sender (R).

Similar to slotted 1-persistence, slotted p-persistence also assigns a time slot to each for-

warder candidate based on its distance from the sender. However, in slotted p-persistence,

the forwarder candidates may rebroadcast with a probability p in their respective time slot

only (p is inversely proportional to Di). Similar to delay-based approach, a further vehicle

is assigned a shorter waiting period (an earlier time slot) to rebroadcast in both slotted per-

sistence techniques. However, a fundamental problem with these techniques proposed in

[44] is that multiple forwarders might be selected to rebroadcast the same message in the

target region, resulting in network flooding, collisions and inefficient channel utilization.

Another limitation of these techniques is that they only consider the vehicles distance from

the sender as a deciding parameter while forwarding the message.

TSij = Ns . τ

(
1 −

⌈ Di

R

⌉ )
(2.2)

Some stochastic protocols instead utilize the vehicle density (traffic congestion rate) to

compute the forwarding probability including Optimized Adaptive Probabilistic Broadcast

(OAPB) [45], AutoCast [46], Location-Based Flooding (LBF) [47], Probabilistic Inter-

Vehicle Geocast (p-IVG) [48]. In these protocols the nodes in the congested area either

lower their forwarding probabilities or drop the packets altogether. However, in such pro-

tocols, the average distance progressed per hop is negatively affected as furthest vehicles

are not always selected as forwarders.
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On the other hand, Network Topology p-Persistence (NTPP) [49], Irresponsible For-

warding (IF) [50], and Collision-Aware REliable FORwarding (CAREFOR) [51] consider

both distance and vehicle density while assigning the forwarding probability to the vehicles.

In such protocols, the furthest vehicles have highest forwarding probability. Furthermore,

vehicles in sparse regions have a higher forwarding probability as compared to vehicles in

dense regions. This helps in reducing collisions and network flooding. However, NTPP, IF

and CAREFOR still face performance degradation with respect to one-hop progress during

each rebroadcast, since the furthest forwarder candidates (with high forwarding probabili-

ties) might cancel their scheduled rebroadcast.

Although a lot of research has been done to address the shortcomings of stochastic-

based techniques, the following two problems still persist. First, the unnecessary broadcasts

from multiple forwarder candidates puts an undue burden on network resources. Second,

the one-hop message progress achieved might only be a fraction of the total transmission

range, if the furthest forwarder candidates cancel their scheduled forwarding.

2.2.3 Network Coding-based Approach

Recently, network coding techniques have been employed in wireless ad-hoc networks to

achieve a higher throughput. Network coding reduces the required number of transmis-

sions, which helps in utilizing the bandwidth more efficiently. The concept of network

coding was first introduced in [52]. Many studies have investigated the impact of network

coding on multi-hop broadcasting in mobile ad-hoc networks such as CODEB [53], EBCD

[54], DiFCode [55], and so on. These network coding-based broadcast protocols select a

subset of neighboring nodes, which then performing the forwarding task deterministically.

Although these protocols could potentially be adapted for VANETs as proposed by [6],

there is no existing research that shows their performance in a dynamic vehicular envi-

roment. On the other hand, a few recent works have tried to exploit network coding for

multi-hop information dissemination in VANETs.
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Wu et al. [56] proposed a protocol that uses dynamic backbone and network coding

to enable multi-hop broadcasting in VANETs. In particular, [56] uses network coding

for reducing protocol overhead and improving the packet reception probability. Another

protocol FUZZBR-NC [57] selects relay nodes by considering the inter-vehicular distances,

node mobility, and signal strength based on fuzzy logic and network coding. However,

most of these network coding-based protocols do not present a comprehensive comparison

against the more frequently used delay-based or stochastic-based techniques in VANETs.

In conclusion, multi-hop broadcasting in VANETs is an open-ended and complex prob-

lem that requires considerable improvements to ensure low forwarding latency, reliable

safety message delivery, minimal collisions, and so on. In this chapter, we identified the

shortcomings of the existing multi-hop and single-hop broadcasting schemes. In the next

chapters, we propose novel and efficient broadcasting protocols that address the limitations

of the existing schemes and enable fast and reliable dissemination of safety messages in

VANETs.

21



CHAPTER 3

FAST AND RELIABLE MULTI-HOP BROADCASTING IN VANETS

As mentioned previously, to improve the overall transportation safety, fast and reliable

safety message dissemination is the key objective in a highly dynamic VANET environ-

ment. Recently, many protocols and schemes have been proposed to efficiently share safety

messages using multi-hop broadcasting in VANETs, as discussed in Chapter 2. However,

most of these existing techniques do not perform well under real-world traffic conditions, or

perform adequately only under very limited scenarios and traffic conditions. In this chap-

ter, we present a highly efficient and reliable multi-hop broadcasting protocol, Intelligent

Forwarding Protocol (IFP), that exploits handshake-less communication, ACK Decoupling

and an efficient collision resolution mechanism. Additionally, this chapter presents the de-

tailed derivation and validation of the theoretical model of IFP. Toward the end, the optimal

parameter choice for the protocol has been discussed. The work presented in this chapter

also appeared in [12], [13], and [14].

3.1 Intelligent Forwarding Protocol

3.1.1 Motivation and Contribution

Ensuring rapid propagation of safety messages in a reliable manner is one of the biggest

challenges in VANETs [25] due to vehicle movements, limited wireless resources, lossy

characteristics of wireless communication, and so on. To address this challenge, we pro-

pose an innovative and robust multi-hop broadcasting protocol, known as Intelligent For-

warding Protocol (IFP), that exhibits high performance gain in terms of speed and relia-

bility as compared to existing schemes. Here, we highlight the major improvements and

contributions of IFP as compared to the existing techniques.
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Firstly, most of the existing multi-hop broadcasting protocols exploit the vehicles’ ge-

ographical information only (i.e. GPS coordinates) in the forwarder selection process (e.g.

DDT [26], MHVB [27], Briesemeister and Hommel [28], IVG [29], UMB [36], SB [4],

etc). However, such protocols are not very reliable or accurate as they do not consider

terrain interference, signal characteristics, GPS errors, malicious nodes injecting false GPS

values, and so on. On the other hand, protocols such as SLBP [58], which simply choose

the forwarders based on the SNR level of the received signal, exhibit severe performance

degradation due to an absence of contention resolution mechanism, a flawed approach of

choosing a low SNR level as an indication of furthest nodes from the sender, and so on.

To counter these limitations, IFP proposes a smart mechanism of exploiting both the SNR

values and the GPS coordinates in the forwarder selection process, resulting in higher effi-

ciency and reliability.

Secondly, many traditional delay-based broadcasting algorithms in VANETs (such as

UMB [36], SB [4], BPAB [39], etc.) use handshaking mechanisms (RTB/CTB) before

broadcasting the safety message, and ACKs afterwards. This sequential process introduces

overheads and thus, reduces the message dissemination speed. Therefore, IFP removes the

need for these costly handshaking mechanisms. In addition, IFP also decouples ACKs from

the message dissemination process, further reducing the delays.

Additionally, as opposed to the stochastic-based protocols, IFP reduces the network

load by removing unnecessary rebroadcasts from multiple forwarder candidates, and im-

proves the one-hop message progress (average distance covered during each hop) by ensur-

ing that the furthest forwarder candidates win the contention to rebroadcast. Furthermore,

IFP reduces the collision occurrences and average waiting times before rebroadcasting by

choosing the optimal forwarders. IFP also introduces an improved collision resolution

mechanism, such that packet collisions could be resolved quickly. Finally, contrary to most

existing protocols that perform adequately only under certain scenarios, IFP performs op-

timally under all network and traffic conditions.
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3.1.2 Protocol Design

This section describes the key design principles of IFP. Since IFP removes the hand-

shake process (exchange of RTB/CTB packets) prior to the message broadcast, the original

sender (safety message initiator) simply accesses the medium using the standard 802.11

CSMA/CA technique and broadcasts the safety message, if the channel is idle. Upon

message reception, each node i in the vicinity of the sender (i.e. within its transmission

range R) calculates its corresponding SNR value (SNRi) and its Euclidean distance (Di)

from the sender using the GPS coordinates. Each receiver then uses these calculations to

compute its own maximum contention window size (CWmax) according to the following

equation (3.1):

CWmax = k
Dmax

Di

CW

(SNRi − SNRthresh

αdB

)
base (3.1)

Here, k is a scaling factor to contain CWmax values within a suitable range (the contention

window range is typically [0, 1023] but it could be optimized under different traffic condi-

tions, as discussed later in this chapter), Dmax (or R) is the maximum transmission range

of the sender, SNRthresh is the minimum SNR threshold value (in dB) allowed for reliable

transmission in VANETs, α is the exponential scaling factor to effectively accommodate

the effect of SNRi while determining CWmax, and CWbase is the contention window base

value that can be optimized based on the density of the network.

After calculating the CWmax, each node then chooses a random time slot CWchosen in

the range [0, CWmax] and waits for that amount of slot times. The node with the smallest

CWchosen value wins the contention and is chosen as the forwarder, hence, rebroadcasting

the safety message. All of the remaining contending nodes, after receiving this rebroadcast

message from the forwarder, drop out of the rebroadcasting race. Note that in IFP, nodes

further away from the sender are more likely to be chosen as forwarders, thus improving

the one-hop message progress. Additionally, this unique approach of selecting forwarders
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Figure 3.1: Sequence of packets being transmitted under: (A) normal rebroadcast scenario,
(B) ACK decoupling and recovery process. Not drawn to scale

based on nodes’ GPS coordinates and SNR values, helps counter the effects of terrain

interference, signal characteristics, GPS errors, malicious nodes injecting false GPS values,

and other limitations that exist in the existing traditional schemes. This mechanism of

forwarder selection and rebroadcasting the safety message (which also acts as an implicit

ACK to the sender) is portrayed in Figure 3.1.A.

Due to IFP’s smart forwarder selection mechanism and the omni-directional nature of

message broadcasts, the sender is almost always able to overhear the rebroadcast message

from the forwarder, thus eliminating the need for a costly ACK-ing process. As a result, the

safety message can progress without having to wait for the successful reception of an ACK,

as opposed to the traditional multi-hop protocols such as UMB [36], SB [4], etc. Elimi-

nating the ACK dependency yields a significant delay improvement in IFP. However, under
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certain rare circumstances where the sender might be unable to overhear the rebroadcast

message due to the backward communication channel being lossy or the forwarder node

moving out of the vicinity of the sender, as depicted in Figure 3.1.B, IFP proposes the fol-

lowing ACK Decoupling and Recovery mechanism: If the previous sender (source) does

not receive the rebroadcasted message from the forwarder within a predefined time-out pe-

riod, it will once again broadcast the safety message. Upon getting the same message twice

from the source, a node in the vicinity of both the source and the forwarder will send an

explicit ACK to the source to cancel any further re-transmissions. However, this ACK-ing

process is totally independent and decoupled from the message propagation progress, and

thus, will not contribute toward the message propagation delay at all.

Although the ACK-ing process does slightly increase the collision probability in the

vicinity of the sender, these collisions are drastically reduced in IFP by choosing the node

closest to the sender for sending ACK as well as by limiting the power with which the ACK

is transmitted. To determine the optimal node for ACK transmission, the exact opposite of

the contention process proposed by equation (3.1) is used. In this way, a node closest to

the sender and with a strong SNRi is prioritized to send an ACK back to the sender. Nev-

ertheless, the best way to completely eliminate the need for ACKs is to select SNRthresh

with an extra power budget (more than 3 dB), so that the sender is always able to overhear

the broadcasted messages from the forwarder, and the entire need for the ACK decoupling

procedure is removed. Note that the additional power budget to add a few more dB in

SNRthresh will only slightly reduce the distance between the sender and the chosen for-

warder, since the receiving power in typical mobile environments is inversely proportional

to the 4th power of distance.

Figure 3.2 is a graphical demonstration of Receiver 2 (R2) recovering the ACK, while

the message propagation process is continued in parallel by Receiver 1 (R1). This ACK re-

covery process occurs after both of the following events: 1) the forwarder R1 rebroadcasts

the safety message at t1, and 2) the sender S re-transmits the message again at t2 (which is
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Figure 3.2: ACK decoupling and recovery mechanism. Not drawn to scale

the time-out period).

In a typical VANET environment, even with a large number of message broadcasts (usu-

ally 10/sec/node), only a few safety messages actually collide, as safety messages are quite

small in size and are randomly distributed over time. Once a collision does occur in IFP,

it can simply be resolved by the quicker of the following two mechanisms: 1) by selecting

the next node (other than the two nodes involved in collision) that wins the contention to

be the forwarder, as shown in (Figure 3.3.A), or 2) by repeating the contention resolution

procedure between the colliding nodes until the message gets successfully rebroadcast, as

depicted in (Figure 3.3.B). Note that in this second mechanism, the nodes use the same
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Figure 3.3: Collision resolution mechanism. Not drawn to scale

CWmax as computed before, but with a new random time slot (CWchosen) to rebroadcast

the safety message. Out of the above two techniques, the one through which the forwarder

is selected the earliest is used to resolve collisions in IFP. To the best of our knowledge,

this novel mechanism introduced in IFP to resolve collisions in a VANET environment by
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selecting the quicker of the two aforementioned mechanisms, has been proposed for the

first time. The improved collision resolution mechanism results in a significant reduction

in the overall message propagation delay.

Lastly, if the sender does not receive a message back from any forwarder within the

time-out period due to unavailability of nodes in the transmission range, the entire for-

warder selection mechanism is repeated over again.

Figure 3.4 shows a flow chart describing the design procedures executed at each i-th

node. As can be noted, the proposed protocol is a distributed algorithm where all nodes

cooperate to help in safety message dissemination in VANETs. Due to the advancements

and novelties discussed earlier, IFP significantly improves the rate at which the message is

propagated along the VANET as compared to the traditional protocols.

Next, we present a design comparison of IFP and a traditional handshaking-based Smart

Broadcast (SB) protocol [4] with the aid of timing diagrams. In Figure 3.5, a detailed timing

diagram is presented to illustrate message transmission and delay during a normal rebroad-

cast scenario in both SB and IFP. It can be noted that IFP removes the handshake process

(exchange of RTB/CTB packets) prior to the message broadcast and ACKs afterwards.

On the other hand, Figure 3.6 depicts a scenario when a collision occurs while re-

broadcasting the safety message. As shown in Figure 3.6.A, once a collision occurs in SB,

the two nodes involved in collision remain in the contention phase, and the node with the

next minimum back-off sends the CTB and is selected as a forwarder. As for the collision

resolution process in IFP, Figure 3.6.B-1 illustrates the first mechanism, where the nodes

involved in collision back-off for a random time slot (CWchosen) in the range [0, CWmax]

to rebroadcast the message and repeat this cycle until the collision has been resolved. Fig-

ure 3.6.B-2 portrays the second mechanism, whereby a third node wins the contention and

is selected as a forwarder before the two colliding nodes could recover from the collision.

Figure 3.5 and Figure 3.6 show that IFP significantly improves the rate at which the

message is propagated along the VANET as compared to the traditional SB protocol. These

29



���������	
������	

�������

����	

�������	

����������	

���������

���������	�����	�����	

��	���	���

������	��������	��	

�����	�� 	�����!

���	"	#��$���	����	

�������	%�#����

&��#���	'�(	

����������	)	�������

*��������	�������	

��%��������+'�(

��������	�����	

��������

'������	

��%��������	#��	

����	�������	

���������

�%��������	

���������	�������

,������	�������

�*

-��

�*

����	�����	����	���	

%���	��������	

#��$�����

-��

-��

����

�*

�*

�*

-��

-��

Figure 3.4: Flow chart describing key design steps at each i− th node.
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Figure 3.5: Timing diagram – Normal rebroadcast scenario (SB vs. IFP).

results are verified later in the thesis.

3.2 Theoretical Analysis

In this section, we present the theoretical analysis of IFP to establish and validate its ef-

fectiveness, robustness and reliability. The expressions constructed and analyzed include

per-hop rebroadcast latency (THOP ), average one-hop message progress (DAV G), and av-
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Figure 3.6: Timing diagram – Collision scenario (SB vs. IFP).
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erage message dissemination speed (v). First, the theoretical model of IFP is described,

along with the assumptions and hypothesis. Then, we present the results and analysis, as

well as suggest the optimal parameters to improve IFP’s performance.

3.2.1 Theoretical Model

Prior to presenting the expressions constructed for theoretical analysis, we first lay down

some basic assumptions and hypothesis. The highway scenario has been analyzed, whereby

a safety message is propagated along a rectangular strip of length R, which is equivalent

to the typical transmission range of a vehicle. Therefore, nodes within this range from the

sender will be able to hear the broadcast message, considering good channel conditions.

The nodes are distributed along the road strip following a bi-dimensional Poisson process

with the parameter λ nodes per strip. In comparison to the sender, the nodes moving in the

same direction of message propagation have a small relative velocity, which is negligible

compared to message propagation speed. Hence, we assume that nodes do not leave the

transmission range R of the sender during the contention period.

Once the sender broadcasts the safety message, each i-th node within the range R

chooses a random time slot CWchosen,i, in the range [0, CWmax,i], as described in sec-

tion 3.1. Note that according to IFP, each node chooses its time slot independently of any

other node. We denote Nx to be the total number of nodes that choose the x-th time slot.

Therefore, under these assumptions, Nx are independent and identically distributed (i.i.d.)

Poisson random variables with the parameter λ̂ = λ/(E[CWchosen]). Here, E[CWchosen]

corresponds to the expected number of time slots that a node has to wait for, before it can

rebroadcast the message. Since the nodes are within a relatively short distance of each

other (< R), the message propagation time is almost negligible. Hence, the time slots for

all nodes are assumed to be synchronized. At any x-th time slot, one of the following three

events occurs:

1. If Nx = 0: The channel remains Idle (I).
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2. If Nx = 1: Exactly one node broadcasts the message, resulting in Success (S).

3. If Nx > 1: Multiple nodes attempt to rebroadcast in the same time slot, resulting in

Collision (C).

Based on the i.i.d. Poisson random variable property of Nx (as described earlier), each

of these events occur with the following respective probabilities:

PI : Pr(Nx = 0) =
(λ̂)0e−λ̂

0!
= e−λ̂ ; (3.2)

PS : Pr(Nx = 1) =
(λ̂)1e−λ̂

1!
= λ̂e−λ̂ ; (3.3)

PC : Pr(Nx > 1) = 1 − PI − PS = 1 − e−λ̂(λ̂+ 1) ; (3.4)

where PI is the probability of having an idle time slot, PS is the probability of having

a successful message rebroadcast in the time slot, and PC is the probability of having a

collision in the time slot.

3.2.1.1 Per-Hop Rebroadcast Latency

The first expression constructed is for mean per-hop rebroadcast latency (THOP ), the av-

erage time between a node receiving a safety message from the previous sender and re-

broadcasting it. We denote TI to be the time taken for event I , TS for event S, and TC

for event C respectively. While TI requires a single time slot, TS and TC take message

transmission/reception time (including message propagation delay), followed by SIFS. Let

us denote TF to be the average time spent during a failure event i.e. either the time slot is
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wasted (I) or a collision occurs (C). Therefore, TF can be calculated as follows:

TF = TI
PI

PI + PC
+ TC

PC

PI + PC
(3.5)

The average number of failure events (NF ) before a subsequent success event (success-

ful rebroadcast) is given by the following expression:

NF =
1 − PS

PS
(3.6)

Next, we construct an expression for TZ , which is the time wasted if no forwarder

candidates (exactly zero forwarders) exists within the range R of the sender:

TZ = PZ · To (3.7)

where To is the time-out value, PZ is the probability of having zero forwarder candidates

in range R and can be approximated as e−λ (Note: λ = λ̂ . E[CWchosen]). Finally, the

expression for mean per-hop rebroadcast latency of IFP is:

THOP = NFTF + TS + TZ (3.8)

3.2.1.2 Average One-Hop Message Progress

Next, we derive the expression for average one-hop message progress (DAV G), the average

distance covered by the message in a single hop. If the exact geographical location of each

node in the strip is known, the approximate distance between the sender and forwarder

(DF ) can be computed as follows:

DF =
total nodes∑

i=1

(WiDi) (3.9)
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where Di is the distance between each i-th node and the original sender, and Wi is the

weight assigned to each i-th node based on its CWmax,i value (which is a function of its

distance and SNR value). As the node intensity in the road strip increases, the probability

of having a node closer to the boundary of the range R also increases. These furthest nodes

have the highest probability of being chosen as forwarders. Therefore, a greater weight is

assigned to the furthest forwarder candidates during the forwarder selection process. Wi

can be calculated as follows:

Wi =
1

CWmax,i ·
λ∑

m=1

1

CWmax,m

(3.10)

Let us assume that the λ nodes are spatially placed along the road strip at a regular

interval such that each node (except sender and the last node) is equidistant from two other

nodes, and that the furthest node within the transmission rangeR is chosen as the forwarder.

Hence, the average one-hop message progress (DAV G) of IFP can be given by:

DAV G =
λ− 1

λ
·R (3.11)

3.2.1.3 Average Message Dissemination Speed

Lastly, we create an expression for the average message dissemination speed (v), which

can be defined as the ratio between the average one-hop message progress and per-hop

rebroadcast latency:

v =
DAV G

THOP
(3.12)
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Figure 3.7: Avg. per-hop rebroadcast latency (THOP ) - Theoretical vs. simulation results.

3.2.2 Validation of Theoretical Model

Next, we present a comparison of the theoretical and simulation results of IFP to validate

the mathematical model constructed above. The simulations were conducted using the lat-

est version of ns-3, a discrete-event network simulator. The simulation environment and

parameters are discussed in detail later in Chapter 4 and in Table 4.1 respectively. In order

to closely align the simulation environment with the theoretical model, we ensure that no

background messages (other than the safety message) exist in the simulation scenario. Sim-

ilar parameters were chosen for both simulation as well as theoretical analysis to achieve

a fair comparison. Since the theoretical model analyzes a highway scenario, we vary the

node intensity between 25 to 250 vehicles (in a 4 km long road strip), which corresponds

to the typical highway traffic conditions.
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A key performance metric analyzed was the average per-hop rebroadcast latency (THOP ).

Figure 3.7 shows the average per-hop rebroadcast delay vs. the node intensity in a 4 km

long road strip. As shown in the figure, under sparse traffic conditions (e.g. around 25

nodes), the average per-hop delay for both theoretical results as well as simulation results

is much larger as compared to slightly denser traffic conditions (<100 nodes). The reason

is that under sparse traffic conditions, it is highly probable that there is no node present

within the transmission range (R) of the sender to rebroadcast the message, resulting in

time-outs, which impact the delay values quite adversely. It can also be noted from Fig-

ure 3.7 that simulation results generally depict higher delays as compared to theoretical

results. This behavior can be attributed to the fact that simulation environments consider

many realistic limitations, which the mathematical analysis tend to ignore, such as the sig-

nal fading model (Nakagami fading model), channel conditions, medium characteristics

and so on. These limiting factors lead to an increase in the delay values of simulation re-

sults. Moreover, in fairly dense traffic conditions (> 200 nodes), the delay reduces to a

significantly low value of almost 1 ms. This happens because, under such conditions, the

chances of having a node closer to the boundary of the transmission range (with a small

CWmax value) are quite high, thus reducing the average waiting time before a message

rebroadcast. Overall, the results of theoretical analysis and simulation are conforming.

Similarly, Figure 3.8 depicts average one-hop message progress (DAV G) i.e. the average

distance covered by the safety message during a single successful broadcast. It can be

noticed from Figure 3.8 that as the number of nodes increase, the average distance covered

by the message across a hop also increases. At higher node intensities, the probability of

having a node closer to the edge of the sender’s transmission range R increases. Therefore,

the forwarder selected to rebroadcast the safety message will likely be further away from

the sender. Thus, the message will travel a greater distance on average; however, as the node

intensity increases further, the distance growth steadies toward the maximum transmission

range (300 meters). Once again, the simulation and theoretical results match.
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Figure 3.8: Avg. one-hop message progress (DAV G) - Theoretical vs. simulation results.

Finally, Figure 3.9 shows the message propagation speeds (v) obtained by the theoret-

ical and simulation results. As can be noted, the speed is generally increasing for both

environments with the increase in node intensity. This upward trend occurs because as the

number of nodes increase toward 225 nodes, the average per-hop delay decreases, whereas

the distance progressed per-hop increases (as explained previously). Again the slight dif-

ference between the theoretical results and the simulation results is due to the lack of con-

sideration of channel characteristics and other physical attributes in the theoretical model.

However, both the curves are relatively matching with a similar trend.

39



25 50 75 100 125 150 175 200 225 250

Number of nodes in 4 km long road strip

0

0.5

1

1.5

2

2.5

3

3.5

4

M
e
s
s
a
g
e
 D

is
s
e
m

in
a
ti
o
n
 S

p
e
e
d
 (

m
/s

)

10
5

Simulation

Theoretical Analysis

Figure 3.9: Avg. message dissemination speed (v) - Theoretical vs. simulation results.

3.2.3 Delay Comparison with Simple Delay-Based Protocol

To evaluate the performance of IFP, we compare the theoretical per-hop rebroadcast delay

(THOP ) results of IFP with a representative delay-based multi-hop broadcasting protocol,

which we refer to as Simple Delay-Based (SDB) protocol. SDB closely follows a widely-

popular technique proposed by a number of different protocols such as Briesemeister and

Hommel [28], IVG [29] , Streetcast [30], ODAM [31], and EDB [34] etc., and uses equa-

tion (2.1) for the forwarder selection process. Note that in this comparison, we do not

include any stochastic-based protocols since deriving an accurate mathematical delay ex-

pression for such protocols is highly complex and non-trivial, and not the objective of this

research. Moreover, to the best of our knowledge, the existing literature does not provide

any generic mathematical model for stochastic-based multi-hop broadcasting protocols. To
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evaluate the IFP delay results, equation (3.8) is used. On the other hand, for SDB, the

following per-hop rebroadcast latency expression is used:

THOP (SDB) = (1 − PC) · (MaxWT − WTf ) + PC(MaxWT ) + TZ (3.13)

where PC is the collision probability (extrapolated from results published in ROFF [25]),

MaxWT is the predefined waiting delay upper bound, WTf is average waiting time of a

forwarder candidate before a rebroadcast, and TZ refers to the time wasted in case of time-

outs (because of no nodes present within the transmission range R); TZ can be calculated

using equation (3.7). Note that the time-out period (To) directly corresponds to MaxWT .

Figure 3.10 depicts the comparison between the theoretical THOP results of IFP and
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Figure 3.10: Theoretical delay comparison between IFP and SDB.
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SDB. Similar to the simulation results, IFP again exhibits a significant delay improvement

over SDB as shown in Figure 3.10. In theoretical results, this improvement in THOP re-

sults of IFP can be contributed to various factors such as shorter average waiting time

before forwarding, less collision occurrences, robust collision resolution mechanism (in

case of collisions), and so on. As shown in Figure 3.10, under sparse traffic conditions

(≈ 100 nodes), all protocols depict high THOP values due to time-out occurrences; how-

ever, IFP still fares better due to shorter time-out periods before message re-transmission.

As the traffic intensity increases further (till 450 nodes for SDB, and 1500 nodes for IFP),

THOP values gradually reduce in both protocols due to shorter average waiting times as-

signed to forwarders (as nodes are now closer to the boundary of sender’s transmission

range R). At greater than 450 nodes, SDB’s delay values start rising due to increased

number of collisions and re-transmissions. On the other hand, IFP is able to reduce the

number of collisions, and quickly resolve them in case collisions do occur. An important

observation is that under very high traffic conditions (> 1500 nodes), IFP with larger CW-

max range [0,2048] results in lower per-hop delay as compared to the shorter range. This

phenomenon is explained in detail later in section 3.3.

3.3 Optimal Parameter Choice

In this section, we determine the optimal choice of parameters to maximize the efficiency

of IFP. Substituting the variables in equation (3.8) results in the following expression for

average per-hop rebroadcast latency (THOP ):

THOP =

λ∑
i=0

CWmax,i

2 λ2
(TI + TC) + TS +

To

eλ
(3.14)

where,

CWmax,i = k
Dmax

Di

CW

(SNRi − SNRthresh

αdB

)
base
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Table 3.1: Di vs. SNRi (Glimpse from the data-set)

Di (meters) SNRi (dB)
10 35.95
50 23.25

100 17.48
150 15.48
200 14.20
250 13.06
300 11.00

As can be noted from equation (3.14), the average per-hop delay (THOP ) is mainly

dependent upon two varying parameters, the CWmax and λ (the total number of nodes

within the transmission range of the sender that are contending to rebroadcast the message

). Therefore, it is necessary to study the values of these parameters to minimize the THOP .

First, we observe that CWmax can be optimized using k, α, and CWbase. To investigate the

behavior of CWmax, repeated simulations (almost 100 runs) using the Nakagami propaga-

tion loss model were conducted to see how the SNRi (SNR values at the receivers) varies

as the Di (distance from the sender) increases, while keeping the transmission power con-

stant. Table 3.1 offers a glimpse from the data-set of the relationship between SNRi and

Di.

Next, by using these (Di,SNRi) pairs, along with varying k, α, and CWbase, numerical

analysis was carried out to determine the minimum values for THOP under different traffic

scenarios. Figure 3.11 portrays a particular scenario in which the average per-hop delay

(THOP ) varies as a result of different combinations of k and α, while CWbase = 2 and λ = 6.

Under such sparse traffic conditions, THOP decreases to less than 1 ms by choosing values

of α >15 and k <20.

However, it is to be noted here that there is no unique range for k, α, and CWbase that

would result in a minimum THOP under all traffic conditions and scenarios. For example, in

dense traffic conditions, smaller values of k and CWbase would result in more collisions as

the CWmax range becomes significantly smaller, thus causing more delays due to message
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Figure 3.11: Effect of control parameters on per-hop delay.

re-transmissions. On the other hand, very high values of k and CWbase would result in

longer average waiting times before a rebroadcast as the CWmax range increases; hence,

increasing the average per-hop delay. Therefore, figuring out a range of values for k, α,

and CWbase that takes the prevailing traffic conditions into consideration would be the most

appropriate measure to incur minimum delays.

As a general rule, for highly congested scenarios (such as traffic rush hours in urban

areas), it is suggested to use higher values for k (above 30) and low values for α (less

than 15). Under such conditions, CWbase size could also be increased (to 3 or higher) to

minimize packet collisions. On the other hand, for light traffic conditions, choosing values

of α >15 and k <20 will result in minimum THOP .

Figure 3.12a presents a comparison of theoretical average per-hop delay (THOP ) results
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for a shorter CWmax range [0, 1024] versus a much longer range [0, 4096]. Figure 3.12a

shows that when the CWmax range is increased under light traffic conditions (≈ 100 nodes

in a 4 km long highway strip), there is a multifold increase in delay due to the likely

occurrences of lengthy timeouts (timeout period is correlated to CWmax), which occur if

no node is found within the transmission range (R) of the sender. Moreover, greaterCWmax

values mean forwarders have to wait much longer, on average, before rebroadcasting the

message.

On the other hand, under heavy traffic conditions (> 2000 nodes), a larger CWmax

range actually results in a better delay performance. This is due to the fact that under such

dense traffic conditions, much fewer collisions will occur if a larger CWmax range is being

used as opposed to a shorter CWmax range, resulting in lower delays. The sensitivity anal-

ysis of equation (3.14) shows that under lower node intensity, timeout period (To) dictates

the THOP values; whereas under higher node intensity, the number of collisions and time

to recover from those collisions determine the THOP results.

Similarly, Figure 3.12b illustrates the comparison of theoretical results of message dis-

semination speed between a smallerCWmax range [0, 1024] versus a larger range [0, 4096].

Note that for lower traffic intensity, the message propagation speed is higher with a smaller

CWmax range as opposed to a larger CWmax range. This happens because, on average,

smaller CWmax values result in shorter waiting times for forwarders before rebroadcasting

the message, resulting in higher speeds. However, under higher traffic intensity (> 2000

nodes), the larger CWmax range actually results in higher propagation speeds as much

fewer collisions occur if the larger CWmax range is being used. Nevertheless, an interest-

ing observation from the figure is that as the number of nodes keeps on increasing, over the

long run, the message dissemination speed ultimately drops, regardless of CWmax range,

due to the increased occurrences of collisions. Therefore, in the light of the observations

from Figure 3.12a and Figure 3.12b, under light traffic conditions (normal road scenario),

the smaller CWmax ranges should be preferred throughout the network; whereas under
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dense traffic conditions (such as during traffic congestion in multiple lane highways or dur-

ing rush hours in urban areas), the larger CWmax range should be used, as stated earlier.

In conclusion, the optimal choice of parameters leads to a significant reduction in overall

message propagation delays.

This chapter presented an in-depth and thorough study of the design, mathematical anal-

ysis, optimization, and theoretical performance gain of Intelligent Forwarding Protocol. In

the next chapter, we analyze the performance of IFP under simulation and real-world traffic

conditions using the optimized parameters presented here.
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Figure 3.12: Effect of CWmax range on IFP performance.
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CHAPTER 4

PERFORMANCE ANALYSIS OF MULTI-HOP BROADCASTING PROTOCOLS

IN SIMULATION AND REAL-WORLD EXPERIMENTAL CONDITIONS

To further evaluate and validate the performance of IFP, which was introduced in Chapter

3, we present a comprehensive comparison of the simulation results of IFP and the popular

existing schemes, in this chapter. Additionally, this chapter also presents the results and

analysis of the real-world experimentation and field tests that were carried out on Georgia

highways (I-75). The results and analysis presented in this chapter also appeared in [13],

and [14].

4.1 Simulation Analysis

4.1.1 Simulation Setup

The simulations were carried out using the latest version of ns-3. The parameters chosen

in the simulation environment were practical with minimal assumptions to achieve real-

istic and accurate results. For IFP, we chose the optimized parameters as suggested in

Chapter 3. Table 4.1 depicts the simulation parameters used and their respective values.

It can be noted that the models and parameters chosen for the simulation environment ac-

curately characterize a typical VANET environment, such as the Nakagami fading model

(recommended for VANETs by [59]), two-ray ground path loss model (recommended for

VANETs in [60]), and mobility model etc. The nodes are placed randomly on a 4 km long

road strip. A maximum of 650 nodes can be accommodated in the simulation environment

at any given time due to constraints in computational resources.

In these simulations, IFP was compared against two representative protocols belonging

to the delay-based category and the stochastic category, respectively. Since the vast major-
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Table 4.1: Simulation parameters

Attribute Value
Standards IEEE 802.11p, WAVE
Data rate 6 Mbps (OFDM)

Transmission range (R) 300 meters
Fading model Nakagami fading model

Mobility model Constant velocity mobility
Road dimensions 4 km long (2 lanes)

Node density (Per 4 km Strip) 150 - 650 nodes
Time slot 40 µSec

SIFS 10 µSec
SNRthresh 8dB

Emergency Message Size 50 bytes
Simulation Time (per run) 100 seconds

ity of forwarding protocols fall in one of these two categories, it is appropriate to compare

IFP against these techniques. In this thesis, we refer to the representative delay-based pro-

tocol as Simple Delay-Based (SDB) protocol, while the representative stochastic protocol

is called Simple Probability-Based (SPB) protocol. SDB closely follows the techniques

proposed by Briesemeister and Hommel [28], IVG [29] , Streetcast [30], ODAM [31], and

EDB [34], and uses equation (2.1) for the forwarder selection process. On the other hand,

SPB employs the techniques proposed by slotted p-persistence protocol [44]. Table 4.1

summarizes the important parameters chosen for IFP, SDB and SPB.

4.1.2 Results and Analysis

As described earlier, fast and reliable delivery of safety messages are the two main design

considerations of any forwarding protocol in VANETs. Therefore, to present an effective

and fair comparison between IFP, SDB and SPB under these considerations, we classify

our simulation results into two main categories: 1) Forwarding Latency determines how

quickly the safety message is forwarded in a target region. 2) Packet Delivery Ratio (PDR)

measures how efficient each protocol is in ensuring guaranteed message delivery to each

node in the target region.
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4.1.2.1 Forwarding Latency

First, we measured each protocol’s end-to-end delay, which is the time taken to disseminate

the safety message throughout the entire target region (4 km long road strip). Figure 4.1

shows end-to-end delay results of the three protocols as node intensity increases. For each

protocol, we vary the control parameters according to recommended optimal values.

IFP can be optimized by varying CWbase, k, and α, as discussed in the previous chapter.

However, CWbase should only be tuned under extreme traffic conditions (> 1000 nodes in

4 km long road strip). Therefore, we observe the impact of varying only k and α on IFP

delay performance in Figure 4.1a. As shown in Figure 4.1a, the end-to-end delay of IFP

decreases, on average, with the increase in node intensity. Under dense traffic conditions,

there is a higher probability of having nodes near the boundary of transmission region (with

lowerCWmax), which results in lower average waiting time before each successful rebroad-

cast, hence, reducing the overall end-to-end delays. Another observation from Figure 4.1a

is that under regular traffic conditions, lower k values results in better delay performance.

This phenomenon was explained in detail in Chapter 3. On the other hand, SDB is mainly

controlled by MaxWT , a parameter of equation (2.1). While a smaller MaxWT leads to

a lower waiting time being assigned to each node before rebroadcast, it results in a higher

collision probability caused by the short difference in the waiting times of neighboring

nodes. We choose the values of MaxWT as suggested by the protocols using the SDB

approach. Figure 4.1b depicts that the end-to-end delays are reduced at lower MaxWT ,

since nodes have to wait for shorter time before a successful rebroadcast. However, for

MaxWT < 20ms, the delay starts rising due to a significant increase in collision proba-

bility, which result in unnecessary re-transmissions. As the safety message doesn’t cover

the entire 4 km road strip for MaxWT < 20ms scenarios, we don’t consider them in these

simulations. Lastly, Figure 4.1c depicts the end-to-end delay of SPB. The main parame-

ter controlling the performance of SPB is the predetermined number of slots (Ns). Since

[44] doesn’t specify any exact method of calculating Ns, we measured the performance of
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Figure 4.1: Comparison of end-to-end delay.
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SPB under various Ns. Figure 4.1c shows that a lower Ns results in lower end-to-end de-

lay as each forwarder has to wait for lesser time (number of slots), before rebroadcasting.

However, for Ns < 512, the packet collisions significantly increases as the probability of

multiple nodes choosing the same time slot to rebroadcast a message also increases. In this

scenario, a safety message fails to travel the entire target region, and hence, the end-to-end

delay cannot be determined.

In Figure 4.1, IFP significantly outperforms both SDB and SPB regardless of the op-

timal parameter setting. This improvement in the end-to-end delay performance of IFP

is a result of: 1) efficient forwarder selection mechanism, 2) shorter waiting times before

forwarding, 3) improved collision resolution mechanism, and 4) greater one-hop message

progress (average distance covered during each hop). Another observation from Figure 4.1

is that the end-to-end delay of all protocols decreases as the node intensity increases. This

happens as each protocol assigns shorter average waiting time to the forwarder candidates

that are closer to the boundary of sender’s transmission range (which is more probable un-

der higher node intensities). However, at high traffic congestion rates (> 350 nodes), the

delays stop reducing further due to the high occurrence of packet collisions, which lead to

unnecessary transmissions.

On the other hand, Figure 4.2 shows the delay incurred in propagating a safety message

across a certain distance (from the initial sender) using multi-hop communication. For all

protocols, the optimal values for control parameters have been selected. The delay results

under various node intensities have been recorded for an effective comparison. As seen in

Figure 4.2, all protocols depict a similar overall delay trend as the number of nodes vary.

For each protocol, the total delay for a message to travel a certain distance is inversely

proportional to node intensity. Under dense traffic conditions, there is a higher probabil-

ity of having a node closer to the boundary of sender’s transmission range, resulting in

lower waiting times before forwarding as well as greater one-hop message progress; hence,

leading to reduced overall delay in propagating the message. Again, IFP exhibits a clear
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Figure 4.3: Comparison of average per-hop rebroadcast latency.

superiority over SDB and SPB in terms of delay performance.

Lastly, Figure 4.3 presents a comparison in terms of per-hop rebroadcast latency (av-

erage time spent to rebroadcast a safety message across a single hop). As shown in Fig-

ure 4.3a, IFP achieves a significant per-hop delay reduction of almost 88.0% as compared

to SDB and 77.2% as compared to SPB. This delay improvement in IFP is quite expected

and can be contributed to the following design improvements. First, IFP uses a highly ef-

ficient mechanism to select the most optimal forwarder candidate to rebroadcast the safety

message. Second, IFP ensures that the shortest possible waiting time is assigned before re-

broadcasting at each hop. Furthermore, IFP proposes a novel ACK-decoupling mechanism

and an improved collision resolution mechanism. Lastly, IFP generally achieves a greater

one-hop message progress (average distance covered during each hop).

Additionally, to compare the delay performance of IFP with handshaking-based pro-

tocols, we implemented a well-known multi-hop broadcasting protocol, Smart Broadcast

(SB), which was previously discussed in Chapter 2 and Chapter 3. Figure 4.3b shows the

per-hop delay comparison between IFP and SB as the number of nodes within a single

hop range vary. IFP performs almost 200% better than SB in terms of per-hop delay due

to superior design considerations, some of which are listed here. First of all, while SB

is highly dependent upon the exchange of handshaking messages (RTB/CTB) before for-
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warding messages, the proposed protocol broadcasts messages without prior handshaking

mechanisms. Secondly, SB requires the forwarders to send ACKs for collision resolution

and ensuring reliability, whereas in IFP, forwarders exploit the combination of SNR and

GPS coordinates to either eliminate ACKing procedure or atleast decouple it from the mes-

sage propagation process, without compromising on the overall reliability.

4.1.2.2 Packet Delivery Ratio

Next, to determine the message reliability (guaranteed message delivery to each node in

the target region), we measured each protocol’s Packet Delivery Ratio (PDR), which is the

ratio of number of vehicles that receive the safety message to the total number of expected

receivers. Since reliability is an important criterion for safety message dissemination, it is

worthwhile to study the PDR achieved by each protocol.

Due to the time-critical requirement of safety systems in VANETs, delayed information

is not very useful. Typically, the reaction time of safety systems should be in the order of

milliseconds to have a meaningful impact [61]. Therefore, in Figure 4.4, we analyze how

the PDR results (in %) vary in the target region (4 km long road strip), starting from the

time when the safety message is first generated by the original sender. For a fair compari-

son, in the simulation environment, we place the original sender (message initiator) at the

beginning of the road strip to ensure that the message travels the entire length of the target

region.

As shown in Figure 4.4, IFP substantially outperforms both SDB and SPB in terms of

PDR acheived within a certain time. On average, while IFP is able to achieve a PDR of

over 99% under all node intensities within a 50 ms period (a single control channel interval

(CCH)), SDB and SPB are only able to achieve 99% PDR under a few node intensities, and

even in those scenarios, they require almost 120 ms and 75 ms respectively. IFP achieves

this significant gain over SDB and SPB in terms of reliability (higher PDR per unit time)

due to the following reasons. While SDB and SPB utilize distance and probability based
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Figure 4.4: Comparison of Packet Delivery Ratio (PDR) results.
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metrics respectively to determine the forwarding nodes, IFP exploits an SNR, GPS, and

contention window based forwarder selection mechanism to determine the most optimal

forwarder such that the guaranteed message delivery to each node in the target region could

be ensured, and message collisions could be reduced. Once a collision does occur, IFP is

able to quickly recover from it using the novel collision resolution technique described ear-

lier. Note that in case of packet collisions, SDB and SPB must repeat the entire forwarding

process again, causing significant delays.

An observation from Figure 4.4 is that under higher node intensities, the protocols

are able to quickly disseminate safety messages to more nodes in the target region due to

absence of coverage holes and greater one-hop message progress (average distance covered

during each hop). As shown in Figure 4.5, introducing a packet error rate (PER) of 20%
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adversely affects the average PDR levels per unit time. This behavior is explained later in

this section.

Similarly, Table 4.2 depicts the time comparison between each protocol to reach a cer-

tain PDR (%). The number of vehicles in the target region is denoted by Nv, while packet

error rate is represented as PER. N/A refers to the instance when a protocol is not able to

reach a certain PDR level. Table 4.2 shows that SDB and SPB either do not reach a PDR of

99% under sparse network conditions (150 nodes) due to the presence of coverage holes, or

require a significantly large amount of time to reach a PDR > 90% under all other network

conditions (as compared to IFP) due to their slower and less reliable message dissemina-

tion process, as discussed earlier. IFP, on the other hand, is able to recover from coverage

holes due to continuous re-transmissions (after each predefined timeout period) until a new

forwarder is finally selected when it enters in the previous forwarder’s range. Additionally,

Table 4.2 shows that introducing a packet error rate (PER) of 20% lowers the average PDR

of each protocol while increasing the time required to reach a certain PDR due to extra

packet losses and time required to recover from them.

Next, we analyze the performance of IFP under real-world traffic conditions.

4.2 Experimentation

In this section, we present the experimental results of IFP to validate its effectiveness under

real-world VANET conditions.

4.2.1 Experimental Setup

To test the multi-hop performance of IFP, we implemented a test-bed consisting of eight

cars and two road-side units (RSUs) near the Georgia Institute of Technology campus.

To enable vehicle-to-vehicle (V2V) communication, all cars were equipped with Arada

Systems on-board units (OBUs), which operate at the 5.9 GHz frequency band and use

IEEE 802.11p and WAVE standards. The protocol implementation was done with the aid
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of Arada Systems built-in Locomate library. As shown in Figure 4.6a, the cars were driven

past the RSU in the form of a convoy; the last car in the convoy periodically broadcasts a

safety message, which then propagates in a multi-hop manner until it reaches the RSU. The

distance between the cars is controlled in order to closely study the forwarder selection

mechanism of IFP. Figure 4.6b depicts the route selected for the field trials. OBUs and

RSUs are shown in Figure 4.6c.We evaluated the protocol under the highway scenario.

All cars traveled in the same direction (the average velocity was 100 km/h; road length

was 3 km, and a data-rate of 6 Mbps). For each result,we used the average value of ten

measurements (ten runs). We evaluate IFP with regard to the following metrics: forwarder

selection mechanism, message propagation delay, network throughput, and packet delivery

ratio.

To validate the experimentation results of IFP, we compared them with the simulation

results. The metrics chosen for both the experimental and simulation environments are sim-

ilar to minimize any inconsistencies and to achieve a fair comparison. It was not feasible

and practical to compare the experimental results of IFP with other multi-hop broadcasting

protocols due to numerous reasons. First, the experimental environment presents a number

of uncontrollable variables, each of which affects the protocol performance, such as vehicle

mobility, spatial location, interference due to terrain and neighboring objects, (name a few

others) and so on. Therefore, it is not possible to mimic the same conditions under which

the different protocols can be tested for a fair comparison. Second, each protocol proposed

in the literature is optimized to perform adequately under specific scenarios only; hence

it would be unfair and inconclusive to compare the different protocols under our experi-

mental scenario only. Finally, most of the existing protocols in literature lack particular

implementation details and specific protocol parameters, which hinder us in qualitatively

comparing IFP against other protocols under real-world conditions.
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(a) Experimental Topology

(b) Route for Field Trials (c) Equipment (OBU/RSU)

Figure 4.6: Experimental Environment.

4.2.2 Context

Simulation environments are often considered as not being highly precise as they are ideal-

istic and limited in approach. For example, many models used in simulation such as the sig-

nal propagation models, vehicle mobility model, and so on, are a mathematical approxima-

tion of the real world conditions. On the other hand, through real-world experimentation,

the exact environmental behaviors such as terrain interferance, path loss, mobility pattern,

etc. can be captured, resulting in highly realistic and accurate results. However, carrying

out the real-world implementation and field trials presents its own challenges. Firstly, since

the Arada Systems libraries did not allow for the SINR values to be extracted at the MAC
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Figure 4.7: Forwarder selection mechanism - Experimental vs. simulation results.

layer of the V2V nodes, we had to extract them at the Application layer in order to make

the forwarding decision. This introduced an extra delay at each node. Another complexity

associated with the real-world experimentation was that it was extremely tedious to keep a

consistent vehicle topology / formation and exactly the same experimental conditions for

each different trial, given the dense traffic conditions in the Georgia highways. However,

we tried to keep the control parameters and experimental conditions consistent to the best

of our ability.

4.2.3 Results and Analysis

First, we evaluated the performance of IFP with respect to the forwarder selection mecha-

nism, which primarily depends upon CWmax, as described in Chapter 3. Figure 4.7 shows
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how CWmax size varies as the distance between the sender and a forwarding candidate

Di varies. In order to increase the chances of further nodes to be selected as forwarders

(to increase one-hop message progress), there is an exponential drop in CWmax values as

the distance increases in both experimental and simulation results. While a lower CWmax

range can result in collisions in a dense network, that is not a problem here as only a couple

of nodes exist within a node’s transmission range at any particular instance.

As shown in the figure, experimental CWmax values are slightly lower in comparison,

as the SNRi values achieved in real-world experimentation for a particular Di are notably

lower than those in simulations. This drop in SNRi values can be attributed to terrain and

object interference, inaccuracies in signal fading model (in simulation environment), and

so on. Nevertheless, both the experimental and simulation results in Figure 4.7 have a very
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Figure 4.9: Avg. throughput comparison - Experimental vs. simulations results.

similar trend and are conforming.

Next, we measured the message propagation delay across 3 hops (starting from the

time when a message is initially broadcast), as shown in Figure 4.8. We chose a maximum

of 3 hops only, since that was the maximum number of hops achievable with our limited

experimental resources. As expected, both experimental and simulation scenarios depict

a steady rise in delay across each hop. Although both set of results have a similar trend,

the experimental scenario portrays significantly higher delay values. First, as some design

components of lFP are implemented in the Application layer, the message has to traverse

additional layers at each hop, resulting in higher delays. Additionally, the different mod-

els used in the simulation environment have their own limitations, and thus some delay

components might not be accounted for in simulations. Similarly, Figure 4.9 illustrates the
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Figure 4.10: PDR comparison - Experimental vs. simulations results.

average throughput achieved in the two scenarios. Both scenarios portray an increasing

trend of the throughout values as the size of the safety message increases. With an in-

crease in packet size, more data can be shared in a single transmission, resulting in higher

throughput. However, it can be noted that the average throughput of the experimental sce-

nario stops increasing after 2.8 Mbps, since the channel reaches its saturation, resulting in

increased packet drops and collisions.

Finally, Figure 4.10 shows the PDR results, which determine the reliability of the proto-

col. At any particular instance, the experimental results depict a lower PDR as compared to

simulation results due to higher occurrences of collisions, packet drops, and un-necessary

retransmissions in the real-world conditions. Additionally, since the message propaga-

tion delay in experimental scenario is higher, the message progresses slowly through the
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VANET, resulting in a lower PDR at any instance. However, in both scenarios, a PDR

of almost 100% is ultimately achieved, which ensures the guaranteed delivery of safety

messages to every node in the target region.

In this chapter, extensive simulation results of IFP were presented, which establish the

superiority of IFP over existing techniques. This chapter also discussed the real-world

experimentation and field-trials that were conducted using the IEEE 802.11 p devices to

evaluate the performance of IFP under real traffic conditions. The results validate the per-

formance gain achieved by IFP in such conditions.
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CHAPTER 5

COOPERATIVE BSM-BASED MESSAGE DISSEMINATION

As discussed earlier, one of the key requirements for human-driven and autonomous vehi-

cles is to have continuous awareness of their surroundings at all times, to detect any po-

tential threats (vehicles, pedestrians, wild-life etc.). This requires continuous cooperation

between vehicles by efficiently sharing safety information in a timely manner. However,

this is a multi-dimensional and challenging problem due to the unique characteristics and

challenges of VANETs. This chapter presents an elegant solution to efficiently share safety

information among vehicles by leveraging the Basic Safety Messages (BSM), which are

part of the existing V2V standards. Through this approach, vehicles are able to quickly

and preemptively identify potential threats, not just in their close proximity, but also those

that are further along the roadway by intelligently exchanging safety information between

neighboring vehicles. Additionally, the proposed architecture presents a practical approach

of incorporating the on-board sensor data with the V2V communications. This results in

vehicles having improved visibility and situational awareness even outside of their one-hop

range.

First, this chapter provides an overview of the motivation and contribution of the pro-

posed architecture. Next, we present a discussion on the architecture design, and its po-

tential applications. Finally, the performance evaluation and results of the proposed archi-

tecture are discussed toward the end of this chapter. The research work presented in this

chapter also appeared in [15], and [16].

5.1 Motivation and Contribution

The Dedicated Short-Range Communications (DSRC) standards [5], developed for V2V

communication, mandate the periodic broadcast of a Basic Safety Message (BSM) con-
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taining each vehicle’s position, speed, direction and so on, as explained in Chapter 1. This

ensures that each vehicle participating in the V2V communication is aware of its imme-

diate neighbors, so that collisions could be avoided. However, a limitation of just relying

on this standard BSM approach to share safety information is that vehicles have a very re-

stricted visibility and awareness of potential threats (limited to one-hop range). Similarly,

existing single-hop safety message dissemination techniques are also incapacitated of en-

abling communication beyond the single-hop transmission range efficiently, as discussed

in Chapter 2. While multi-hop broadcasting schemes are ideal for fast and reliable message

delivery of small and dedicated safety packets to further regions, they are not efficient in

enabling continuous exchange of safety information between vehicles, as multi-hop tech-

niques often incur a high network overhead and increased packet collisions due to flooding

the network.

This research proposes an architecture which successfully addresses the above men-

tioned limitations. The contribution of this research work is to propose a novel architecture

that facilitates the effective sharing of safety information in VANETs by intelligently ex-

changing and storing the data obtained from the neighboring vehicles as well as from the

on-board sensor technologies. Since BSMs are mandated by the vehicular standards, and

are broadcast very frequently throughout the network, this research leverages the BSM-

sharing infrastructure to develop an innovative solution for spreading safety information

across the entire VANET with low latency. Additionally, in contrast to many existing safety

information delivery protocols that require modifications to the DSRC standards for suc-

cessful operation, the proposed architecture enables information sharing among vehicles by

just exploiting the existing DSRC standards for V2V communication without altering any

layer or requiring any modification to the standards. Finally, we also introduce a standard

threat format through which any raw sensory data could be represented. Table 5.1 presents

a qualitative comparison between the proposed architecture and the existing approaches of

safety information dissemination in VANETs.
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5.2 Architecture Design

Building on the motivation described above and the discussion regarding BSM-sharing

infrastructure in Chapter 1, we now present the architecture design. The proposed architec-

ture enhances the collective awareness of vehicles by efficiently sharing the safety-related

data obtained through both on-board sensors and neighboring vehicles. The architecture

consists of the following main components:

• Data Collection and Storage

• Sharing Threat Matrix

• Updating Neighboring Threats Table

The remainder of this section describes each of these components in detail.

5.2.1 Data Collection and Storage

This initial phase of the architecture deals with the efficient collection and storage of safety-

related data by the participating vehicles. The V2V-enabled vehicles have two main sources

of acquiring knowledge about their surroundings: 1) by receiving the safety messages (e.g.

BSMs) from their neighboring nodes, 2) by obtaining the sensing data from the in-vehicle

CAN bus or other on-board sensors.

First, as the DSRC standards mandate the periodic broadcast of BSMs containing each

vehicle’s position, speed, direction etc., this useful information can be utilized by the neigh-

boring vehicles to enhance their understanding of the environment. Secondly, the vehicles

with on-board sensors have an added advantage in the sense that they can detect a threat (a

potentially hazardous vehicle, pedestrian, or object, which can cause an accident) with very

high accuracy. Since each of these sensors produce the raw sensory data in their own re-

spective formats with varying rates (as depicted in Table 5.2), it is important to convert the

raw sensory data obtained from different sensors into a standard threat format. The threats
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Table 5.2: Active sensor characteristics

Sensor Output Format Data Size Sample Rate

LIDAR Binary to
ASCII(X,Y,Z)

400Bps - 90Mbps 5Hz-180+KHz

Automotive
Radar

Echoed Fre-
quency Re-
sponses (Pulse &
Continuous)

64+Kbps 500KHz-10MHz

Sonar Sound Wave Re-
sponses to ADC
Voltage or PWM

0.12Kbps 1Hz-100+KHz

IR ADC Voltage 1-2 Mb per Sample 1-20Hz

Radio Fre-
quency
(RF)

Signal Response
Modulation

16+ bits per Sample 4Hz

Magnetic
Restive

Voltage Variation 12 Bits per Sample 100Hz

Camera Continuous
Image Frames

1-400Mbps 30-60fps

can then be efficiently stored locally as well as shared with other neighboring vehicles. The

threat format is described later in this section.

An important reason for representing the raw sensor data into threats is that storing raw

data being continuously generated from different sensing devices could be quite memory

consuming. This is true for many sensing technologies such as high-quality cameras, IR,

automotive radar, and LIDAR, which provide a continuous stream of data. As observed in

Table 5.2, LIDAR alone generates up to 90 megabits per second and therefore, the storage

capacity required to hold such huge quantities of data, let alone to share, is impractical and

costly.

Once the different threats in the vicinity of a particular vehicle have been identified, they

are stored in the vehicle’s local database. This local database is referred to as Neighboring

Threats Table (NTT). Hence, NTT consists of the threats observed either through the BSM

packet reception from the neighboring vehicles or through on-board sensors. A threat is
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Message ID
Message

Count Temporary ID Time

Latitude Longitude

Elevation Position Accuracy Transmission& Speed

Heading

Steering

Wheel Angle Longitude

Brake System StatusVehicle Size

Path Prediction (OPT) Event Flags (OPT) < RTCM Package (OPT) Variable Size>

Path History (Opt)

Variable Size

Latitude Longitude

Elevation

DirectionTime StampID (Threat 1) Speed

Size

Latitude

Longitude

Elevation

Direction

Time StampID (Threat 2)

Speed

Size

8 Bytes

Basic

BSM

Threat 1

Threat 2

Figure 5.1: A BSM packet incorporating threats.

stored as a single record in the NTT.

According to the proposed standard threat format, each threat is 20 bytes long and has

the following format: threat ID (2 bytes), 10 bytes of the position (longitude, latitude, ele-

vation), speed (2 bytes), direction (2 bytes), size (2 bytes), time-stamp (2 bytes). Figure 5.1

depicts such threats being encapsulated in a BSM packet.

Algorithm 1 shows how the raw data from sensors is converted into threats, which are

then stored in NTT. Note that the size of NTT grows at a rate proportional to the traffic con-

gestion and the presence of other potential threats such as pedestrians, bicyclists, and so on.

Threats appear in the NTT in the decreasing order of relevance i.e. most relevant/dangerous

threats appear at the top of NTT. The relevance of a particular threat can be calculated by

a number of different parameters such as its Euclidean distance from the detecting vehicle,

time-stamp, its speed and direction, and so on. Note that each vehicle maintains its own

NTT, which might be different as compared to its neighboring vehicle’s NTT.
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Algorithm 1 Incorporating sensor data in BSM architecture
Input: Raw Sensor Data
Output: Updated NTT

Transform Raw Sensor Data
1: for i = 1 to Number of Sensors do
2: if (Sensor Type (i) = SONAR) then
3: Convert raw data to object at distance d from sensor
4: else if (Sensor Type (i) = LIDAR) then
5: Convert raw (X,Y,Z) data to an object
6: else if ... then
7: ...
8: end if
9: end for

10: Create Threats using the objects detected above
11: for each Threat do
12: if (Threat exists in NTT ) then
13: Recalculate Threat relevance and replace it in NTT
14: else
15: Calculate the Threat relevance and add it to NTT
16: end if
17: end for
18: return Updated NTT

5.2.2 Sharing Threat Matrix

Since NTT initially contains only the threats detected in a vehicle’s one-hop communica-

tion and sensing range, it is critical to share this information among neighboring vehicles

in a timely manner so that the collective visibility and awareness of each vehicle could be

improved in terms of range as well as accuracy and precision. As the NTT often contains

a large number of threats, it is not feasible to share such large amount of data using the

BSMs, which have a maximum size of almost 800 bytes and thus, can hold a maximum of

38 threats only at once. Therefore, the proposed architecture extracts a vehicle’s 38 most

relevant threats (at maximum) and bundles them together in the form of a Threat Matrix.

This Threat Matrix is then encapsulated in the optional BSM Part II. Hence, when the ve-

hicle broadcasts its BSM, all the neighboring vehicles which receive the BSM will also

receive the encapsulated Threat Matrix. Note that in case of a BSM packet collision, the
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Algorithm 2 Threat Transmission and Reception
Input: Threat
Output: BSM Packet

Threat transmission via BSM
1: for i = 1 to n most relevant threats in NTT do
2: Add Threat i from NTT to Threat Matrix
3: end for
4: Encapsulate Threat Matrix in BSM Part II
5: Broadcast the BSM
6: return BSMPacket

Input: BSM packet
Output: Updated NTT

Receive threats from BSM
7: for i = 1 to total threats received in BSM do
8: if (Threat exists in NTT ) then
9: Recalculate Threat i relevance and replace it in NTT

10: else
11: Calculate the Threat i relevance and add it to NTT
12: end if
13: end for
14: Update NTT by removing Threats no longer relevant
15: return Updated NTT

Threat Matrix will be lost and will only be recovered once the vehicle rebroadcasts the

BSM in the next broadcasting interval.

5.2.3 Updating Neighboring Threats Table (NTT)

Upon the successful reception of a Threat Matrix, the vehicle will update its local NTT

with the most relevant threats. If a threat (with the particular ID) does not exist in the NTT,

it gets added to the NTT according to its relevance. However, if a threat with the same ID

is already present in the NTT, the threat’s relevance gets updated in the NTT. Algorithm 2

depicts these design considerations. In this manner, the NTT can continue to grow without

any size constraints, as the V2V-equipped vehicles are assumed to have fairly large size

databases. Finally, the proposed architecture design is summarized in Figure 5.2.
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5.3 Applications

The proposed architecture facilitates several applications of different scope and impact.

Among these, some of the most critical applications are briefly discussed here:

5.3.1 Collision Prediction and Avoidance

The additional safety-related information acquired using the proposed architecture in the

form of threats can be used to predict and avoid traffic collisions on the roads. For this

purpose, the collision detection and prediction algorithms already existing in the literature

can be readily applied. Additionally, once a vehicle encounters or predicts a dangerous

scenario, it would be able to robustly generate and deliver safety alerts to other vehicles

informing them of the impending danger. For this purpose, a multi-hop safety message

dissemination algorithm such as Intelligent Forwarding Protocol [14], proposed in the first

part of this thesis, can be applied.

5.3.2 Routing

The proposed architecture could also be used to enable efficient routing of packets in

VANETs, since each vehicle has an improved visibility with a greater range. For exam-

ple, those intermediate nodes would be selected as forwarders which form the shortest and

most efficient route to the destination. A major challenge with the existing proactive routing

schemes in VANETs is that due to the dynamic nature of vehicular environments, they are

highly inefficient. However, if the proposed architecture is used instead to route packets, it

will depict a much superior performance, since vehicles have a greater awareness of their

environment as well as latest information about the existing routes. Another fundamental

problem in VANETs is that there is no centralized infrastructure or node which knows the

overall topology of the network to calculate the routes, however, the proposed architecture

provides each vehicle with a view of the overall topology.
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5.3.3 Security

The proposed architecture can also be utilized for improving security in VANETs by con-

firming that the BSM generated by each vehicle is accurate and not malicious. Through

this architecture, it is possible to detect false localization information broadcasts and thus,

eliminating the possibility of spoofed data. Having multiple perspectives of the same geo-

graphical location from different vehicles can also help in confirming/correcting a vehicle’s

estimation of its surrounding.

5.4 Simulation Analysis

5.4.1 Simulation Setup

In this section, the simulation results are presented and discussed in order to evaluate the

effectiveness and robustness of the proposed architecture. The simulation environment has

been set up using ns-3. The parameters chosen for simulation purposes are realistic with

minimal assumptions. Table 5.3 presents the parameters used.

Table 5.3: Simulation parameters

Attribute Value

Data rate 6 Mbps (OFDM)

Transmission range (R) 300 meters

Fading model Rayleigh fading model

Mobility model Constant velocity mobility

Road dimensions 4 km long (2 lanes)

Node density 50 - 250 nodes

Vehicular Speed 120 kph

BSM Regular Size 39 bytes

BSM Maximum Size 800 bytes

BSM Frequency 10 Hz

Simulation Time (per run) 4 seconds
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Figure 5.3: BSM packet growth rate.

Since there is no existing protocol which offers a direct comparison to the proposed

architecture, we analyze the performance and gains of the proposed architecture by com-

paring it against the current DSRC standards for V2V communication.

5.4.2 Results & Analysis

First, we measure the effectiveness of the proposed architecture by quantifying the increase

in a vehicle’s awareness of its surroundings i.e. the number of new threats detected by each

V2V-equipped vehicle. The simulation results also determine how quickly a vehicle detects

threats in a particular target area.

Figure 5.3 shows the growth of a vehicle’s BSM packet size across a short span of time.

The significance of this is to illustrate how quickly vehicles build up awareness of threats

in their surrounding and then share this information with their neighbors. As a reference

point, in the start of the simulation run, it is assumed that vehicles are totally unaware of
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Figure 5.4: Maximum threat detection range in a single CCH interval.

the threats in their environment (i.e. have an empty NTT), and thus share basic BSMs only

(with an empty Threat Matrix). However, as the time progresses, each vehicle’s NTT grows

as a result of receiving BSMs (incorporating new threats) from its neighboring vehicles and

on-board sensors. Therefore, the Threat Matrix of each vehicle starts to swell up with time,

which results in more threats being shared between vehicles during each broadcast cycle.

In this manner, the BSM size grows sharply. However, since the BSM size is capped at

800 bytes (maximum size allowed), only the 38 most relevant threats (= (800 − 39)/20)

are shared by a vehicle with its neighbors during each broadcast. A key observation in

Figure 5.3 is that traffic scenarios with a high number of nodes (200 or 250 nodes) have a

sudden and sharp increase in their BSM packet sizes. This is due to the fact that under such

high congestion, each vehicle detects a lot of threats in its vicinity due to the increased

number of nodes and BSM broadcasts. Therefore, the Threat Matrix gets larger quickly

causing the BSM size to increase as well.

On the other hand, Figure 5.4 presents how the maximum threat detection range in a
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Figure 5.5: Number of threats detected vs. node intensity.

single control channel (CCH) interval (i.e. 50 ms) varies for various node intensities. When

there are 50 nodes in the 4 km road strip, a vehicle is able to detect threats as far away as

800 meters within the CCH interval. However, this maximum detection range increases up

to 2.5 km when the number of nodes increases to 250 nodes. This occurs because when

there are more number of vehicles present, there is a high probability of receiving a greater

number of BSMs within a fixed amount of time. Hence, more direct and indirect threats

(which are outside the one-hop communication range) can be derived from these BSMs,

and stored in the local NTT, thus, increasing the threat detection range. Since, a vehicle

can detect threats at such a large distance within a single CCH interval, this tremendously

improves the overall transportation safety.

Similarly, Figure 5.5 presents the average number of threats detected by each vehicle
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Figure 5.6: End-to-End delay vs. node intensity.

using the proposed architecture as compared to the existing DSRC standards (i.e. using

the basic BSM approach) at the end of the simulation runs. It can be noticed that the pro-

posed architecture exhibits a much larger number of threats detected as compared to the

traditional approach, since it mandates that each V2V-compatible vehicle shares the infor-

mation regarding all of the relevant threats with its neighboring vehicles. In this manner,

vehicles cooperate to improve their collective awareness of the environment. As can be

noted in Figure 5, for 250 nodes in the 4 km road strip, the vehicles with the proposed

architecture detect all of the 250 threats, whereas using the traditional approach, they are

only able to detect around 20 nodes, which are in their immediate one-hop transmission

range.

Finally, Figure 5.6 illustrates the delay it takes for a threat to travel from one end of
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the 4 km road-strip to the other. For the proposed architecture, we study the time it takes

for a particular threat to cover the 4 km long road-strip, whereas, for the traditional DSRC

scheme, the delay refers to the time it takes a threat in a 39 bytes long packet to travel the

entire road-strip. It can be noted that the proposed architecture incurs slightly higher delays

than the traditional scheme. The reason for this increased delay in proposed architecture is

that 800 bytes packets are being shared as compared to the 39 bytes packet in the traditional

scheme, and thus it incurs higher transmission delays. Another observation is that for both

approaches, when the number of nodes is higher, the end-to-end delay decreases. For our

proposed architecture, this behavior can be explained that when there are more number of

vehicles present in a region, there will also be a greater number of BSM broadcasts in a

certain time interval, and thus, the threat gets relayed at a faster rate. On the other hand,

for the traditional scheme, when the node intensity is high, there are more chances of a

forwarding node being closer to the boundary of the transmission range, and thus more

distance can be covered per hop. This reduces the overall end-to-end delay.

5.5 Experimentation

Next, we conduct a feasibility study of the proposed BSM architecture under real-world

VANET conditions.

5.5.1 Experimental Setup

To thoroughly evaluate and analyze the proposed architecture, we implemented a test-bed

consisting of up to five cars, and carried out experimentation in urban, highway, and sta-

tionary conditions. All cars were equipped with DSRC-based Arada Systems on-board

units (OBUs) to enable V2V communications. The implementation of the architecture was

done using Arada Systems built-in Locomate library. The cars were distributed in three

zones as depicted in Figure 5.7, where each zone was populated with a different number

of threats. The distance between the cars is controlled in order to ensure that there exist no
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Table 5.4: Experimental parameters

Attribute Value

Data rate 6 Mbps (OFDM)

Transmission range (R) 300 meters

Vehicular Speed 0-100 kph

BSM Regular Size 39 bytes

BSM Maximum Size 200, 500, 800 bytes

BSM Frequency 2, 5, 10 Hz

Packet Loss Rate 0%, 10%, 20%

External Threats Per Vehicle 4, 5, 6

coverage gaps between vehicles. All cars traveled in the same direction. For each result,

we used the average value of atleast ten measurements (ten runs). While most parameters

used in experimentation are similar to those in simulations, some of the important ones are

listed in Table 5.4. The parameters chosen are realistic, and conform to the typical VANET

environment.

We evaluate the proposed architecture with regard to the following important metrics:

collision rate, threat detection rate, packet delivery ratio, broadcast frequency, etc. Since

Figure 5.7: Experimental topology.
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Figure 5.8: Collision rate vs. broadcast frequency.

there is no existing protocol which offers a direct comparison to the proposed architecture,

we only present an analysis of the proposed architecture here.

5.5.2 Results and Analysis

First, we study the effect of the proposed architecture on packet collision rate. Figure 5.8

shows the collision rate in each of the three zones as the broadcast frequency varies. It

can be noted from the figure that as the broadcast frequency increases from 2 Hz to 10 Hz,

the collisions also increase for all three zones. With an increase in the number of BSM

broadcasts in a fixed time interval, the CCH gets flooded with transmissions from multiple

vehicles, which results in more collision occurrences. Therefore, under high traffic con-

gestion, it is recommended to broadcast BSMs at a lower frequency. Another observation

from Figure 5.8 is that zone 2 depicts a higher collision rate as compared to the other zones.
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Figure 5.9: Threat detection at different broadcast frequencies.

Since zone 2 lies in the middle of the other two zones, the vehicles in zone 2 are within

the communication range of other vehicles in the remaining two zones. Therefore, zone 2

encounters more broadcast interference, which results in a higher collision rate.

Next, we evaluate the threat detection rate under different broadcast frequencies. Fig-

ure 5.9 portrays the overall proportion of threats detected by each vehicle using the pro-

posed architecture. Once again, the lowest BSM broadcast frequency of 2 Hz outperforms

the higher frequencies, and results in more threats being detected. As previously discussed,

a broadcast frequency of 2 Hz results in the least amount of packet collisions, and thus,

more threats are effectively shared between vehicles in a given amount of time. Hence, the

proposed architecture enables each vehicle to detect about 90% of the total threats in the

entire target region within 20 seconds.

In order to ensure the reliable delivery of BSMs to the intended vehicles, we measured
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Figure 5.10: Effect of BSM packet size on PDR and threat detection.

the Packet Delivery Ratio (PDR) of the proposed architecture, as the maximum BSM packet

size varies in Figure 5.10. Here, PDR refers to the ratio of number of vehicles that actually

receive the BSM packet to the total number of expected receivers. The PDR results have

been normalized to present a fair comparison between the different experimental trials and

settings. As shown in Figure 5.10, the PDR decreases with an increase in the maximum

BSM packet size. A larger packet size increases the collision probability, and thus, results

in a lower PDR. However, since a larger BSM packet (800 bytes long) encapsulates more

number of threats, even with a lower PDR, it results in more threats being shared between

vehicles. Therefore, the average number of threats detected at the end of each experimental

trial is higher with a BSM packet size of 800 bytes.

Finally, in Figure 5.11, the effect of varying packet loss rate on the PDR and threat

detection rate has been studied. With an increase in packet loss rate, the PDR decreases, as
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Figure 5.11: Effect of packet loss rate on PDR and threat detection.

lower number of BSMs are actually delivered to the vehicles. However, the average number

of threats detected by each vehicle after 5 seconds stays constant regardless of the packet

loss rate. Since each vehicle broadcasts the BSM at a regular interval (10 times every

second), even with a few packet losses, the threats are still delivered to the neighboring

vehicles due to the redundant broadcasts of the same threats. Therefore, the proposed

architecture is resilient to a lossy VANET environment.

In this chapter, a novel architecture has been presented that enhances the transportation

safety by efficiently sharing safety information among vehicles. By storing and exchang-

ing the information obtained from the neighboring vehicles as well as from other active

sensors on the vehicle, safety information can be shared with vehicles beyond the one-hop

communication range by utilizing the mandated BSM packets. The proposed architecture

was evaluated under both simulation and real-world traffic conditions. The results establish

and validate the performance gain of the proposed scheme.
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CHAPTER 6

CONCLUSION AND FUTURE WORK

6.1 Conclusion

In vehicular ad-hoc networks (VANETs), fast and reliable dissemination of safety informa-

tion is a key step toward improving the overall transportation safety. In a highly dynamic

VANET environment, safety message dissemination is a challenging and complex problem

that has gained significant attention recently. The purpose of this dissertation is to pro-

vide innovative and feasible methods for efficient dissemination of safety information in

VANETs. In this regard, we have developed two novel schemes as discussed below.

First, this dissertation presents a highly efficient and reliable multi-hop broadcasting

protocol for delivering safety messages to vehicles beyond the transmission range of the

sender. We refer to this protocol as Intelligent Forwarding Protocol (IFP). IFP proposes a

smart mechanism of exploiting both the SNR values and the geographical coordinates of

vehicles in the forwarder selection process, resulting in higher per-hop message progress

and message reception reliability. Additionally, IFP reduces the forwarding latency by

removing the need for costly handshaking mechanisms and by decoupling acknowledg-

ments from the message dissemination process. Furthermore, IFP introduces an improved

collision resolution mechanism, such that packet collisions could be resolved quickly. A

detailed theoretical model and extensive simulation results of IFP have been presented,

which establish the performance gain of IFP over existing techniques. Additionally, real-

world experimentation and field-trials were conducted using the IEEE 802.11 p devices to

evaluate the performance of IFP under real traffic conditions. The results validate the per-

formance gain achieved by IFP in such conditions. Since IFP allows for a straight-forward

and seamless integration in the existing DSRC standards, it could be readily deployed in all
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V2V-equipped vehicles to improve the transportation safety. The work related to this pro-

tocol has been published in [12] and[13], while some portion of the work is under review

in [14].

Next, this research proposes a novel architecture that employs a proactive approach

for sharing safety information in VANETs to increase the visibility and awareness of the

vehicles. Through this architecture, vehicles are able to identify potential threats in their

environment (such as vehicles, pedestrians, wild-life etc.) by intelligently exchanging and

storing the data obtained from neighboring vehicles as well as from on-board sensor tech-

nologies. Since BSMs are mandated by the DSRC standards, and are broadcast frequently

throughout the network, this research leverages the BSM-sharing infrastructure to share

safety information in VANETs with low latency. In contrast to many existing safety infor-

mation delivery protocols that require modifications to the DSRC standards for successful

operation, the proposed architecture enables information sharing among vehicles by just

exploiting the existing standards for V2V communication, and without requiring any mod-

ification to these standards. Moreover, we also introduce a standard threat format through

which any raw sensory data could be represented. The proposed architecture was evaluated

under both simulation and real-world traffic conditions. The results demonstrate the per-

formance gain achieved by the proposed scheme in terms of threat detection rate, message

reception reliability, etc., while placing minimum overhead and complexity on the network.

The work pertaining to this architecture has been published in [15], while some portion of

the work is in preparation for submission in [16].

6.2 Future Work

To further improve the safety message dissemination process, we discuss some important

ideas for future work below:

• The techniques proposed in this dissertation currently exploit the control channel

only for safety message dissemination. For future work, we plan to extend these
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techniques for service channels in order to reduce the congestion of the common

control channel and reduce packet collisions. However, since vehicles are allowed to

tune in to any one of the six service channels, there exists a need for a mechanism

to select appropriate service channels such that safety information can be optimally

delivered to all vehicles.

• In order to further optimize the proposed schemes for different traffic scenarios, the

experimental test-bed should ideally be expanded to include more V2V-equipped

vehicles and road side units.

• With the projected increase in the deployment of road-side units in the urban road-

ways in the near future, there is a need for actively involving road-side units in the

safety message forwarding and safety information sharing processes.

• With the recent expansion of LTE services to enable V2X communication in 3GPP

Release 14 [62], the protocols presented in this dissertation can be extended to the

LTE-based V2X communication platform, such that optimal paths can be selected

for safety message delivery. This will ultimately lead to lower end-to-end delays,

less packet collisions, and a more reliable message delivery mechanism.
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