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SUMMARY

Dual-energy computed tomography (DECT) provides better material differentiation

compared to conventional CT. However, DECT is fundamentally limited by noise am-

plification and the burden of dual dataset acquisition. Noise amplification during signal

decomposition significantly limits the utility of basis material images while the need for

projection data with two different effective x-ray spectra restricts DECT applications to

specialized scanners.

Conventional noise suppression algorithms limit signal variation between neighboring

pixels which inevitably sacrifices spatial resolution. For noise suppression in DECT, we

propose an Image-domain Decomposition method through Entropy Minimization (IDEM).

By minimizing entropy in a 2D scatter plot of decomposed pixel values, the IDEM method

exploits strong signal correlations and reduces image noise without constraining signal

variation between neighboring pixels. As supported by phantom and patient studies, this

feature endows our algorithm with a unique capability of reducing noise standard deviations

on DECT decomposed images by approximately one order of magnitude while preserving

spatial resolution and image noise power spectra.

To address the limitation imposed by data acquisition, we propose a hardware-based ac-

quisition method known as PM-DECT, which utilizes primary beam modulation to enable

single-scan DECT on conventional CT scanners. PM-DECT uses an attenuation sheet with

a spatially varying pattern, known as a primary beam modulator, to selectively harden an x-

ray beam, thereby increasing the average photon energy at specific detector pixel locations.

High and low energy images are generated from the sparse datasets via a unique iterative

reconstruction algorithm. Phantom studies demonstrate that PM-DECT retains a high level

of spatial resolution compared to conventional CT scans and can achieve electron density

values with approximately 1% error. Granting the opportunity for high-quality single-scan

DECT on conventional CT scanners via limited hardware modification, PM-DECT has the

xiv



potential to liberate DECT from specialized scanners, extending clinical availability.
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CHAPTER 1

INTRODUCTION

Dual-energy computed tomography (DECT) has improved capability of differentiating be-

tween different materials compared to conventional CT [1]. For decades, the clinical im-

plementations of DECT have been hindered mainly by inconsistent CT density values and

long scan time [1]. Recent advances in CT technologies, especially the launch of dual-

source CT, significantly improve the CT image quality and scan speed. DECT has been

increasingly used for automatic bone removal [2, 3], iodine quantification [4, 5], material

characterization [6, 7, 8], creating monochromatic images [9, 10], and virtual non-enhanced

imaging [11, 12, 13]. The clinical applications have a continuously growing list, including

diagnosis of aortic pathologies [14], lung perfusion and ventilation imaging [15], neuro-

logical and cerebral vascular imaging [16, 17], and kidney stone characterization [6, 7,

8].

The x-ray photon attenuation of a material resulting from one type of interaction mech-

anism can be described by a universal energy-dependent function. Therefore, the total pho-

ton attenuation of an object is a weighted summation of several known energy-dependent

functions for different types of interactions, with weights determined by the material com-

position of the object [18]. In the diagnostic energy range, x-ray photon interactions with

matter are dominated by photoelectric absorption and Compton scattering. Thus, we can

decompose the contributions from the two interaction modes using two CT scans with dif-

ferent x-ray spectra - a technique commonly known as DECT. As compared to conventional

CT, DECT provides a more complete characterization of an object’s attenuation properties

and aids material differentiation.

Despite recent clinical success, DECT is fundamentally limited by noise amplification

during signal decomposition and the need for an additional dataset as compared to con-
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ventional single-source CT. Noise amplification during signal decomposition significantly

limits the utility of basis material images. To reduce noise, conventional algorithms limit

signal variation between neighboring pixels which inevitably sacrifices spatial resolution.

The first part of this dissertation presents an algorithm designed for DECT with unique fea-

tures of effective noise suppression without degradation of spatial resolution and minimal

effect on noise power spectra (NPS). Signal variations are reduced by globally minimizing

the entropy of DECT images rather than minimizing the difference between neighboring

pixels. The method’s strengths are demonstrated on phantom and patient studies.

The need to acquire projection data with two different x-ray spectra restricts DECT

applications to specialized scanners. Using a standard CT scanner to perform two scans

can lead to artifacts that degrade decomposed images. DECT scanners, which employ spe-

cialized hardware components, are costly and are not ubiquitously available in hospitals,

reducing the clinical implementations of DECT. The second part of this dissertation inves-

tigates a practical hardware-based approach to enable DECT on conventional single-source

CT scanners by simultaneously acquiring high and low energy projection data during a sin-

gle scan. This is accomplished using an attenuation sheet, known as a primary modulator,

inserted into the x-ray path to modify the beam spectrum. Phantom studies demonstrate

that a single CT scan with primary beam modulation can generate high quality CT images

while yielding DECT results that largely retain spatial resolution and limit error.

1.1 Main Contributions and Publications

The work contained within this dissertation and other research performed as part of my

studies at the Georgia Institute of Technology have produced the following first authorships

on journal papers:

• M. Petrongolo and L. Zhu, “’Noise suppression for dual-energy CT through entropy

minimization,” IEEE Transactions on Medical Imaging, vol. 34, no. 11, pp. 2286-

2297, 2015.
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• M. Petrongolo, X. Dong, and L. Zhu, “A general framework of noise suppression

in material decomposition for dual-energy CT,” Medical Physics, vol. 42, no. 8, pp.

4848-4862, 2015.

as well as contributions on a number of other publications:

• X. Dong, M. Petrongolo, T. Niu, and L. Zhu, “Low-dose and scatter-free cone-beam

CT imaging using stationary beam blocker in a single scan: phantom studies,” Com-

putational and Mathematical Methods in Medicine, vol. 2013, Article ID 637614, 8

pages, 2013.

• T. Niu, X. Dong, M. Petrongolo, and L. Zhu, “Iterative image-domain decomposi-

tion for dual-energy CT,” Medical Physics, vol. 41, no. 4, 041901, 2014.

• T. Niu, X. Ye, Q. Fruhauf, M. Petrongolo, and L. Zhu, “Accelerated barrier opti-

mization compressed sensing (ABOCS) for CT reconstruction with improved con-

vergence,” Physics in Medicine and Biology, vol. 59, no. 7, pp. 1801-1814, 2014.

• J. Harms, T. Wang, M. Petrongolo, and L. Zhu, “Noise Suppression for dual-energy

CT via penalized weighted least-square optimization with similarity-based regular-

ization,” Medical Physics, vol. 43, no. 5, pp. 2676-2686, 2016.

and conference presentations:

• M. Petrongolo, T. Niu, and L. Zhu, “Noise suppression for dual-energy CT through

entropy minimization,” John R. Cameron Young Investigator Symposium, AAPM

Annual Meeting, July 2014.

• M. Petrongolo and L. Zhu, “Improved Noise suppression for dual-energy CT through

entropy minimization,” AAPM Annual Meeting, July 2015.

• M. Petrongolo and L. Zhu, “Single-scan dual-energy CT using primary modulation,”

AAPM Annual Meeting, July 2015.
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When this dissertation was written, a manuscript covering the work presented in Chapter 3

was under consideration by IEEE Transactions on Medical Imaging for publication.
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CHAPTER 2

NOISE SUPPRESSION FOR DUAL-ENERGY CT THROUGH ENTROPY

MINIMIZATION

2.1 Introduction

In the practical implementation of DECT, signal decomposition is commonly performed

using two known basis materials in either the projection domain [18, 19, 20, 21] or image

domain [9, 22, 23]. Projection-domain decomposition has the advantage of effective beam

hardening correction if a non-linear decomposition is used, but it requires access to raw

projection data [18, 21]. Image domain decomposition directly operates upon CT images

[9, 22, 23], and its implementation is more convenient on clinical CT scanners [9, 22].

DECT on a dual-source CT scanner is one particular example where image-domain de-

composition is considered advantageous. Due to the orthogonal direction of the two x-ray

beams of different energies, it is difficult to accurately obtain two measurements for the

same projection ray for projection-domain decomposition [1, 9, 24]. In this chapter, we

focus on DECT with image-domain decomposition.

The decomposition procedure of DECT is highly sensitive to noise mainly because

x-ray spectra at different tube voltages and energy distributions of linear attenuation coeffi-

cients of basis materials both have significant overlap in the diagnostic x-ray energy range.

It has been shown that if a primitive decomposition method is employed, the signal-to-

noise ratios (SNR) on decomposed images of basis materials are significantly lower than

those on the original CT images [25, 26]. Noise amplification, a well-known issue since the

invention of DECT [27, 28], has become the last hurdle toward quantitative use of DECT

in clinical applications.

Existing low-dose CT techniques, including both hardware and software improvements,
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reduce noise of DECT. More sophisticated algorithms consider redundant structural infor-

mation and signal statistics of dual-energy scans and embed noise suppression into the

signal processing chain of DECT. For example, Warp et al. used the low-energy CT image

to determine edge locations and then adaptively smoothed the high energy CT image while

preserving bone edges at the predetermined locations [29]. Kalendar et al. proposed to

minimize the noise of decomposed images based on its negative correlation [27]. Balda

et al. developed a joint intensity statistical method on CT images prior to decomposition

[30]. Recently, we have improved an iterative CT reconstruction algorithm [31] for en-

hanced noise suppression performance in DECT, by combining iterative CT reconstruction

with the decomposition of DECT [25]. We have developed another iterative algorithm for

DECT noise suppression, which is applied directly on CT images to avoid the computa-

tionally intensive reconstruction [26]. The algorithm fully explores the noise statistical

properties of the decomposition process by combining noise suppression and material de-

composition into an iterative process.

A common feature of most existing algorithms, including those previously developed

in our group, is that they aim to reduce noise of one pixel by limiting signal variation

compared with adjacent pixels. Prior knowledge or estimation of noise statistics and edge

constraints help to selectively suppress the noise in a small neighborhood to avoid errors on

true signals. However, in using spatial distributions, these methods inevitably sacrifice spa-

tial resolution and alter image NPS by preferentially suppressing high-frequency noise, as

shown in the results section of this chapter. Shifting the NPS towards low-frequency noise

leads to different image texture with the appearance of coarser noise [32] and potentially

degrades object detectability [33, 34]. We aim to break the tradeoff between noise suppres-

sion and spatial resolution in the signal processing of DECT and to substantially reduce

DECT noise without altering image NPS. Toward this goal, we abandon the design prin-

ciple of denoising algorithms that attempt to reduce signal variations between neighboring

pixels. Instead, we aim to limit signal variation within the same material. We improve
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material differentiation of DECT on noisy decomposed images via a new technique of

entropy minimization. The image noise is effectively reduced by exploiting noise correla-

tion properties. The performance of the proposed method, henceforth referred to as IDEM

(Image-domain Decomposition through Entropy Minimization), is assessed using phantom

and patient studies. Electron density calculations are used to quantify its accuracy. The

results are compared to those without noise suppression, with a filtering method [35], and

with an iterative method developed in our group [26].

2.2 Method

2.2.1 Noise Propagation in DECT Decomposition

In this section, we first analyze noise amplification in DECT decomposition. The property

of strong noise correlation on decomposed images is then investigated.

We study DECT in the diagnostic energy range with image-domain decomposition.

Each DECT dataset contains two CT images at different energy levels, henceforth referred

to as high and low energy images. We assume that the two CT images are acquired in-

dependently and therefore have independent noise. Thus, each pixel location has a pair

of corresponding values, one from the high energy image (µh) and the other from the low

energy image (µl). We consider a pair of attenuation coefficients (µh, µl) to be a linear

combination of two known basis materials, yielding the following relationship:

−→µ = A−→x (2.1)

where −→µ = [µh µl]
T , −→x = [x1 x2]T , and

A =

µ1h µ2h

µ1l µ2l

 . (2.2)

µ1h, µ2h, µ1l, and µ2l represent the high and low energy attenuation coefficients for basis
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materials 1 and 2, and x1 and x2 are the unitless densities of basis materials 1 and 2,

respectively. Directly solving Eqn. (2.1) gives the pixel values of the decomposed images

as:

−→x = A−1−→µ . (2.3)

Signal SNR significantly drops on the decomposed images obtained by Eqn. (2.3). To

see this, we note that:

A−1 =
1

det (A)

 µ2l −µ2h

−µ1l µ1h

 . (2.4)

The factor 1
det(A)

can be ignored in the SNR calculation. Eqns. (2.3) and (2.4) show that

the noise variance of the decomposed images is the summation of noise variances of CT

images weighted by the square of linear attenuation coefficients of the basis materials. On

the other hand, the signals in decomposed images become µhµ2l−µlµ2h or−µhµ1l+µlµ1h.

Therefore, with clinically relevant values of linear attenuation coefficients, decomposition

using Eqn. (2.3) often results in large signal cancellations. A scenario for relatively small

signal cancellation is when decomposing a pixel onto the basis image of its own mate-

rial. However, even these best-case scenarios lead to large SNR degradation after image

decomposition.

Besides noise boost, one property of decomposed images is that their noise is highly

correlated [27]. For analysis simplicity, we assume that the noise of one pixel on the high

and low energy CT images is Gaussian, i.e. −→µ ∼ N (−→µ0, Q), where −→µ0 is the mean value

and the covariance matrix, Q, is defined as follows:

Q =

σh2 0

0 σl
2

 . (2.5)

σh and σl are the standard deviations (STDs) of independent noise associated with the high

and low energy images, respectively. Based on Eqn. (2.3), we obtain the probability density

8



distribution of the decomposed images: −→x ∼ N
(
A−1−→µ0, A

−1Q (A−1)
T
)

[26]. This shows

that the decomposed images are jointly Gaussian, with an elliptical and highly asymmetric

(i.e., highly correlated) distribution as specified by the covariance matrix A−1Q (A−1)
T .

To see this, we first note that:

A−1Q
(
A−1

)T
= A−1Q

1
2

(
A−1Q

1
2

)T
= A′(A′)T (2.6)

where,

A′ = A−1Q
1
2 . (2.7)

Singular value decomposition (SVD) gives:

A′ = UΣV T (2.8)

where U and V are unitary matrices, and Σ is a diagonal matrix whose entries are singular

values of A′. Therefore, we can rewrite the covariance matrix as:

A−1Q
(
A−1

)T
= UΣV TV ΣTUT = UΣΣTUT . (2.9)

As such, the condition number of the covariance matrix, or the eccentricity of the joint

Gaussian distribution, is totally determined by Σ.

Exerting SVD on A′, we obtain the singular values of A−1Q (A−1)
T as:

λ1,2 =
z ±

√
z2 − 4 (σhσlµ1hµ2l − σhσlµ2hµ1l)

2

2
(2.10)

where

z = (σhµ2l)
2 + (σlµ2h)

2 + (σhµ1l)
2 + (σlµ1h)

2 . (2.11)
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Using Taylor’s expansion, we simplify Eqn. (2.10) via the following approximation:

√
g2 −∆ ≈ g − ∆

2g
(2.12)

where g is positive and ∆ is a small value compared to g. The condition number of

A−1Q (A−1)
T is finally approximated as:

λ1

λ2

≈
(

z

σhσlµ1hµ2l − σhσlµ2hµ1l

)2

− 1 . (2.13)

For practical values in DECT, the denominator of the first term of Eqn. (2.13) is close

to zero, which drives λ1

λ2
to be much greater than 1. For example, since σl and σh are

typically on the same order of magnitude, the above approximation gives λ1

λ2
values on the

order of 103 if we assign the values for epoxy and aluminum (i.e., two basis materials

used in the presented studies of this paper) at tube potentials of 75 kVp and 125 kVp,

i.e., {0.024, 0.084, 0.022, 0.065} mm−1, to the linear attenuation coefficients used in the

material decomposition, {µ1l, µ2l, µ1h, µ2h}. The estimated condition number is consistent

with the measured values in our experiments.

To better demonstrate the effect that a large condition number has on decomposed im-

age noise, Fig. 2.1 shows low and high energy CT images as well as 2D scatter plots of

pixel values before and after DECT decomposition. Each pixel pair in Fig. 2.1a corre-

sponds to one data point in the plots of Figs. 2.1b and 2.1c. Due to independent noise in

CT images, the image pixels of one material form an elliptical cluster in a 2D scatter plot

of pixel values as seen in Fig. 2.1b. Note, the pixel values of CT images are in Hounsfield

Units (HU), which is converted from the linear attenuation coefficient µ as:

HU =
µ− µwater
µwater

× 1000 (2.14)

where µwater is the linear attenuation coefficient of water in the CT image. As illustrated
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in Fig. 2.1c, DECT decomposition forces the material clusters into a highly asymmetric

shape, dramatically prolonging them in the direction of signal correlation. In this paper, we

aim to suppress noise on decomposed material images by utilizing the eccentric statistical

distribution.

(a)

(b) (c)

Figure 2.1: (a) CT images of the contrast-rod slice of the Catphan c©600 phantom accompa-
nied by 2D scatter plots of pixels (b) before and (c) after DECT decomposition. The num-
bered materials are: [1] Teflon, [2] polymethylpentene (PMP), [3] low density polyethylene
(LDPE), [4] Polystyrene, [5] aluminum, [6] acrylic, and [7] Delrin. The circled area in (b)
indicates a group of data points from the aluminum rod. The arrows in (c) show the opti-
mized axis and the direction of noise suppression in the IDEM algorithm. Display window
for (a) is [-500 1000] HU.
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2.2.2 Noise Suppression through Entropy Minimization

Noise suppression is possible when redundant information is explored on the measure-

ments. Existing algorithms reduce noise in data of a single measurement by implicitly

assuming similar noise statistics for neighboring pixels. Novel methods have been devel-

oped to exclude pixels (e.g., edges) with highly different statistics from noise suppression.

However, as long as a method relies on the spatial relationship of signals, it is difficult,

if not impossible, to eliminate all associated errors, including spatial resolution loss and

degraded NPS [36].

Since the accuracy of CT imaging has been significantly improved by recent advances

on CT hardware, reconstruction algorithms, and correction algorithms, pixels representing

the same material have consistent values and noise statistics on CT images and thus on

DECT decomposed images. We propose using the material, or entropy property, of the

imaged object for noise reduction on DECT, i.e., the IDEM method. Pixels representing

similar materials are first estimated and grouped. Noise suppression is then carried out on

these pixels by utilizing the noise correlation between the decomposed images.

Here we describe the design principle and workflow of the IDEM algorithm. More

implementation details will be included in the next section. If decomposed images were

to contain negligible noise, the 2D scatter plot of these decomposed images should reveal

tight clusters about different centers-of-mass (COM) for different materials. Based on this

concept, to reduce noise boost during decomposition, we propose an entropy-minimization

based algorithm, outlined in Fig. 2.2. We first search for an axis passing through the origin

in the 2D scatter plot of decomposed images, on which the projection of all data points

has minimal entropy. This optimized axis specifies the direction that the magnified noise

minimally increases the image entropy. Next, we implement an empirical noise suppression

procedure in the direction perpendicular to the axis of minimum entropy as indicated in

Steps 2 and 3 of Fig. 2.2. For each pair of pixels on decomposed images at the same

location, −→x , we project the data point in the scatter plot onto the optimized axis. Pixels
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of similar materials are identified if their projections onto the optimized axis are within a

small neighborhood around the projection of −→x . We then calculate the COM value, −→xc , for

this pixel group. −→x is finally replaced by −→xc for noise suppression. The optimal axis in the

2D scatter plot and the direction of noise suppression are indicated in Fig. 2.1c.

Signal bias appears on the noise-suppressed images if pixels of different materials are

grouped together for the COM calculation. Generally, including more pixels in the COM

calculation increases the strength of noise suppression but also the possible bias. This

tradeoff can be likened to those in other noise suppression techniques, such as filtering

or gradient-based iterative methods, where stronger noise suppression typically leads to

poorer image spatial resolution. As discussed in detail in the next section, two strategies

are proposed to improve the accuracy of material differentiation and thus to reduce image

bias. We differently weight the contribution of each pixel to the COM calculation such that

pixels with CT values close to (or far from) the CT values at the location of−→x have high (or

low) influence. A spatial weighting technique is also designed as an option in the IDEM

algorithm to further alleviate error for pixels that have close CT values but are spatially

distant.

2.2.3 Implementation Details

In this section, we provide a detailed explanation for each step of the IDEM algorithm

shown in Fig. 2.2, with examples of pseudo codes for two-dimensional images.

Fig. 2.3 shows the pseudo code for Step 1 (i.e., finding the optimal axis onto which

the projection of data clusters has minimum entropy) with parameter values used in our

implementations. The orientation of the optimal axis is primarily determined by the uni-

tary matrix U in Eqn. (2.9), which depends on both the decomposition matrix A and the

covariance matrix Q. However, Q is determined by the unknown noise STDs of the high

and low energy CT images. To provide an initial estimate of the angle of the optimal axis,

we assume that noise STDs in the high and low energy images are approximately equal,
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Figure 2.2: Outline of the IDEM method. The plot in Step 2 depicts the same data points
as those in Step 1 rotated about the origin so that the optimized axis is horizontal. Note that
different scales are used on the axes of the subfigures for improved clarity. In Step 3, the
grey points are the COM estimates that will replace the black points.

which changes Eqn. (2.7) to:

A′ ≈ σA−1 (2.15)

where σ is a scalar and does not affect the unitary matrices determined through SVD. Thus,

we can estimate the optimal angle via SVD onA−1. We refine this value using a brute-force

algorithm to search amongst neighboring angles for the value achieving minimum entropy

(lines 8-14 in Fig. 2.3). The entropy of a histogram, −→p , with n bins is calculated as shown

in line 12. The angle onto which the projection of all data points has the minimum entropy

is selected as the optimal, and all data points in the scatter plot are rotated by that angle, ψ.

Step 1 outputs a 2-by-w matrix Y , where w is the total number of image pixels. The

majority of noise amplification from decomposition is now confined to the second row of

Y , ~y2, while the first row of Y , ~y1, can be used as an indicator of different materials. We
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%User-defined parameters.

1 γ = 5◦; %Range of search

2 κ = 0.01◦; %Step size between angles

3 n = 256; %Number of histogram bins

4 w = 5122; %Number of image pixels

%Initialize variables.

5 X = [−→x1
−→x2]

T , H = 0;

%Perform SVD on A−1 and obtain an angle estimate.

6 UΣV T = A−1;

7 φ = cos−1(U(1, 1))− 90◦;

%Search angles in the neighborhood of φ.

8 for θ = φ− γ : κ : φ+ γ

9 T =

cos(θ) − sin(θ)

sin(θ) cos(θ)

T X;

10 −→p = 1DHist([T (1, 1) T (1, 2) . . . T (1, w)], n);

%Find orientation with the smallest entropy, H.

11 if
(
θ == φ− γ or

n∑
i=1,−→p (i)6=0

− log (−→p (i)) < H

)
12 ψ = θ, H =

n∑
i=1,−→p (i)6=0

− log (−→p (i));

13 end
14 end

%Rotate X by optimal angle, ψ.

15 Y =

cos(ψ) − sin(ψ)

sin(ψ) cos(ψ)

T X;

%Output ψ, and the rotated pixel values Y

16 output ψ, Y

Figure 2.3: Pseudo code for Step 1 of Fig. 2.2. In line 10, 1DHist(~T , n) is a function
that converts a vector ~T into a histogram normalized by the total number of points, with n
histogram bins.
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therefore use ~y1 for material classification and perform noise suppression on ~y2.

Fig. 2.4 shows the pseudo code for Steps 2-4 of the IDEM algorithm. To improve

computation efficiency, we first sort ~y1 in ascending order (line 9). For each image pixel,

a group of pixels is selected such that their ~y1 values are in a small neighborhood (lines

12-18). The neighborhood size is set to be ε ·F , where ε is a user-defined parameter (0.5 ∼

1.5 in our implementations) and F is the measured full-width-at-half-maximum (FWHM)

of one major peak in the histogram of ~y1. Note that since ~y1 values are pre-sorted, the

search range for neighboring pixels is small and is adaptively changed for each search. We

suppress image noise by calculating the COM in the direction perpendicular to the optimal

axis using the ~y2 values of all pixels identified as one group. To improve algorithm accuracy

in the presence of material classification errors, we weight each value of ~y2 differently in

the COM calculation (line 25). The weight assigned to one pixel (with index “a”) inside the

neighborhood of a different pixel (with index “b”) is calculated using two schemes shown

in lines 19-24. The first weight is calculated in line 19, using a Gaussian function of CT

value differences for pixels “a” and “b” on the high and low-energy CT images. The width

of Gaussian kernel is controlled by δ · σ̂, where δ is a user-defined parameter and σ̂ is the

estimated or measured noise STD in a CT image. Line 22 calculates a second and optional

weight, which uses an empirical function of geometric distance, D, between pixels “a”

and “b”. Pixels with close CT values and geometric distance (if the spatial weighting is

enabled) are considered more likely to be of the same material and therefore contribute

more to the COM calculation. The calculated COM value then replaces the value of ~y2 at

pixel index “b” (line 27). Noise suppressed images of decomposed materials are finally

obtained after undoing the operations of sorting and rotation (lines 27-29).

2.2.4 Selection of Algorithm Parameters

All the control parameters of the IDEM algorithm and their values in our implementations

are shown in the pseudo codes of Figs. 2.3 and 2.4. In this work, most parameter values
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1 ψ, Y ; %From the outputs of Step 1.

2 ε = 0.5 ∼ 1.5; %Control the neighborhood size.

3 δ = 3 ∼ 30; %Control the Gaussian kernel widths.

4 w = 5122; %Number of image pixels.

5 τ = 15, ζ = 2.5e− 3; %Spatial weighting parameters.

6 spatial = 1, 0; %Is spatial weighting enabled?

7 σ̂h, σ̂l; %Estimated noise STDs on high and low-energy CT.

8 F ; %FWHM of one peak in the histogram of Y (1, :).

9 N = sort(Y (1, :)), k = 1; %Sort Y (1, :) in ascending order; Output sorted index N .

10 for v = 1 : w

11 m = 0, f lag = 0,
−→
C =[ ];

12 for i = k : w, %Find pixels in the neighborhood.

13 if |Y (1, N(v))− Y (1, N(i))| < ε · F
14 if (!flag), k = i, f lag = 1, end;
15 m = m+ 1, J(m) = I(i); %Store pixel index J .

16 elseif flag, break;
17 end
18 end

%Produce weights based on CT images.

19 for i = 1 : m,
−→
C (i) = exp

(
−(−→µh(J(i))−−→µh(N(v)))

2

(δσ̂h)2 − (−→µl(J(i))−−→µl(N(v)))
2

(δσ̂l)2

)
; end;

20 if spatial
21 for i = 1 : m

22 D = distance(J(i), N(v));
−→
C (i) =

−→
C (i) ·

(
ζ+exp(−D2/τ2)

1+ζ

)
;

23 end
24 end

25 −→yc(v) =
m∑
i=1

−→
C (i) · Y (2, J(i))/

m∑
i=1

−→
C (i); %Calculate COM.

26 end
27 Y (2, N) = −→yc ; %Replace Y (2, :) with COM values and undo sorting.

28 Xf =

cos(ψ) − sin(ψ)

sin(ψ) cos(ψ)

Y ; %Undo rotation.

29 output Xf ; %Each row of Xf is a noise-suppressed material image.

Figure 2.4: Pseudo code for Steps 2 through 4 of Fig. 2.2. User-defined and measured
parameters are listed in Lines 2-6 and 7-8, respectively. In Line 22, distance() calculates
the geometric distance between two pixels with indices of J(i) and N(v).

17



are fixed and the method performance is controlled by tuning only two parameters: ε and

δ.

The ε value determines the size of the neighborhood used to group pixels for COM

calculations. As including more pixels in a COM calculation increases the strength of

noise suppression, ε is strongly correlated with the level of noise suppression. Stronger

noise suppression, however, increases potential errors of image bias. In our studies, we find

that ε values in the range of 0.5 ∼ 1.5 well balance the strength of noise suppression and

the induced image bias errors. The selection of δ balances the same tradeoff by controlling

the joint-Gaussian function used to weight a pixel’s contribution in the COM calculation

based on its CT values. The δ value is inversely correlated with the reliance on CT values

for material classification. We find using phantom studies that our method performance is

relatively insensitive to the choice of δ values in the range of 3 ∼ 10. We use δ values as

high as 30 and 45 in a patient study because the image set contains lower noise levels and

thus poses less of a risk for material classification error.

2.2.5 Evaluation

We have assessed method performance using phantom and patient studies. The former

were performed using an evaluation phantom, Catphan c©600 (The Phantom Laboratory:

Salem, NY), and an anthropomorphic head phantom. Projection data were acquired using

a tabletop CT system at Georgia Institute of Technology [37], whose geometry matches

that of the on-board imager system of a Varian radiation therapy machine. Phantom data

were acquired for 655 projection views using tube potentials of 75 kVp and 125 kVp and a

tube current of 80 mA. To limit photon scatter, the phantoms were imaged with a narrowly

opened collimator, i.e., a fan-beam equivalent geometry. High and low energy CT images

were reconstructed using filtered backprojection (FBP), with an image size of 512 by 512

pixels and pixel resolution of 0.5 by 0.5 mm2. For the patient study, high and low energy

CT images were generated from a scan of the head region using a clinical dual-source CT
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scanner, i.e., a Siemens SOMATOM Definition Flash. Tube potentials for the DECT scan

were 80 kVp and 140 kVp. Our algorithm for noise suppression via entropy minimization

typically takes 10 to 20 minutes using MATLAB on a 2.66 GHz CPU workstation.

We compared the IDEM algorithm with a filtering method [35] and an iterative method

recently developed in our group by Niu et al. [26]. All three methods perform decomposi-

tion in the image domain after a standard CT reconstruction using FBP. The filtering method

applies a median filter to the high and low energy images prior to material decomposition.

This decreases noise in the initial CT images and thus limits the amount of amplified noise

in the resultant basis material images. The iterative method formulates the material de-

composition of DECT as a least-squares estimation problem, with a regularization term to

preserve structural edges and with the inverse of the estimated variance-covariance matrix

of the decomposed images as the penalty weight in the least-squares term. We used image

noise, NPS, and spatial resolution as image quality metrics in the comparisons. The ac-

curacy of electron density measurements with and without the proposed noise suppression

was also investigated.

One slice of the Catphan c©600 phantom, which contains high contrast line pairs, was

used to evaluate performance on spatial resolution. The line pairs with spatial frequency

from 1 to 21 line pairs/cm are made of aluminum, surrounded by epoxy, a water-equivalent

material. In the study, basis materials of aluminum and epoxy were chosen to create “bone”

and “tissue” images, respectively. A uniform area was selected as the region of interest

(ROI) for noise analysis. In addition, the 2D NPS was calculated for an area of uniform

material as:

NPS ≈ |DFT2{f}|2 (2.16)

where f is the image ROI with pixel values offset to achieve a zero mean value, and

DFT2{f} denotes the 2D discrete Fourier transform of the image [38, 39, 40].

A different slice of the Catphan c©600 phantom, which contains rods of different materi-

als, was used to assess the accuracy of electron density measurements. We used epoxy and
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aluminum as basis materials to create “tissue” and “bone” images, respectively. Contrast

rods were used as ROIs for electron density measurement, calculated as:

ρe = ρe,b · xb + ρe,t · xt (2.17)

where xb and xt are pixel values of decomposed bone and tissue images, and ρe,b and

ρe,t are the electron densities of the bone and tissue materials, respectively. Note that the

decomposed images are unitless and indicate the normalized densities of equivalent basis

materials contained inside one pixel. For each rod, the average percent error of associated

pixels was determined using the equation:

E(%) =

(
ρe − ρrefe
ρrefe

)
× 100% (2.18)

where ρrefe is the true electron density of a rod, which is provided in the Catphan c©600 phan-

tom’s user manual, and ρe is the mean value of measured electron density inside the rod.

The accuracy of our method as compared to that achieved without noise suppression was

assessed using the root mean square (RMS) of the E(%) of all the rods.

The head phantom was used for comprehensive evaluations of different methods on an

object with complicated structures. The head phantom is composed of epoxy mimicking

soft tissue and a calcium compound mimicking bone. Note that, the calcium compound

has a spatially varying density, producing relatively large entropy in the proposed data pro-

cessing even if image noise is low. The calcium compound (“bone”) and epoxy (“tissue”)

were chosen as basis materials.

Patient images were used to assess method performance on a clinically relevant dataset.

This also provided an opportunity to test performance on images acquired via a scanning

system other than CBCT. Soft tissue and bone were chosen as basis materials for this study.

In the presented DECT results, errors in material decomposition stem from sources

including beam hardening effects on the CT images and the proposed signal processing.
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In this work, we focus our research on noise suppression in DECT material decompo-

sition. Beam hardening correction is therefore considered beyond our scope and is not

implemented on the resultant images. The results obtained by direct decomposition via

Eqn. (2.3) with no noise suppression are used as the ground truth in our investigations on

decomposition accuracy of the IDEM algorithm.

2.3 Results

2.3.1 Catphan Study on Spatial Resolution and NPS

Fig. 2.5 shows the 75 kVp and 125 kVp CT images of the line-pair slice of Catphan c©600

phantom. The decomposed images using different methods are shown in Fig. 2.6. As in-

dicated by Eqn. (2.3), since the CT images and the elements of the decomposition matrix

have the same units, the decomposed images are unitless density maps of the basis materi-

als. Direct decomposition via Eqn. (2.3) results in severe noise amplification, as seen in the

first row of Fig. 2.6. SVD on the inverse of the decomposition matrix estimates the angle

of the optimal axis for noise suppression to be 73.13◦. The proposed entropy minimization

refines this value to 72.24◦. All three methods, including the filtering method [35], the

iterative method [26], and the IDEM algorithms, i.e., with and without spatial weighting

(SW and NSW, respectively), effectively reduce noise on the decomposed images. Table

2.1 summarizes the mean pixel values and noise STDs of each basis material image within

the ROI depicted by the dashed circle in Fig. 2.6. For a fair comparison of performance on

spatial resolution, we tune the algorithm parameters such that all the methods achieve sim-

ilar levels of noise suppression, with reduction of noise STD on both “bone” and “tissue”

images by a factor of around 8.5. By inspecting the line-pair images, especially the zoom-

in images within Figs. 2.5 and 2.6, we conclude that the proposed entropy minimization

based method (both with and without spatial weighting) achieves the best performance on

preservation of spatial resolution in both decomposed images. The spatial resolution of the

decomposed images via the IDEM method is close to that of the initial CT images.
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Figure 2.5: Low and high energy CT images of the line-pair slice of Catphan c©600 phan-
tom. Zoom-in images of the line pairs are shown in the second row, with spatial frequencies
from 5 to 8 line pairs/cm, moving from right to left. The dashed box in the top left image
indicates the location where the zoom-in images are taken. Display window: [-500 2500]
HU.

Table 2.1: Mean and STD within the ROI (indicated by the dashed circle in Fig. 2.6) of
Catphan c© line-pair basis material images.

“Bone” Image “Tissue” Image
Without Noise Suppression −0.002± 0.3 1.00± 0.8

Filtering Method −0.004± 0.04 1.01± 0.1

Iterative Method −0.004± 0.04 1.01± 0.09

IDEM Method (NSW) 0.003± 0.04 0.99± 0.09

IDEM Method (SW) −0.002± 0.04 1.00± 0.09
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Figure 2.6: Decomposed images of the line-pair slice of Catphan c©600 phantom. Within
each image set, the “bone” image precedes the “tissue” image. The inserts are zoom-in
images of line pairs with spatial frequencies from 5 to 8 line pairs/cm. In the bottom-
right image, the dashed circle indicates the ROI used for the mean and noise STD cal-
culations shown in Table 2.1. The tuning parameters of the IDEM algorithm, (ε, δ), are
set to (1.27, 3.17) when spatial weighting is not implemented and (1.32, 3.77) with spatial
weighting employed. Display windows are [0.1 1.2].

23



It is worth noting that, although the decomposed images produced by the different noise

suppression algorithms have approximately the same noise STD, the image quality differs

greatly. This phenomenon is due to different noise correlation characteristics in these im-

ages. Fig. 2.7 shows the NPS measured within an ROI of 100 by 100 pixels centered in the

CT and “tissue” images. It is seen that decomposition without noise suppression and the

IDEM method without spatial weighting both maintain the overall structure of NPS in the

original CT image. The filtering method and the iterative method, however, preferentially

suppress high frequency noise, which alters the texture of the decomposed images. Simi-

lar performance on NPS is expected with other existing methods, as long as they suppress

noise by reducing spatial variations of neighboring signals. When the IDEM method uses

spatial weighting, the same type of NPS degradation appears (i.e., increase of NPS signals

in the low-frequency region). The overall NPS performance, however, is still superior to

those of the filtering or iterative methods as shown in Fig. 2.7.

Figure 2.7: Measured NPS on the 75 kVp CT image and the “tissue” images generated
by different algorithms. Zero frequency is at the center of NPS images. Each NPS was
produced from an ROI of 100 by 100 pixels centered in the respective image. The images
are displayed with a window of [min max].
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2.3.2 Catphan Study on Electron Density Accuracy

In this study, we aim to investigate possible adverse effects of the IDEM method on de-

composition accuracy. Fig. 2.1a shows the low and high energy CT images from a slice

of Catphan c©600 phantom that contains several contrast rods. Using these images, we

perform material decomposition via Eqn. (2.3) with no noise suppression and the IDEM

method. The decomposed images are shown in Fig. 2.8. For these results, the proposed

search algorithm for minimum entropy refines the angle of the optimal axis for noise sup-

pression obtained through SVD from 73.13◦ to 72.21◦. Algorithm parameters are tuned

for strong noise suppression with noise STD reduction by a factor of around 13 on decom-

posed images. Fine structures are still well preserved in the images obtained by the pro-

posed noise suppression. By applying Eqn. (2.17), electron densities are calculated from

the decomposed images, generating the images shown in the third column of Fig. 2.8. The

measured electron densities for different contrast rod materials and the RMS of the average

percent errors for different materials are summarized in Table 2.2. An RMS error of 1.61%

is observed on the results with direct decomposition and no noise suppression, mainly due

to the uncorrected beam hardening artifacts in the CT images and possibly limitations of a

linear DECT approach to electron density measurements. The IDEM method introduces an

extra small bias of 1.16% and 0.38% when implemented without and with spatial weight-

ing, respectively. These results indicate that our method substantially reduces the noise

in decomposed images with limited effect on decomposition accuracy and that the inclu-

sion of spatial weighting reduces most bias errors. It is worth emphasizing that, to fully

investigate the capability of the IDEM algorithm on noise suppression, we have tuned al-

gorithm parameters for very strong noise suppression. If less strong noise suppression is

implemented, the bias from our algorithm is expected to decrease.
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Figure 2.8: Decomposed and electron density images of the contrast-rod slice of the
Catphan c©600 phantom. The first, second, and third columns are “bone,” “tissue,” and
electron density images, respectively. In the “tissue” image of the last row, the dashed cir-
cle indicates the ROI used for noise STD calculations. The tuning parameters of the IDEM
algorithm, (ε, δ), are set to (0.57, 3.00) when spatial weighting is not implemented and
(0.80, 4.90) with spatial weighting employed. Display windows are [0.1 0.7] for the bone
images, [0.6 1.4] for the tissue images, and [2.75 5] ×1023 e/cm3 for the electron density
images.
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Table 2.2: Electron densities (1023 e/cm3) for the Catphan c© contrast rod study. The last
row is the root mean square of material percent errors.

Reference Without Noise IDEM Method IDEM Method
Values Suppression (NSW) (SW)

Teflon 6.24 6.04± 0.8 5.99± 0.2 6.03± 0.2

PMP 2.85 2.89± 0.6 2.92± 0.2 2.89± 0.1

LDPE 3.16 3.19± 0.6 3.25± 0.1 3.21± 0.2

Polystyrene 3.34 3.38± 0.7 3.40± 0.1 3.40± 0.1

Aluminum 7.83 7.87± 0.9 7.95± 0.2 7.92± 0.2

Acrylic 3.83 3.84± 0.7 3.78± 0.1 3.81± 0.1

Delrin 4.56 4.49± 0.6 4.38± 0.2 4.45± 0.1

RMS of N/A 1.61± 16.15% 2.77± 3.28% 1.99± 2.78%

% Errors

2.3.3 Anthropomorphic Head Phantom Study

The CT images and the decomposed images of the anthropomorphic head phantom are

shown in Figs. 2.9 and 2.10, respectively. Prior to noise suppression, the IDEM method

refines the angle of the optimal axis from 67.40◦ to 66.52◦. Table 2.3 summarizes the mean

pixel values and noise STDs within an ROI (indicated by the dashed circle in Fig. 2.10)

of the decomposed images. Once again, we tune the algorithm parameters so that all the

methods achieve similar levels of noise suppression. Method performances similar to those

in the Catphan c©600 studies are observed in the image comparison. All three methods

reduce the average noise STD by a factor of about 24 on the decomposed images. The

entropy minimization based methods best preserve the image spatial resolution, which is

obvious on the image comparison of sinus area shown in Fig. 2.11. The fine, intricate struc-

tures shown in the initial CT images are still clearly differentiable on the images obtained

by the IDEM method, while other approaches generate image blur. Furthermore, since our

method has less effect on the image NPS, the resultant image quality appears more natural.

The images obtained by other methods contain noise artifacts due to the increased noise
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correlation between neighboring pixels. By comparing the results with and without the

proposed noise suppression in Table 2.3, we find that the IDEM algorithm with no spatial

weighting introduces small bias on the decomposed material images and this small bias is

effectively removed by the proposed spatial weighting scheme. In Fig. 2.10, it is interest-

ing to note that the reduced image bias achieved by spatial weighting causes the images to

match more closely the mean values of the images without noise suppression, which con-

tain non-uniform beam hardening artifacts. As a result, the decomposed material images

by the IDEM method with spatial weighting appear less uniform than those without spatial

weighting.

Figure 2.9: Low and high energy CT images of the anthropomorphic head phantom. The
dashed box in the 125 kVp image indicates the location of the zoom-in images shown in
Fig. 2.11 relative to the complete image. Display windows are [-500 1000] HU.

2.3.4 Patient Study

CT and decomposed images of a patient’s head are shown in Figs. 2.12 and 2.13, respec-

tively. Prior to noise suppression, the IDEM method refines the angle of the optimal axis
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Figure 2.10: Decomposed images of the anthropomorphic head phantom. Within each im-
age set, the “bone” image precedes “tissue” image. In the bottom-right image, the dashed
circle indicates the location of the ROI used for mean and noise STD calculations. The tun-
ing parameters of the IDEM algorithm, (ε, δ), are set to (0.72, 9.37) when spatial weighting
is not implemented and (1.00, 9.07) with spatial weighting employed. Display windows are
[0.01 1.4].
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Figure 2.11: Zoom-in images of the anthropomorphic head phantom within the area indi-
cated by the dashed box in Fig 2.9. The top-left and bottom-left images are 75 kVp and 125
kVp CT images, respectively. Within each set of decomposed images, the “tissue” image is
shown in the top row, and the “bone” image is shown in the bottom row. CT images have a
display window of [-500 1000] HU. Basis material images have a display window of [0.01
1.4].

Table 2.3: Mean and STD values within the ROI (indicated by the dashed circle in Fig.
2.10) of the decomposed images on the anthropomorphic head phantom.

“Bone” Image “Tissue” Image
Without Noise Suppression 0.00± 0.6 1.00± 2

Filtering Method −0.04± 0.03 1.10± 0.06

Iterative Method −0.03± 0.03 1.07± 0.05

IDEM Method (NSW) −0.02± 0.04 1.05± 0.04

IDEM Method (SW) 0.00± 0.04 1.00± 0.04
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from 68.90◦ to 64.60◦. Table 2.4 summarizes the mean pixel values and noise STDs within

an ROI (indicated by the dashed circle in Fig. 2.13) of the decomposed images. Once again,

we tune the algorithm parameters so that all the methods achieve similar levels of noise sup-

pression. The results of this study are consistent with those of the phantom studies. All

three methods reduce the average noise STD by a factor of about 9 on the decomposed

images. The entropy minimization based methods best preserve image spatial resolution,

which is evident in both the “tissue” and “bone” images of Fig. 2.13 and clearly depicted

by the zoom-in “tissue” images of Fig. 2.14. Iodine-filled blood vessels and bony struc-

tures, such as the mandible, are well preserved on IDEM images while other approaches

generate image blur and alter NPS, diminishing the natural appearance of their images.

Note, the zoom-in “tissue” images also illustrate the respective merits of the IDEM method

without and with spatial weighting. Without spatial weighting, there is greater definition

between soft tissues while spatial weighting provides stronger delineation of blood vessels.

By comparing the results in Table 2.4, we see that both IDEM algorithms outperform the

other techniques with respect to induced bias and demonstrate comparable results to one

another. Although the IDEM method does induce a slight bias on both decomposed images

when spatial weighting is not employed, implementation of spatial weighting reduces the

bias on the “tissue” image to a negligible level.

2.4 Discussion and Conclusions

Noise amplification has been a well-known issue of DECT since its invention [27, 28]. In

this chapter, we propose a new algorithm for improving DECT image quality by reducing

the noise on decomposed images, namely the IDEM method. Our approach is distinct

from other existing methods in that it processes decomposed images by minimizing the

signal entropy, instead of reducing the signal variation between neighboring pixels. As

a consequence, image spatial resolution is preserved with limited effect on NPS even if
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Figure 2.12: Low and high energy CT images of patient. The dashed box in the 140 kVp
image indicates the location of the zoom-in images shown in Fig. 2.14 relative to the
complete image. Display windows are [-300 1200] HU.

Figure 2.13: Patient decomposed images. The top row contains “bone” images while the
bottom row shows “tissue” images. In the bottom-right image, the dashed circle indicates
the location of the ROI used for mean and noise STD calculations. The tuning parameters
of the IDEM algorithm, (ε, δ), are set to (0.79, 43.5) when spatial weighting is not imple-
mented and (1.19, 30.0) with spatial weighting employed. Display windows for the “bone”
and “tissue” images are [0.01 1.2] and [0.8 1.2], respectively.
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Figure 2.14: Zoom-in images of patient images within the area indicated by the dashed box
in Fig 2.12. The first two images are the CT images. The remaining images are “tissue”
images. CT images have a display window of [-300 1200] HU. “Tissue” images have a
display window of [0.8 1.2].

Table 2.4: Mean and STD within the ROI (indicated by the dashed circle in Fig. 2.13) of
patient basis material images.

“Bone” Image “Tissue” Image
Without Noise Suppression 0.02± 0.05 0.99± 0.03

Filtering Method −0.01± 0.006 1.00± 0.004

Iterative Method −0.01± 0.004 1.00± 0.006

IDEM Method (NSW) 0.03± 0.007 0.98± 0.003

IDEM Method (SW) 0.00± 0.005 0.99± 0.004
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strong noise suppression is applied. This appealing feature is supported by the presented

phantom and patient studies.

Since this method is applied on decomposed material images at the post-processing

stage with a flexible framework, it can be combined with existing methods for further

enhanced noise suppression. More evaluation studies and algorithmic improvements are

of high interest in our future research to make the entropy minimization based method

practical in clinical rooms. The IDEM method achieves material differentiation in a 2D

decomposition space by using a brute-force searching scheme to orient an axis such that

the projection of all data points onto that axis has minimal entropy. If the step size of

the search is too large or too few histogram bins are used in the entropy calculation, the

algorithm could potentially find a suboptimal angle. In addition to further optimizing the

IDEM algorithm parameters for method stability on various DECT data, we will look into

other entropy minimization algorithms for improved computational efficiency [41]. Future

work will also include extensive investigations on material decomposition accuracy which

go beyond the electron density calculations presented in this paper and will assess the

IDEM method’s performance on specific clinical tasks.

Also, in the presented studies we used the same parameter values for noise suppression

at different pixel locations, which assumes that noise is stationary on CT images. We will

improve the algorithm by using different algorithm parameters for different pixels based

on the estimated variance of non-stationary noise. The noise variance maps of the initial

CT images can be estimated by existing algorithms, for example, an FBP-based algorithm

previously developed by our group [42]. When applying the entropy minimization based

method on volumetric DECT data, the computation time of the IDEM method greatly pro-

longs. Since the entropy minimization algorithm processes each image pixel/voxel inde-

pendently, a structure compatible for parallel computing, we will implement the algorithm

on a graphics-processing-unit (GPU) based workstation for acceleration [43].

In conclusion, we propose a novel method utilizing entropy minimization within a 2D
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transformation space for noise suppression on decomposed images of DECT, i.e., IDEM.

Distinct from other noise suppression techniques, the IDEM method does not estimate

and suppress noise based on spatial variations of signals and thus has potential to better

preserve image spatial resolution and NPS. In Catphan c©600 studies, the IDEM method

reduces noise STD on decomposed images by a factor of around 13 while limiting the in-

duced error in electron density calculations to 1.16% and 0.38% without and with spatial

weighting, respectively. The method reduces the noise STDs on decomposed images of

an anthropomorphic head phantom by a factor of at least one order of magnitude. Similar

performance is also seen on patient images. In all presented studies, the proposed method

retains greater spatial resolution than a conventional filtering method and a recently devel-

oped iterative method at the same level of noise suppression, while largely preserving the

NPS of the initial CT images.
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CHAPTER 3

SINGLE-SCAN DUAL-ENERGY CT THROUGH PRIMARY MODULATION

3.1 Introduction

To acquire projection data with two different x-ray spectra, DECT can be carried out on a

standard CT scanner with two full CT scans of different kVp values. However, the utility

of this technique is limited by patient motion between dataset acquisitions which leads

to geometric differences between high and low energy datasets and ultimately to artifacts

in decomposed images. Using hardware components (i.e., dual sources [1], a fast kVp-

switching x-ray source [1], or a dual-layer detector [1]), costly specialized scanners perform

DECT imaging with scan time and dose comparable to that of a standard CT scan. These

systems, however, are still not ubiquitously available in hospitals.

We aim to develop a practical solution of single-scan DECT imaging on a standard

CT scanner without upgrades of major hardware components. Our previous work has

shown that beam filtration achieves sufficient spectral separation for DECT imaging and

that single-scan DECT is feasible when redundant projection rays are available [44]. In

this chapter, we extend our method to single-scan DECT without the requirement of pro-

jection redundancy. Small beam filters are distributed across the imaging field to acquire

sparse projection data with effective high and low-energy spectra. An iterative algorithm

is proposed for image reconstruction and material decomposition from sparse projection

data. Since the geometry of beam filters is the same as that of the primary modulation

technique for scatter correction [45, 46, 47, 48], the proposed method is referred to as pri-

mary modulation based DECT (PM-DECT). We demonstrate the feasibility of PM-DECT

on a flat-panel based tabletop CT system. Method performance is evaluated with respect to

spatial resolution and decomposition accuracy via phantom studies.
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3.2 Method

3.2.1 System Geometry for PM-DECT

Figure 3.1 shows the system geometry using primary modulation. By inserting an attenu-

ation sheet with a spatially-varying pattern (primary modulator) between the x-ray source

and the imaged object, we selectively harden the x-ray beam at specific detector pixel lo-

cations, represented by the shaded regions in Fig. 3.1. This increases the average x-ray

energy at specific detector locations and thereby enables the proposed method to simulta-

neously acquire high and low energy data at each projection angle during a single scan.

In this work, we utilized a 1D primary beam modulator to simplify manufacturing of the

modulator as well as the experimental setup. As shown in Fig. 3.1, the strips of filtering

material are oriented parallel to the axis of rotation producing beam modulation in each

image slice. (For additional details about beam hardening, please refer to Appendix A.)

Figure 3.1: CT system geometry for PM-DECT. From left to right the plots depict the
photon spectrum at three different locations: 1) upon exiting the x-ray tube, 2) after passing
through the primary modulator with filtration, and 3) after passing through the primary
modulator without filtration.
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3.2.2 Iterative Image Reconstruction and Material Decomposition

In PM-DECT, we first separate filtered and unfiltered projection data and reconstruct high

and low-energy CT images. Similar to dual-source DECT [1, 9, 24], PM-DECT does not

measure identical projection rays using different x-ray source spectra. We therefore use

image-domain decomposition in PM-DECT to generate basis material images.

Each filter of the primary modulator covers tens of pixels on the detector, and due to the

limitation of finite focal-spot size, the filters need to be separated by at least that distance to

permit measurements outside the penumbra region. As such, the geometry of PM-DECT

yields very sparse high and low-energy projection data that pose particular challenges in

the signal processing. Standard FBP reconstruction on sparse projection data generates CT

images with severe artifacts and resolution loss. Material decomposition exacerbates the

problem due to its high sensitivity to errors within CT images [25, 26, 49].

As described in Chapter 2, image-domain decomposition assumes a linear relationship

between the CT and basis material images for each pixel location, i.e., −→µ = A−→x . Solving

for −→x yields the following equation for image-domain decomposition:

−→x = A−1−→µ (3.1)

where

A−1 =

a b

c d

 =
1

det (A)

 µ2l −µ2h

−µ1l µ1h

 . (3.2)

In practice of DECT, A−1 typically has a condition number much greater than 10, leading

to significant error or noise amplification on basis material images [25, 26, 49].

Recently, we have proposed a few iterative algorithms to improve the accuracy of CT

reconstruction and DECT material decomposition [25, 26, 31, 43, 50, 51, 52]. For exam-

ple, the compressed sensing based algorithm successfully reconstructs images from limited

projection data [31, 43]. This algorithm has been improved for enhanced noise suppression
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performance in DECT [25]. By combining the reconstruction and decomposition into an

iterative process, we simultaneously use all of the available data and fully explore the noise

statistical properties of decomposed images during CT reconstruction to generate high reso-

lution noise-suppressed decomposed images. A similarity-based iterative algorithm further

recovers image spatial resolution of DECT when projection data are extremely sparse, by

exploiting redundant structural information [50]. In this chapter, we combine the above

three techniques for PM-DECT.

The framework of image reconstruction and material decomposition for PM-DECT

takes the following form of optimization:

[−→µh∗,−→µl ∗] = min
[
‖(Ml

−→µl −−→sl )‖2
2 + η‖Mh

−→µh −−→sh‖2
2

+α1R(a−→µh + b−→µl ) + α2R(c−→µh + d−→µl )

+β1R(−→µh) + β2R(−→µl )
]

s.t. −→µh ≥ 0, −→µl ≥ 0 . (3.3)

In Eqn. (3.3), −→sh and −→sl represent portions of the modulated sinogram containing high and

low-energy data, respectively. −→sh and −→sl are extracted from the modulated sinogram at the

appropriate detector-pixel locations determined by thresholding of the modulated flat field.

Mh and Ml are forward-projection matrices for the high and low-energy detector pixels,

respectively. They are generated using Siddon’s ray tracing algorithm [53]. η is the ratio

of low energy to high energy projection data. Including η places equal importance on the

high and low energy datasets even if the two datasets are disproportionate in size. R is

the image regularization function performing an improved version of similarity-based reg-

ularization [50] (see detailed discussion below) while α1, α2, β1, and β2 are the weighting

factors on the regularization terms. The first four terms of the optimization objective in

Eqn. (3.3) combine iterative CT reconstruction with DECT material decomposition for en-

hanced noise suppression as shown in Ref. [25]. The inclusion of the last two terms further
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improves the accuracy of PM-DECT. The optimization is solved efficiently by gradient

projection with an adaptive Barzilai-Borwein (GP-BB) step-size selection scheme which

was proposed in our recent publications [31, 43].

Another critical aspect to the proposed algorithm’s design is the regularization term R,

which is defined as:

R
(−→
f
)

=
1

2
‖∇(I −W )

−→
f ‖1 +

ξ

2
‖∇(I −We)diag(−→ν )

−→
f ‖1 (3.4)

where I is an identity matrix and
−→
f is the image. The first term of Eqn. (3.4) is similar

to the previously proposed similarity-based regularization [50], which reduces the signal

variation of similar pixels, except that we divide the entire set of pixels into two groups and

compute the similarity separately. The matrix W quantifies the level of similarity between

each pair of pixels, calculated as:

W (i, j) =



(1−−→ν (j))·exp

[
−
(−→µr(j)−−→µr(i)

h

)2
]

∑
j∈Ωi

(1−−→ν (j))·exp

[
−
(−→µr(j)−−→µr(i)

h

)2
] if j∈Ωi &

−→ν (i)=0

−→ν (j)·exp

[
−
(−→µr(j)−−→µr(i)

h

)2
]

∑
j∈Ωi

−→ν (j)·exp

[
−
(−→µr(j)−−→µr(i)

h

)2
] if j∈Ωi &

−→ν (i)=1

0 otherwise

(3.5)

We reconstruct a reference image, −→µr , from the modulated sinogram using FBP and ring

correction algorithms. In Eqn. (3.5), h is the Gaussian kernel width (set as 0.0006 mm−1

in our studies) and Ωi is a set of pixels around pixel i that have values within ±3h of pixel

i’s value. As described in Ref. [50], we start the search for similar pixels within a G-by-G

region of −→µr centered on pixel i. The initial value of G is set as 15. If the number of pixels

found is less than 200, the search continues with G doubled. This is repeated until there are

200 such pixels or the whole reference image is included. −→ν is an indicator vector which

separates pixels with few similar pixels from the reference image. −→ν is assigned a value of
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1 if the size of Ωi is less than 25 at the G value of 15 and 0 otherwise. In Eqn. (3.5), the

function diag() transforms a vector into a diagonal matrix.

The second term of Eqn. (3.4) reduces the error of one particular pixel when it has very

few similar pixels. The matrix We is computed as:

We(i, j) =


exp[−(distance(j,i))2]∑
j

exp[−(distance(j,i))2]
if −→ν (i)=1

0 otherwise

(3.6)

where distance() is a function that returns the geometric distance separating pixels i and j.

Including the second term of Eqn. (3.4) is equivalent to additional spatial filtration which

improves the accuracy and stability of PM-DECT. ξ is a tunable parameter controlling the

relative strength of the spatial filtration compared to that of the similarity based regulariza-

tion.

3.2.3 Implementation Details

The condition number of the decomposition matrix A determines the robustness of DECT

decomposition. Larger values indicate an ill-conditioned process that is more sensitive to

errors in −→µ , increasing degradation to image quality during decomposition [49]. From

simulated spectra we can compute condition numbers for different modulator designs. Pre-

vious research on scatter correction via primary modulation has used a modulator con-

structed from copper with a thickness of 0.406 mm [46]. Fig. 3.2 shows the condition

number for this modulator design using bone and water as basis materials. The modulator

performs well for water-equivalent objects of low thicknesses, but as the modulated beam

passes through greater lengths of water, condition numbers increase because the unfiltered

portion of the beam is progressively hardened by the imaged object and spectral separation

decreases.

In order to reduce condition number and boost decomposition robustness, we can in-
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crease spectral separation through greater beam filtration. As depicted in Fig. 3.2, if we

replace copper with the same thickness of molybdenum, the condition number drops by

more than a factor of two for water-equivalent thickness greater than 20 cm. This suggests

that replacing copper with molybdenum would lead to improved decomposition quality.

Thus, we chose to create a primary modulator from molybdenum for the DECT studies

presented in this chapter. The molybdenum primary modulator and its dimensions are dis-

played in Fig. 3.3. The modulator has a thickness of 0.381 mm, leading to a shift of 24 keV

on the mean x-ray energy after modulator filtration.

We performed proof-of-concept phantom studies at the Georgia Institute of Technology

on a tabletop CT system [37], the geometry of which matches that of the on-board imager

system of a Varian radiation therapy machine. The x-ray tube (Varian RAD-94) has inherent

filtration of 0.5 mm Al. Phantom data are acquired for 655 projection views using the

Figure 3.2: Decomposition matrix condition numbers calculated from simulations using
bone and water as basis materials. The tube potential is set to 125 kVp for these simulations
because 125 kVp provided the lowest condition numbers of the tube potentials available on
our CT system.
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molybdenum primary modulator, a tube potential of 125 kVp, and a tube current of 80 mA.

In the proposed algorithm, i.e., Eqn. (3.3), η is set as the ratio of the number of low-

energy pixels over high-energy pixels. a, b, c, and d are determined by the selected basis

materials, as shown in Eqn. (3.2). In these studies, we used Teflon and polystyrene as basis

materials for reconstruction. Note that after reconstruction is complete, one may generate

decomposed images with any basis materials simply by inserting the reconstructed low and

high-energy images and the desired decomposition matrix into Eqn. (3.1). To reduce the

complexity of parameter tuning, we set α1 = β2 = 0. Therefore, α2, β1, and ξ are the only

parameters in the proposed algorithm that require empirical tuning. We find that the results

are not very sensitive to the parameter values. α2 and β1 are held constant in all presented

studies. ξ values are held nearly constant across the studies.

Figure 3.3: Primary beam modulator machined from a sheet of molybdenum 0.381 mm
thick.

3.2.4 Evaluation

We have assessed method performance using an evaluation phantom, i.e., the Catphan c©600

(The Phantom Laboratory: Salem, NY), and an anthropomorphic head phantom. To limit

photon scatter, the phantoms were imaged with a narrowly opened collimator, i.e., a fan-
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beam equivalent geometry. Sinograms were generated using four neighboring rows of de-

tector pixels. High and low-energy CT images were reconstructed using the proposed PM-

DECT framework, with an image size of 512 by 512 pixels and pixel resolution of 0.5 by

0.5 mm2. Our algorithm for image reconstruction typically takes 20 hours using MATLAB

on a 2.66 GHz CPU workstation.

One slice of the Catphan c©600 phantom, which contains high contrast line pairs, was

used to evaluate performance on spatial resolution. The line pairs with spatial frequency

from 1 to 21 line pairs/cm are made of aluminum, surrounded by epoxy, a water-equivalent

material. In the study, basis materials of aluminum and epoxy were chosen to create “bone”

and “tissue” images, respectively. Spatial resolution of the proposed method was compared

against the spatial resolution of an image reconstructed via FBP from an unmodulated CT

scan.

A separate slice of the Catphan c©600 phantom, which contains rods of different materi-

als, was used to assess the accuracy of electron density measurements. We used polystyrene

and Teflon as basis materials to create “tissue” and “bone” images, respectively. In this

study, we compared PM-DECT’s performance against that of a two-scan technique. In

the latter, we scanned the phantom both with and without a solid molybdenum filter of

0.381 mm thickness and performed decomposition in the image domain after a standard

CT reconstruction via FBP. As such, this method provides an accuracy benchmark for the

selected modulator material and thickness. Contrast rods were used as ROIs for electron

density measurement, calculated as:

ρe = ρe,b · xb + ρe,t · xt (3.7)

where xb and xt are pixel values of decomposed bone and tissue images, and ρe,b and

ρe,t are the electron densities of the bone and tissue materials, respectively. Note that the

decomposed images are unitless and indicate the normalized densities of equivalent basis
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materials contained inside one pixel. For each rod, the average percent error of associated

pixels was determined using the equation:

E(%) =

(
ρe − ρrefe
ρrefe

)
× 100% (3.8)

where ρrefe is the true electron density of a rod, which is provided in the Catphan c©600 phan-

tom’s user manual, and ρe is the mean value of measured electron density inside the rod.

The accuracy of our method as compared to that achieved without modulation was assessed

using the root-mean-square (RMS) of the E(%) of all the rods.

The head phantom was used for comprehensive evaluations on an object with com-

plicated structures. The head phantom is composed of epoxy mimicking soft tissue and

a calcium compound mimicking bone. Note that, the calcium compound has a spatially

varying density, producing a greater challenge during similarity matrix calculations. The

calcium compound (“bone”) and epoxy (“tissue”) were chosen as basis materials in this

study.

3.3 Results

3.3.1 Catphan Study on Spatial Resolution

Figure 3.4 shows images of the line-pair slice of Catphan c©600 phantom produced via PM-

DECT. An image generated from a CT scan without beam modulation is also presented for

comparison. The low and high-energy images displayed in Fig. 3.4 were generated from

a single scan using the modulator shown in Fig. 3.3. The zoom-in images of line-pairs

shown in Fig. 3.5 illustrate that the high and low-energy images retain nearly the same

spatial resolution as a conventional CT image even though these PM-DECT images were

each reconstructed from limited projection data. The decomposed images in Figs. 3.4 and

3.5 show a high level of uniformity and the retention of spatial resolution.
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Figure 3.4: CT and decomposed images of the line-pair slice of Catphan c©600 phantom.
The first image is an FBP image produced from a conventional CT scan. The remaining
images are those produced via PM-DECT. The “tissue” and “bone” images were generated
from the “low-energy” and “high-energy” CT images. The dashed box indicates the loca-
tions from which the zoom-in images of Fig. 3.5 are taken. The display window for the CT
images is [-500 2000] HU. The decomposed images have a display window of [0.2 1.3].

Figure 3.5: Zoom-in images of Catphan line pairs within the region depicted by the dashed
box in Fig. 3.4. Images (a)-(e) are arranged in the same order as the parent images within
Fig. 3.4. The line pairs represent spatial frequencies from 5 to 10 line pairs/cm. Display
windows are the same as in Fig. 3.4.

3.3.2 Catphan Study on Electron Density Accuracy

In this section we investigate the accuracy of decomposed images through an analysis of

the contrast-rod slice of the Catphan phantom. Fig. 3.6 displays a CT image generated via a

conventional CT scan without modulation as well as CT and decomposed images generated

through PM-DECT. The ability of PM-DECT to retain a high level of spatial resolution is

demonstrated by the retention of most structures including the four wire ramps.

As stated in Section 3.2.4, decomposed images were generated from unfiltered and

filtered CT scans to serve as a benchmark. These images are shown in Fig. 3.7. Within

the ROI depicted by the dashed circle in Fig. 3.6, the mean attenuation coefficient of PM-
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DECT’s low-energy image differs from the unfiltered image by less than 0.1%. Despite

being reconstructed from a dataset 10 times smaller than the filtered image, PM-DECT’s

high-energy image differs from the filtered image by only 1.1%. The close match to the

benchmark values demonstrates the accuracy of the proposed reconstruction technique.

For the two-scan and PM-DECT techniques, electron densities were calculated using

Eqn. 3.7 and are displayed in Table 3.1. The tabulated values of the two-scan technique

indicate that a molybdenum filter of the tested thickness provides adequate spectral sep-

aration to generate accurate DECT results, i.e., with less than 0.50% error. PM-DECT,

which produces decomposed images from a single CT scan, was able to achieve a limited

error of 1.12%. However, we see that most of PM-DECT’s error is due to the acrylic rod.

Without the acrylic rod, PM-DECT outperforms the two-scan technique with RMS errors

of 0.30±0.41% and 0.48±8.04%, respectively.

Figures 3.6 and 3.7 reveal the challenge of DECT material decomposition due to sig-

nificant noise amplification. The decomposed images from the two-scan technique suffer

from substantial SNR degradation. Compared with the conventional two-scan method, PM-

DECT has prominent advantages by not only obtaining DECT images with much less noise

but also jointly reconstructing high and low-energy CT images from one single CT scan.

Table 3.1: Electron densities (1023 e/cm3) for the Catphan c© contrast rod study. The last
row is the root mean square of material percent errors.

Reference Two-Scan PM-DECT
Values Technique

Teflon 6.24 6.24± 0.3 6.24± 0.0

PMP 2.85 2.85± 0.3 2.84± 0.0

LDPE 3.16 3.14± 0.3 3.17± 0.0

Polystyrene 3.34 3.34± 0.3 3.34± 0.0

Acrylic 3.83 3.82± 0.3 3.73± 0.0

Delrin 4.56 4.52± 0.3 4.58± 0.0

RMS of % Errors N/A 0.46± 7.85% 1.12± 0.37%
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Figure 3.6: CT and decomposed images of contrast-rod slice of Catphan c©600 phantom.
The first image was reconstructed via FBP from a conventional CT scan. The remaining
images were produced via PM-DECT. The “tissue” and “bone” images were generated
from the “low-energy” and “high-energy” CT images. The materials numbered in the con-
ventional CT image are: [1] Teflon, [2] PMP, [3] LDPE, [4] Polystyrene, [5] acrylic, and
[6] Delrin. The circle in the “low-energy” CT image locates a ROI used for pixel value
analysis. Display windows are [-500 1000] HU for the CT images and [0.2 1.3] for the
decomposed images.

Figure 3.7: CT and decomposed images of the Catphan’s contrast rod-slice for a two-scan
technique. The first row contains CT images reconstructed via FBP from complete scan
data acquired without and with beam filtration. The second row shows decomposed images
generated from the FBP images. Display windows are [-500 1000] HU for the CT images
and [0.2 1.3] for the decomposed images.

48



3.3.3 Anthropomorphic Head Phantom Study

CT images and decomposed images of the anthropomorphic head phantom are shown in

Fig. 3.8. The results are consistent with those of the Catphan c©600 studies. The PM-

DECT’s high and low-energy images have matching uniformity and spatial resolution com-

pared against the conventional CT image. This is more apparent in the zoom-in images of

the sinus region, which are shown in Fig. 3.9. Despite the spatial variations in material

density within the head phantom, the proposed method is able to successfully separate the

bone and tissue materials during decomposition, as illustrated in the decomposed images

of Figs. 3.8 and 3.9. The decomposed images retain a very high level of spatial resolution

and the appearance of fine structures. Slight nonuniformity is observed in the decomposed

images around the periphery of the head. We believe that it is due to beam hardening ar-

tifacts from the highly attenuating bone structures. These artifacts are also visible in the

conventional CT image and are not attributable to the proposed method.

It is worth noting that PM-DECT provides these DECT capabilities while retaining

the ability to produce high-quality CT images. To this point, Fig. 3.10 shows two CT

Figure 3.8: CT and decomposed images of the anthropomorphic head phantom. The first
image was reconstructed via FBP from a conventional CT scan. The remaining images
were produced via PM-DECT. The “tissue” and “bone” images were generated from the
“low-energy” and “high-energy” CT images. The dashed box indicates the location of the
zoom-in images that appear in Fig. 3.9. CT images have a display window of [-500 1000]
HU. The “tissue” and “bone” images have display windows of [0.2 1.3] and [0.1 1.3],
respectively.
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Figure 3.9: Zoom-in images of the anthropomorphic head phantom within the area indi-
cated by the dashed box in Fig. 3.8. Display windows are the same as in Fig. 3.8.

images: one produced from a single conventional scan without beam modulation and the

other produced from a single PM-DECT scan. The latter was generated using FBP and ring

correction algorithms. The quality of the PM-DECT image rivals that of the conventionally

produced image. We see negligible artifacts and no loss of spatial resolution.

3.4 Discussion and Conclusions

DECT is fundamentally burdened by the need to acquire an additional dataset as com-

pared to conventional CT, which restricts applications to specialized DECT scanners. In

this chapter, we propose a new DECT technique referred to as PM-DECT, which uses pri-

mary modulation during data acquisition and an iterative algorithm for signal processing.

PM-DECT is distinct from existing technologies by simultaneously collecting high and

low-energy projection data during a single CT scan with limited hardware modifications to

a conventional scanner. This removes the time-delay between high and low-energy data ac-

quisitions in the two-scan DECT method or the need for additional equipment of expensive

advanced CT scanners. Consequently, PM-DECT has the potential to liberate the applica-

tions of DECT from specialized scanners to other CT systems such as CBCT, which could

greatly expand the scope of DECT in clinical implementations. In Catphan c©600 studies,

PM-DECT generates decomposed images while overcoming the challenge of noise ampli-

fication, achieving an almost complete retention of spatial resolution, and limiting error
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Figure 3.10: CT images of the anthropomorphic head phantom. From left to right, the first
row contains an image reconstructed via FBP from a conventional CT scan and an image
reconstructed via FBP using the complete set of PM-DECT projection data. The second
row presents zoom-in images of the sinus regions. Display windows are [-500 1000] HU.

in electron density calculations to 1.12%. PM-DECT demonstrates similar performance

on an anthropomorphic head phantom, retaining the appearance of fine and intricate sinus

structures within decomposed images, while maintaining the ability to generate a CT image

with comparable quality to that of a convention CT scan.

The design of primary modulation geometry and an iterative algorithm of signal pro-

cessing is the key to the success of PM-DECT. Our unique iterative reconstruction algo-

rithm with similarity based regularization produces decomposed images with a high level

of spatial resolution and low noise. The retention of materials exhibiting very low contrast
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can be a challenge as demonstrated by the acrylic rod in the contrast rod study. Despite this

limitation, the contrast rod study shows that our method can accurately represent a variety

of materials, including those with strong similarity to each other such as PMP, LDPE, and

polystyrene. Also, it is noteworthy that as shown in Fig. 3.10 PM-DECT grants DECT

capabilities without degrading CT image quality compared to a conventional scan. Thus,

the generated decomposed images serve as additional information extracted from a single

CT scan that would be otherwise unavailable.
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CHAPTER 4

CONCLUSION AND FUTURE RESEARCH CONSIDERATIONS

In this dissertation we explored two methods addressing fundamental limitations of DECT

that restrict its utility and application. In Chapter 2, we presented a unique method, known

as IDEM, to suppress noise on DECT decomposed images and overcome the well known

issue of noise amplification during material decomposition. By exploring the entropy prop-

erty of measured signals within a 2D transformation space of decomposed image values,

IDEM achieves noise suppression while circumventing the need to constrain spatial varia-

tions in signals. This grants IDEM the potential to preserve NPS and to break the tradeoff

between noise suppression and the retention of spatial resolution.

Furthermore, the principle of entropy minimization may shed light on designs of data

processing algorithms for advanced CT imaging that acquire spectral information of the

scanned object, including multi-energy CT [54] and energy-resolved CT [55, 56]. In these

future investigations, it will be important to remember that the IDEM method relies implic-

itly upon the assumption that the signals after basis material decomposition, if containing

no noise, have a small number of different levels, which implies small entropy. In situa-

tions where this assumption becomes invalid, the IDEM method is expected to have limited

efficacy. For example, for DECT decomposition in the projection domain, we expect the

IDEM method to fail because projection images have signal values with a continuous dis-

tribution and thus large entropy.

In Chapter 3, we proposed a novel method, known as PM-DECT, to grant DECT ca-

pabilities during a single CT scan on a conventional scanner through limited hardware

modification and thus potentially liberate DECT from specialized scanners, increasing its

clinical availability. By utilizing a primary modulator to selectively harden an x-ray beam

at specific detector locations, PM-DECT is able to achieve simultaneous collection of high
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and low energy projection data during a single scan, from which PM-DECT’s unique itera-

tive algorithm with similarity based regularization jointly reconstructs CT and decomposed

images with a high level of spatial resolution and low noise.

CBCT projection data and image quality are degraded by severe scatter contamination

which alters pixel values and decreases contrast-to-noise ratios. Thus, scatter correction

is essential for performing effective DECT on CBCT systems. The primary modulation

technique was initially designed for scatter correction in CBCT, and now is an established

method used by different research groups. Recent improvements permit greater flexibility

in modulator design [48]. In future work, we will investigate the use of primary mod-

ulation for the enhancement of CBCT scans by combining DECT and scatter correction

capabilities. One focus of our research will be to optimize PM-DECT so as to limit the

potential effects of residual scatter, as well as other sources of error, during basis material

decomposition.
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APPENDIX A

BEAM HARDENING

The average photon energy
(
E
)

of an x-ray beam is given as:

E =

∫ Emax
0 E · Φ(E) dE∫ Emax

0 Φ(E) dE
(A.1)

where Φ(E) is beam intensity as a function of photon energy. Φ(E) is determined by the

following equation:

Φ(E) = Φ0(E)e−µ(E)L. (A.2)

where Φ0(E) represents the initial intensity distribution prior to the beam’s incidence upon

an attenuating material, L is the length travelled through an attenuating material, and µ(E)

defines the attenuation coefficient of a material as it varies with photon energy.

Due to the polyenergetic nature of diagnostic photon beams and the dependence of µ on

photon energy, E changes as the beam passes through an attenuating medium. In the diag-

nostic energy range, µ increases as energy decreases. Consequently, an attenuating medium

preferentially removes lower energy photons from the beam, and the average energy of the

spectrum increases. This phenomenon is known as beam hardening. The realized shift

in energy depends upon the initial photon spectrum as well as the material and thickness

of the attenuating material. For example, simulation studies show that an x-ray spectrum

generated at 125 kVp has an average energy of 54 keV. After passing through 0.406 mm of

copper the average photon energy increases to 68 keV. If instead the beam passes through

0.381 mm of molybdenum, the average value is 78 keV.
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