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SUMMARY

This dissertation addresses the problem of power and performance management for

various computing systems, from single voltage island multicore processors to power-

constrained extreme scale cloud systems. Balancing power and performance in modern

computing systems is a complex optimization problem. This challenge is addressed by

the statement of this thesis: Improving performance and power consumption in modern

computing systems will require new techniques, and the body of control theories can pro-

vide the basis for such solutions. This thesis addresses this problem through three main

contributions:

• Effective and efficient power & performance management techniques in a single volt-

age island multi-core processor.

• Maximizing power efficiency under a power cap in a multi-core processor that is

composed of several voltage islands.

• A hierarchical power management technique to improve performance and energy

efficiency under power budgets in a cloud system.

The first topic is comprised of 1) throughput regulation, 2) power regulation, and 3)

power efficiency optimization for single voltage island multicore processors. A throughput-

frequency model is obtained by IPA analysis, while a power-frequency model is obtained

by a system identification approach. These models are generic and can be applied to various

applications. They provide a foundation for the on-line optimization of power efficiency in

multi-core processors.

The second topic addresses the problem of optimizing power efficiency in a many-core

processor under power caps, such as those found in servers in the nodes of cloud systems.

Given a power budget, we provide two techniques for improving the power efficiency: 1)

an on-line optimization technique for maximizing throughput, 2) a dynamic power regula-



tion technique that dynamically distributes power across the processor based on workload

variation, which is an extension of the power regulation technique in the first topic.

Finally the third topic addresses the problem of performance and energy efficiency

improvement for cloud systems under power budgets. This work presents a hierarchical

power gating & power shifting (HPGPS) technique for bulk synchronous parallel applica-

tions in cloud computing systems. Nodes that are otherwise waiting to be synchronized are

power gated and their power budgets are redistributed to other high workload nodes, thus

reducing the penalty of workload imbalances across the system. This hierarchical power

management scheme is scalable to extreme scale cloud computing systems.

By examining these topics, this thesis contributes to improving the power consumption

and performance of computing systems from single processor architectures to full scale

cloud systems.



CHAPTER 1

INTRODUCTION

Power efficiency is a major concern in all components of computing systems, from mo-

bile devices to servers to data centers. This concern is exacerbated as modern applications

process a growing volume of data which requires increasing performance and energy. Data

centers consume approximately 2% of all electricity use in the U.S. [1], and concerns about

the impact of energy consumption in these facilities continue to grow. This imposes a chal-

lenge for balancing performance and power consumption in modern computing systems. In

general, performance and power consumption are opposing metrics, where improving one

is often achieved at the expense of the other. Heuristic solutions may no longer satisfy the

demand for systematic power and performance management. Formal techniques with the-

oretical bases that are robust, stable, and efficient are needed. This challenge is addressed

by the following thesis statement: Improving performance and power consumption in mod-

ern computing systems will require new techniques, and the body of control theories can

provide the basis for such solutions.

Optimization of power consumption in these computing systems is a multi-step pro-

cess. For example, a data center is composed of thousands of nodes, and each node is

composed of several processors. A processor is composed of one or more voltage islands,

and each voltage island is composed of one or more cores. The process of performance

and power usage at each component is different based on their architecture characteristics;

thus, power efficiency optimization must be individually tailored to each component. This

thesis presents power and performance management for cores, processors, and cloud sys-

tems, with the goal of creating optimized components and laying the foundation for further

synergies in power efficiency of computing systems.

To that end, this dissertation presents formal control approaches for balancing power

1



and performance in order to achieve better performance at lower power expense. The work

is categorized into three research themes: 1) power regulation, throughput regulation, and

power efficiency optimization in a single voltage island in a processor; 2) power efficiency

optimization across multiple voltage islands in a multi-core processor under power caps;

and 3) performance and energy efficiency improvement in a cloud computing system that

is composed of thousands or millions of voltage islands. Figure 1.1 shows the relationship

between contributions of this work.

This thesis developed dynamic models for throughput and power that adjust well to

workload variations. Those models are general and can be applied to various kinds of com-

puting frameworks. Based on those models, we use feedback controllers for throughput

regulation and power regulation. The controllers are based on integrators for variable gain

designed for stabilizing the closed-loop system as well as for rapidly responding to chang-

ing workload in short time frames. The feedback control is robust with respect to model

uncertainties and computing errors in the loop, and they exhibit fast convergence despite

such errors.

Throughput – Frequency Model

Multicore Processors, 
Servers, etc

Data Centers
Portable Devices, 

Processors, etc

Throughput Regulation

Large Scale Computing 
Systems Power Efficiency 

Optimization

Multiple Voltage Islands 
Power Efficiency 

Optimization

Single Voltage Island 
Power Efficiency 

Optimization

Power Regulation

Power – Frequency Model

Figure 1.1: The Structure of Contributions

The next section describes the main contributions of this work, followed by a summary

2



of the structure of this thesis. The main contributions have also been presented in several

publications [2][3][4][5][6].

1.1 Contributions

This thesis makes the following key contributions

The first contribution of this work is effective and efficient power and performance

management in a single voltage island in a processor. This single voltage island may con-

tain one or more cores. We created three designs for performance and power management.

The first design is an adaptive gain throughput regulator that adjusts operating frequen-

cies. This regulator maintains fixed throughput in the presence of dynamically varying

parallelism and inter-instruction dependencies in the instruction stream. The second de-

sign is an adaptive gain power regulator that can control the power of cores residing in a

single voltage island to desired set points under a variety of program workloads. Finally,

the third design is an on-line power efficiency optimization controller based on stochastic

approximation approaches that balance the power consumption with throughput.

The second contribution of this work is to maximize of power efficiency in a power

capped processor that is composed of several voltage islands. Cores residing in the same

voltage island operate at the same frequency, while different voltage islands can operate at

different voltage and frequency levels. Based on the understanding of frequency-power and

frequency-throughput relationship that is developed in the first contribution, we extend the

single voltage island optimization to multiple voltage islands that are composed of many

cores. Our approach modulates power to performance variation across multiple voltage

islands by dynamically assigning the frequency and voltage level for each voltage island

so that the overall power efficiency of the processor is maximized. The clock frequency

presents trade-offs between performance and power. Hence, two intuitive methods to im-

prove power efficiency are 1) reducing power under fixed throughput, and 2) increasing

throughput under power caps. This work is based on the second approach. We present

3



two designs: optimization and dynamic regulation. The optimization design assigns the

frequency and voltage levels of voltage islands distributed in the processor in order to max-

imize performance under power caps. On the other hand, the regulation design is based on

the on-line power tracking technique in the first contribution. We dynamically distribute

power targets for voltage islands depending on the underlying application characteristics.

The third contribution of this work is a hierarchical power management approach that

can improve performance and energy efficiency under a power budget in a cloud computing

system. A cloud computing system is composed of thousands to perhaps millions of nodes,

and each node is composed of multiple processors. Performance variation is a significant

problem for efficient power management of High Performance Computing (HPC) applica-

tions in large scale cloud systems. Among the most frequently used HPC applications in

modern cloud systems are Bulk Synchronous Parallel (BSP) applications. A BSP is com-

posed of parallel computations on each node, communication among nodes, and barrier

synchronizations. The application behaviors vary significantly across nodes. The nodes

that arrive at the barrier first must spend idle time waiting for other nodes to arrive at the

barrier. The performance is limited by the slowest node since the other nodes have to wait

on barrier synchronization. This idle waiting consumes power but produces no effective

throughput - thus it is a major source of inefficiency. The key idea of this work is to power-

gate the nodes that have finished computation arriving at the barrier, and shift the saved

power from those power-gated nodes to other nodes that are still under computation so that

those computation nodes are sped up while staying under the system power budgets. Con-

sequently, the program completion time is reduced under the preassigned power budget.

The hierarchical power-shifting & power-gating approach is scalable across system sizes.

Thus, this dissertation contributes to improving the power consumption and perfor-

mance of computing systems from single processor architectures to full scale cloud sys-

tems.
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1.2 Organization

In brief, Chapter 2 provides an overview of power and performance management in com-

puting systems. Chapter 3 describes the evaluation frameworks for experiments in this

work. The first contribution is presented in Chapter 4, Chapter 5, and Chapter 6. The sec-

ond contribution is presented in Chapter 7. The third contribution is presented in Chapter

8. A more detailed overview of the chapters is below.

Chapter 2 describes the landscape for power and performance management in comput-

ing systems. It contains an overview of techniques used to regulate performance and power,

as well as improve power efficiency for multi-core processors. In addition, this chapter

includes a description of energy efficiency improvement techniques for cloud computing

systems as they scale, and the major existing methods for optimizing the performance and

energy efficiency of bulk-synchronous parallel applications.

Chapter 3 presents the evaluation frameworks for experiments conducted in this work,

including a cycle level architecture simulator and an Intel Haswell processor. This chapter

also introduces benchmarks that are used for testing.

Chapter 4 presents the method for regulating processor throughput under various work-

loads. An on-line sensitivity analysis technique is developed to model the relationship

between throughput and operating frequencies. A variable gain feedback controller is de-

veloped for regulating the throughput of multi-core processors. Implementation in an Intel

Haswell 4-core processor demonstrates less than 2.8% throughput tracking errors.

Chapter 5 demonstrates the method for regulating power of multi-core processors. A

system identification model is developed to estimate the power-frequency relationship. An

adaptive gain feedback controller for power regulation in multi-core processors is pre-

sented. Implementation in an Intel Haswell 4-core processor shows less than 5.7% power

tracking errors.

Chapter 6 presents the method for improving power efficiency of cores as well as pro-
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cessors. Based on the performance model developed in Chapter 4 and the power model de-

veloped in Chapter 5, we further explore the trade-off between power and performance by

on-line optimization. Compared to Linux Conservative governor, our approach improves

the power efficiency (measured as Throughout-per-Watt) up to 15.91%.

Chapter 7 presents two techniques for improving performance and power efficiency

for power capped processors that are composed of multiple voltage islands. Those two

techniques are: an on-line optimization controller for optimizing performance in a power

capped processor, and a dynamic power regulator which is an extension of the power reg-

ulation presented in Chapter 5 to leverage power for performance across multiple voltage

islands.

Chapter 8 presents the method for improving energy efficiency and performance of

cloud systems executing bulk-synchronous applications. This hierarchical power gating

and power shifting (HPGPS) technique is scalable to extreme scale cloud systems and

can tolerate large network latency. Experiments in an AMD in-house simulator show that

HPGPS can achieve up to 1.5% energy saving.

Finally, Chapter 9 summarizes the contributions and conclusions from this thesis as

well as contemplates future areas of research.
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CHAPTER 2

LITERATURE REVIEW

2.1 Power Regulation For Multi-core Processors

Various techniques from the field of system and control have been used to regulate the

power consumption in multi-core processors. Several power regulation algorithms utilize

open-loop optimization strategies under the assumption that power consumption of a pro-

cessor at each supply voltage level can be estimated accurately [7] [8]. Those methods can

work effectively when the system is running programs that have similar patterns as the ones

used for empirical analysis. However they may present severe performance degradation or

even power constraint violation when workloads vary significantly.

Feedback control is an effective way to regulate power in multi-core processors because

of its theoretically guaranteed accuracy and robustness [9] [10]. The parameters in the con-

trol model can be determined by off-line analysis of extensive workload [11] or on-line

system analysis [12]. Proportional controllers [13] and PID controllers [14] are imple-

mented in hardware architecture design to dynamically change supply voltages adapting

to power constraints in muli-core processors. Wang et al. [15] regulate per-core power

under various workload by a model estimator and shifting power between CPU cores and

memory components based on MPC (Model Predictive Control) theory.

2.2 Throughput Regulation For Multi-core Processors

In multi-core processors, a wide range of throughput regulation techniques using control

theoretic approaches have been explored. One fuzzy flow regulation technique [16] uses

fuzzy logic to intelligently control the input flow rate in the chip network according to

traffic dynamism and interconnection network status. PI and PID controllers are used to
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balance resource utilization and immigrate tasks in multi-core processors [17]. The work

by Brinkschulte et al. [18] regulate the IPC (instruction per second) rate by switching CPU

resources among threads using a proportional controller. Almoosa et al. [19] presented

an on-line throughput regulation method using IPA (Infinitesimal Perturbation Analysis)

by modeling the instruction-sequences as stochastic DEDS (Discrete Event Dynamic Sys-

tems). However this work does not provide as robust regulation as in [6], where memory-

bounded instructions are part of the instruction flow model.

2.3 Optimizing Power Efficiency For Multi-core Processors

In recent years, several classes of techniques have been developed to improve power and

energy efficiency in multicore processors. Two such classes are resource allocation and

DVFS [20]. Resource allocation techniques dynamically re-assign computing resources

according to workload variations. Example techniques include virtual machine schedul-

ing [21], task migration [22] and thread scheduling [23]. Those techniques usually depend

on the ability to predict or detect application phases. In reference [24] an approach is

described for predicting power load variations using performance counter information and

controlling the power module configuration accordingly. Ref. [25] maximized performance

while maintaining power and thermal constraints by a runtime optimization policy, which is

based on the training of power and performance statistics from simulations across a group

of benchmarks. Ref. [26] predicted the system performance state from readily available

input features, such as the occupancy state of a global service queue, using Supervised

Learning technique, and then used this predicted state to look up the optimal power man-

agement action, e.g. voltage frequency setting, from a pre-computed policy table.

There has been a surge of power efficiency optimization techniques [27] [28] [29] ap-

plying DVFS (Dynamic Voltage and Frequency Scaling) to multi-core processors, where

operating frequencies and voltages are reduced to diminish power consumption without

performance loss. In order to exploit power for performance, various scheduling tech-
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niques to adapt frequency and voltage levels according to workload variations and resource

utilization are developed. These techniques decrease CPU frequency and voltage during 1)

memory-intensive phases in applications, and 2) internal communication phases in parallel

programs [30]. These scheduling technologies can be implemented in different fashions,

from low-level hardware architecture to high-level runtime optimization policies.

Low-level DVFS implementations include hardware architecture design, and operating

system level power management strategies [31] [32]. The work in [33] detects L2 cache

misses and instruction-level parallelism in hardware to leverage the low-usage period of

CPU. However, the implementation for architecture level power management schemes re-

quires hardware support, which is complicated and sometimes impractical. In OS-system

level, CPU frequencies and voltages can be set in response to runtime application behavior

prediction, which is based on resource utilization information provided by OS kernels [34].

To take full advantage of DVFS techniques effectively and efficiently, high-level imple-

mentations including power and performance modeling and control theoretic approaches

are used. In power and performance models, potential benefits or penalties of different fre-

quency and voltage states can be predicted before actual occurrences [35]. Some models

are established according to detailed analysis of certain architecture [36], while others are

linear models for power estimation based on CPU utilizations [10][37]. Meng et al. [25]

design an application based optimization policy by maximizing performance under power

and thermal constraints. They study application runtime characteristics such as network

traffic, workload, and memory intensive patterns, and use them to construct an off-line

model to determine the optimized Voltage-Frequency setting. Recent work has developed

simple and real-time power models with low implementation overhead based on perfor-

mance counters and OS utilization metrics [11] [38]. Srikantaiah et al [39] measure disk,

network, and CPU utilization, paving the way for modeling consolidated power and per-

formance so as to minimize power consumption.

Formal control theoretic approaches have been used to optimize power efficiency for

9



multicore processors using DVFS [40][41]. They are broadly classified as optimal con-

trol, especially Model Predictive Control (MPC) [42] and formal feedback control [43].

The mathematical model developed by [44] based on Model Predictive Control (MPC) de-

scribes the workload variation in multicore environment and changed operating frequency

and voltage accordingly to save energy. [45] used MPC techniques to minimize multi-

core processor system energy under temperature constraints. The researchers in [15] regu-

lated power under temperature constraints by integrating dynamic cache size to shift power

among cores via piecewise linear model.

Closed loop feedback controllers are also used to manage power and performance in

multicore processors. Proportional controllers [13] and PID controllers [14] are imple-

mented in hardware architecture design to dynamically change supply voltages adapting to

power constraints. The work in [43] uses a PID controller with the synchronizing queue

occupancy as the input in multi-clock domain processors. [12] used an online feedback

controller to regulate the power consumption for a multicore processor with theoretically

proved robustness and stability.

2.4 Optimizing Energy Efficiency Under Power Budgets in Data Center Systems

In large scale computing systems, performance is limited by the available power [46]. A

power budget may be imposed by the existing power provisioning facilities as well as

high power consumption issues. Two well-known approaches, DVFS[47][48], and power-

shifting and power-gating [49], have been developed to increase power efficiency under

power caps in data centers, leading to better performance.

DVFS is a widely used technology that allows the CPU clock frequency and supply

voltage to be changed dynamically [50]. DVFS trades processor performance for lower

power consumption in cluster nodes. Lower frequencies and voltages lead to lower power,

making power-up active computing nodes possible. As a result, the execution time for

nodes in critical paths is reduced. The overall performance measured in BSP (Bulk Syn-
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chronous Parallelism) programs improves because of shorter synchronization time. In ad-

dition, a node frequency and power can be switched to the lower power status during phases

of communication in parallel programs [30].

A runtime mechanism is presented by [51] for slack prediction and slowing down of

critical path computation for the benefit of energy saving. However, their execution model

consisting of multiple steps is assumed to contain a compute followed by communication

globally at each step in BSP. This approach does not provide as good energy efficiency

for applications with time-dependent processing patterns as [52], where an Energy Tem-

plate is proposed to identify idle states of the processor cores. This template information is

passed to MPI (Message Passing Interface) runtime to achieve potential energy saving. A

job scheduling policy is proposed by [53] to allocate both processor and power resources

to all jobs at the same time. It distributes the available power among the jobs, assigning

optimal CPU frequency to each of the selected jobs. Several software-controlled dynamic

power management algorithms have been explored [54] [55] [36] [56] by using DVFS to

expand computation into slack that occurs during communication for synchronization, thus

reducing energy consumption. The work by [57] tracks the idle time spent by a processor

waiting for other processors to reach the barrier in the program and reduces the frequency

of the processor in order to reduce or eliminate these idle time. Energy aware optimiza-

tion methods have been applied to MPI by identifying communication phases of parallel

applications and using DVFS during such phases to conserve power [58] [30] [59] [60].

Power-gating is a technique that shuts off the power supply of a logic block by inserting

a gate or sleep transistor [61]. There is virtually no power consumption in the gated block.

The supply voltage is significant lower than what is used in standard DVFS, contributing

to aggressive reduction in power consumption. Under a strict power budget, the power

saved from gated nodes can be used by other nodes in the data center system, which is

called power-shifting. Thus, power-gating and power-shifting make full use of computing

resources. However, power-gating should not be used liberally because there is usually a
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performance overhead associated with entering and exiting the power gated states.

Power-gating and power-shifting techniques have emerged as energy efficiency solu-

tions for data centers. To complement existing DVFS techniques, per-core power-gating

(PCPG) [62] has been developed to reduce leakage power when computing resource uti-

lization exhibits high variability. The Booster [63] runtime system re-balances parallel

workloads by shifting power among function units within a processor. The work by [64]

provides a power-gating strategy which makes power saving possible without performance

loss. The transition of power states from power-gated mode to full power mode is smooth

and vice versa. Moreover, Lefurgy et al. [58] are among the first to explore the power-

shifting technique in node level under power caps. Several workload-guided policies for

dynamically allocating power under static budgets among node servers have been devel-

oped in the past few years [49]. Furthermore, power-gating and power-shifting techniques

have been extended system wide, resulting in several energy efficiency optimization ap-

proaches, including a just-in-time network power-shifting method [65] that enables power-

shifting from nodes to nodes. Piga et al.[66] developed a Gate & Shifting method that

allows one to mitigate the BSP communication imbalance among nodes. They power-gate

waiting processes and shift the remaining power budget to the processes that are in the

critical execution paths. However, this power-shifting approach requires communication

across the data center system, resulting in significant communication delay. Therefore, it

may not be applied to extra-scale data center systems.
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CHAPTER 3

EXPERIMENTAL FRAMEWORKS

This chapter presents the experimental frameworks used in this thesis, including a full

system cycle level architecture simulator, and an Intel Haswell 4-core processor. A brief

introduction of 3D architectures is also provided.

3.1 System Architecture of a 3D Multi-core Processor

This work considers a 3D x86 multi-core processor architecture that is composed of a ho-

mogeneous 16 core die, a last level cache (LLC) die and a dynamic random-access memory

(DRAM) die stack together as shown in Figure 3.1. The bottom die of the stack is the cores

modeled at 16nm technology. The cores reflect a typical out-of-order core design with

5 typical partitions (FE: pipeline frontend and L1 instruction cache, SCH: out-of-order

scheduler, DL1: data L1 cache, INT & FPU: integer and floating point unit). The core die

is divided into 4 voltage islands, with 4 cores on each voltage island.

On top of the processor die is LLC stack. In this paper we study the core and cache,

not including the next level memory hierarchy. The cache hierarchy includes a 16 KB pri-

vate L1 data cache and a shared L2 LLC cache residing on the next tier with 16 banks

(2MB each). The hit time for L1 cache is one cycle. The cache coherent protocol is

directory-based MESI co-located in the LLC cache. Memory controllers are integrated in

the DRAM stack. The interconnection network has 128-bit channels comprised of inter-

faces and routers. The routers are connected in a 2D torus, and the network interfaces

connect to the L2 cache banks and memory controllers. On top of the LLC tier is the

DRAM stack, where DRAM layers are stacked. The DRAM die is divided into 16 vertical

vaults, with each vault having one memory controller connected to the DRAM partitions

by a data channel.
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Figure 3.1: 3D Architecture Overview

3.2 A Full System Cycle Level Computer Architecture Simulator: Manifold

In this section, we describe a 3D modern architecture simulator, Manifold [67]. Mani-

fold enables cycle-level full system processor simulation, i.e. application and operating

system binaries driving cycle-level models of cores, coherent caches, on-chip networks,

and the DRAM system. Manifold also supports dynamic voltage frequency scaling and is

coupled to energy and thermal models via the Energy Introspector multi-physics model-

ing library [68], as shown in the flow chart in Figure 3.2. Figure 3.3 shows the Manifold

platform system model. The pipeline execution and cache activity during execution are

recorded by performance counters. Information collected by those counters are sent to the

power libraries (i.e. McPAT [69]) to generate power traces with preset power models and

technology specifications. The thermal distribution across the chip stacks is computed by

the thermal library (i.e. 3D-ICE [70]). Temperature-leakage feedback is used to update the

leakage power of each architecture component with its temperature level. Finally, the sys-

tem monitor collects the processor performance and multi-physics information, and adap-

tively manipulates the operating knobs (i.e. voltage, frequency) according to our control
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algorithms at runtime.
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Figure 3.2: Flow Chart of Manifold Simulation

Table 3.1: System Configuration

Parameters Out-of-order Core
Architectural Configuration

ISA x86 IA32
Pipeline Depth 10 stages
Fetch/Decode 4 instructions

Execution 6 Issue ports
Issue Width 4
L1 Cache 8-way 16KB/core
L2 Cache 64-way 2MB/bank, 16 banks

Physical Configuration
Clock Frequency 0.5-5.0GHz
Supply Voltage 0.5-1.2V

Feature Size 16nm

The floor plans are illustrated in Figure 3.4. The 16 out-of-order homogeneous cores

are placed on the bottom die, with 5 typical partitions (FE: pipeline frontend, SCH: out-of-
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order scheduler, DL1: data L1 cache, INT & FPU: integer and floating point unit). These

cores are interconnected by a 2D torus network. On top of the first two tiers are another 8

DRAM dies, with 16 channels, where each channel has 8 ranks (on each die) and 2 banks.

The system simulation model computes the power dissipation and resulting thermal fields

produced by the package. The core configuration is shown in table 3.1.

3.3 A Haswell 4-core Processor

This work also implements the designs in an Intel Haswell 4-core processor. In this sec-

tion, we present the tested Intel CoreT M i7-4770 Haswell processor that has four physical

cores with a clock frequency range from 0.8GHz to 3.4GHz. Since cores on the proces-

sor are residing on one voltage island, all the cores must run at the same voltage. Each

core has a two eight-way 32 KB private L1 cache (separate instruction cache and data
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Figure 3.4: System Architecture Model

cache), a 256 KB private L2 cache (combined instruction cache and data cache), and an

8 MB shared L3 cache, with 16 GB of physical memory on board [71]. The Haswell

die map is shown in Figure 3.5. Each Haswell core shares its execution resources be-

tween two threads of execution via Intel Hyperthreading [71]. We collect performance

counter values using the PAPI [72] tool. PAPI allows for transparent power and energy

readings via the Intel RAPL (Running Average Power Limit) interface. The through-

put is measured by dividing the total number of instructions processed during one con-

trol cycle by the control cycle duration. The number of instructions proceeded is read

by performance counter ”PAPI TOT INS”.The energy consumed is measured from RAPL

”PP0 Energy:PACKAGE0” [72]. The frequency values are periodically set to the contents

of the file ”/sys/devices/system/cpu/cpu%d/cpufreq/

scaling setspeed”. The operating system in the test processor is Ubuntu 16.04.
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Figure 3.5: Haswell Die Map [71]

3.4 Linux Governors

The Linux operating system provides support for managing the power states of the pro-

cessor through configurable software modules referred to as governors [73]. There are 5

CPUFreq governors in the tested Ubuntu 14.04 Linux kernel: Performance, PowerSave,

Userspace, Ondemand, and Conservative [74]. The Performance governor sets the CPU

statically to the maximum frequency while Powersave sets the CPU statically to the min-

imum frequency. The Userspace governor runs the CPU at frequencies specified by the

users. The Ondemand governor aggressively makes the frequency jump to the maximum

value when there is any workload and then possibly backs off when idle time increases. The

Conservative governor sets the CPU frequency dynamically based on the current workload.

It is like the Ondemand but differs in behavior in that the Conservative governor gradually

increases or decreases the CPU speed [73]. We use the Userspace governor when imple-

menting our designs in the Intel Haswell Processor.
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3.5 Benchmarks

In this thesis, we use Splash II [75], Parsec [76], and GraphBig [77] benchmark suits.

Splash II and Parsec are both from SPEC benchmark suits, which are industry standard ap-

plications used to evaluate performance and energy efficiency for computing systems [76].

GraphBig benchmarks are based on IBMs System G framework, a comprehensive set of

industrial graph computing tool, cloud and solutions for Big Data used by commercial

clients [78]. IBM System G can be used in many cases, such as social network analysis,

anomaly detection, smarter commerce, smarter planet, cloud, telecommunication. System

G includes Graph Database, Graph Visualizations, Graph Analytics Library, Graph Mid-

dleware for various hardware and distributed cluster, and Network Science Analytics tools,

including: Cognitive Networks, Cognitive Analytics.
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CHAPTER 4

THROUGHPUT REGULATION FOR MULTICORE PROCESSORS

This chapter addresses the problem of throughput regulation where the instruction through-

put of a multi-core processor is maintained at a set target by varying core frequencies.

Throughput regulation in processors presents several challenges. The first is the time-

varying instruction level parallelism (ILP) exhibited by applications. Instruction and re-

source dependencies affect instruction flows in out-of-order cores and consequently exe-

cution time can vary significantly within an application and across different applications.

Such variability is amplified in asymmetric multicore architectures comprised of cores that

support varying degrees of issue width and complexity. Furthermore, communication de-

lays between cores and other components, such as caches, DRAM, and SSDs, can rarely be

predicted reliably. Threads executing on distinct cores interfere with each other in shared

caches and on-chip networks introducing dynamically determined delays in instruction ex-

ecution. It is therefore difficult to develop general analytic models that can relate core and

chip instruction throughput to micro-architectural parameters such as frequency. All of this

suggests the merit of dynamic on-line throughput regulation techniques that do not rely on

static analytical models but rather continually adapt to the processors dynamics to regulate

core and processor instruction throughput at set levels.

The main contributions in this chapter are:

• A variable gain controller design for regulating the throughput of modern out-of-

order cores.

• A throughput model based on the on-line sensitivity analysis method that dynami-

cally estimates the analytical relationship of throughput and core frequency.

• An evaluation of the regulator design with a full system, cycle-level multicore simu-
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lator executing industry standard benchmark applications.

• Implementation and evaluation of the design in an Intel Haswell processor with var-

ious benchmarks.

4.1 A Variable Gain Controller

The purpose of the regulator described in this section is to regulate the instruction-rate of

each core to a given setpoint reference. Each core is a single voltage island with its own

regulator and target reference. Figure 4.1 illustrates the feedback system.

The instruction throughput of a core is measured over continuous time intervals, called

control cycles, denoted by Cn, n = 1,2,3, . . ., and the throughput measured during Cn is

denoted by Tn. Let un denote the clock frequency during Cn. un is assumed to be assigned

by the regulator at the start of Cn and maintain its value throughout that control cycle, while

Tn is assumed to be measured during Cn and be obtained at the end of it. Details about the

measurement of throughput will be introduced in Section 4.3 and Section 4.4. Let r be the

target throughput, and the objective of the regulator is to ensure that Tn approaches r.

Controller Processor
enr un An

+
-

Figure 4.1: The Feedback System
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The action of the controller is defined by the equation

un+1 = un +An+1en+1, n = 1,2, . . . , (4.1)

where An is its gain during Cn+1. The proposed design is an adaptive gain feedback reg-

ulator where An may change during every control cycle. en+1 is the error signal for cycle

Cn+1, which is the difference between the target and actual throughput at control cycle Cn.

See below:

en+1 = r−Tn. (4.2)

The gain An+1 is defined as [4]:

An+1 = ξ

(dTn

dun

)−1
, (4.3)

where ξ ∈ (0,1) is a given constant determined experimentally to provide maximum

tracking performance. The term dTn
dun

in Equation (4.3) is the sample derivative of the core’s

throughout with respect to clock frequency during Cn. We developed a queueing model

using IPA (see Section 4.2) to obtain An+1. Tn can be simply computed by observing the

number of instructions completed by the core during Cn and dividing it by the duration of

Cn. The term ∂Tn
∂un

is the sample derivative of that sample path. Tn is measured at the end of

Cn, hence it can be used to compute un+1 via Equation (4.1) at the start of Cn+1.

Next, let’s take a look at the co-efficient ξ . For ξ = 1, the control law implements the

Newton-Raphson method for solving the tracking problem. Convergence of the Newton-

Raphson method is known to be robust to variations in that equation as well as to com-

putational errors [79], and therefore we expect the control law to yield tracking regulation

in the stochastic, time-varying setting under consideration. The purpose of using a fac-

tor ξ ∈ (0,1) in Equation (4.3) is to reduce oscillations that are caused by randomness.

Observations about the impact of ξ in the proposed design is presented in section 4.3.
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4.2 A Throughput Model

This section describes the computation of dTn
dun

by using IPA (Infinitesimal Perturbation

Analysis) approach. IPA is a well-known and well-tested technique for computing sample-

performance derivatives (gradients) in discrete event systems and other event-driven sys-

tems with respect to controlled variables [80] [81]. Its salient feature is in simple rules for

tracking the propagations associated with a gradient along the sample path of a system, by

low-cost algorithms. However, this simplicity may come at the expense of statistical unbi-

asedness of the IPA derivatives. In situations where IPA is biased, alternative perturbation-

analysis techniques have been proposed, but they may require far-larger computing efforts

than the basic IPA (see [80] [81]). For the throughput regulation technique described in this

work, it has been shown that IPA need not be unbiased and, as mentioned earlier, its most

important requirement is low computational complexity [5].

The instruction flow through the core involves six stages : Fetch, Decode, Issue, Exe-

cute, Memory, and Commit. To quantify the throughput, we next derive the equations that

describe the last four steps (see Figure (4.2)).

To start with the Issue step, consider a sequence of instructions, denoted by I1, I2, . . .,

according to their issue order. Let ai denotes the arrival time of instruction Ii to the Reorder

Buffer (ROB) in terms of clock cycles. If the instruction has a data dependency, we use k(i)

to denote the index of the instruction that computes the last operand required for instruction

Ii . Let τ denote the core’s cycle time, and denote by αi the enqueue time of Ii, namely the

time that all the operands of Ii are available and the instruction is ready to be executed.

Then

αi = max{ aiτ , βk(i) }+ τ. (4.4)
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Figure 4.2: Out-of-order Execution [82]

Therefore, we have

α
′
i (τ) =



ξi +1, if all the operands of

instruction Ii are ready

before Ii arrives at ROB.

β ′k(i)(τ)+1, otherwise.

(4.5)

The Execute stage, assume that the execution time of a non-memory instruction Ii is

approximated by µiτ , where µi is total number of clock cycles it takes the execution unit to

process instruction Ii . Denote by βi the completion time of executing Ii. Then,

βi = αi +µiτ, (4.6)
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and we note that βi is also the time that the result of instruction Ii becomes available as an

operand for other instructions.

Thirdly, if instruction Ii is a memory instruction, the memory hierarchy is involved in

the process. Let us denote the sequence of instructions Ii that are in the memory path

by Ii( j), j = 1,2, . . .. The processing time of instruction Ii( j) in the cache is νi( j)τ , where

νi( j) is the number of clock cycles it takes to proceed the instruction in cache in cache hit

condition. The completion time of executing a cache-hit instruction is the dequeuing time

from cache, that is,

γi( j) = max{ αi( j)+ν j(i)τ, δi( j)−λ }, (4.7)

where λ is the total number of Miss Status Holding Registers (MSHR) entries. We assume

if the number of instructions in MSHR reaches λ , the whole memory system stops process-

ing. The derivative of γi( j) with respect to the clock frequency is given by the following

equation.

γ
′
i( j)(τ) =



α ′i( j)(τ)+νi( j), if Load/Store Unit

does not stop

after processing

instruction Ii( j)−1.

δ ′i( j)−λ
(τ), otherwise.

(4.8)

If instruction Ii( j) is a cache miss then it needs to access other storage devices such as

DRAM. The major part of its latency can be approximated by a term denoted by MEMi( j),

which typically is hundreds of clock cycles and hence one-to-two orders of magnitude

longer than compute instructions. Note that MEMi( j) is independent of τ since the clock

of such memory systems is different from the clock of cores and caches. The completion

time of a cache-miss instruction Ii( j) in Memory stage is its departure time from the MSHR
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back to execution, and denoting it by δi( j), it can be seen from the above discussion that

δi( j) = max{ γi( j)+Mi( j)τ +MEMi( j) , δi( j)−1}, (4.9)

where Mi( j)τ is the proceeding time in MSHR. We derive δ ′i( j)(τ) as

δ
′
i( j)(τ) =



γ ′i( j)(τ)+Mi( j), if instruction Ii( j)−1

leaves MSHR

before instruction

Ii( j) is completed.

δ ′i( j)−1(τ), if instruction Ii( j)−1

stays in MSHR

when instruction

Ii( j) is completed.

(4.10)

Thus, the completion time of executing instruction Ii is computed as follows:

βi =



αi +µ(i)τ, if instruction Ii is a

non-memory instruction

γi( j), if instruction Ii is a cache

hit memory instruction

δi( j), if instruction Ii is a cache

miss memory instruction.

(4.11)
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Combine equation (4.8) and equation (4.10), we have

β
′
i (τ) =



α ′i (τ)+µ(i), if instruction Ii

is not a

memory instruction.

γ ′i( j)(τ), if instruction Ii

is a cache hit

memory instruction.

δ ′i( j)(τ), if instruction Ii

is a cache miss

memory instruction.

(4.12)

Finally, let us consider the final stage, Commit. The order of departure of instructions

should be the same as their arrival order. Let di denote the time that instruction Ii in the

ROB is committed (dequeuing time), then we have

di = max{ βi + τ , di−1 + τ }. (4.13)

Therefore, the derivative of dequeuing time for instruction i is

d′i(τ) =



β ′i (τ)+1, if the entry of instruction

Ii is head of the ROB

d′i−1 +1, if the entry of instruction

Ii−1 still remains

in the ROB

(4.14)

This is a recursive equation which gives out d′i(τ) for all i = 1, . . . ,M, and in particular,
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we can obtain d′M(τ). Considering all of this during a control cycle Cn comprised of M

instructions, the throughput yn is given by

yn =
M
dM

. (4.15)

and hence,

y′(τ) =−M
d′M(τ)

dM(τ)2 . (4.16)

This, in conjunction with equation (4.15), gives

y′(τ) =
1
M

(y
u

)2
d′M(τ). (4.17)

We use the above equations to compute the sample derivatives, dyn
dun

for the control pa-

rameters, the core’s clock frequency.

4.3 Experiments in A Full System Cycle Level Simulator

We simulated two SPLASH-2 benchmarks, Cholesky and Ocean-nc [75] in Manifold.

Cholesky is a computation intensive application while Ocean-nc is a memory intensive

application. Eight cores execute the Cholesky benchmark, and eight cores execute the

Ocean-nc benchmark. Each control cycle consists of 50,000 instructions, chosen to bal-

ance the settling (convergence) time with local high-frequency oscillations of the actual

throughput. The frequency-range of the cores is 0.5 GHz to 5 GHz. These simulations

assume that a continuous range of frequencies are feasible. We set the target throughput of

each core at 4000 MIPS (Million Instruction Per Second) for Cholesky, and 1000 MIPS for

Ocean-nc.

A typical simulation run for the Cholesky benchmark (chosen at random from the eight

cores executing this benchmark) is shown in Figure 4.3, where the horizontal axis indicates

time in ms and the vertical axis indicates instruction throughput for a single core. The
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value of ξ in Equation 4.3 is ξ = 1. The total run time of 333 ms is the duration of the

Cholesky program. We can see from the graph a fast rise in throughput from an initial

value of 400MIPS to about 4300MIPS in 0.8 ms. Thereafter the throughput stabilizes at

about the target value of 4,000 MIPS except for sporadic variations which are due to vari-

able program workload and other random aspects of the system. However, the controller

seems to compensate for them in short time-frames. Furthermore, the average throughput

computed over the time interval [0.8ms,333ms] (soon after the throughput has reached the

target value) is 3964.4 MIPS, which is quite close to the target throughput of 4,000 MIPS.

Similar results for the Ocean-nc benchmark are shown in Figure 4.4 and Figure 4.5.

Figure 4.4 depicts the graph of the instruction throughput for the first 35 ms of the pro-

gram, while Figure 4.5 shows the throughput for the entire run of 333 ms. The reason for

restricting the results to a subset of the program’s duration is that the graph shows the rapid

convergence of the throughput from its initial value of 600MIPS to about the target value

at time 0.5 ms, which is not visible in Figure 4.5. In both parts of the figure we discern

fluctuations of the throughput from its target value, but the control algorithm stabilizes the

throughput rapidly. These fluctuations (oscillations) are more pronounced than in the re-

sults concerning the Cholesky benchmark; the reason is that Ocean-nc is more memory

intensive than Cholesky, hence it experiences wider load variations. As mentioned earlier,

the parameter ξ ∈ (0,1) in Equation (4.3) can be used to reduce oscillations in the through-

put profile. To test this point we simulated the control algorithm with ξ = 0.2 for both the

Cholesky and Ocean-nc benchmarks. The results, shown in Figure (4.6) and Figure (4.7),

respectively, exhibit fewer and smaller oscillations but larger settling times as compared to

the respective results in Figure (4.3) and Figure (4.4), resp., where ξ = 1.0. This is not

surprising in light of the fact that the controller’s gain is smaller. In fact, the measured av-

erage throughput for Choleaky is 3989.8 MIPS for ξ = 0.2 and 3964.4 MIPS for ξ = 1.0,

whereas for Ocean-nc, it is 1004.6 MIPS for ξ = 0.2 and 1008.9 MIPS for ξ = 1.0.
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Figure 4.3: Throughput regulation: Cholesky
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Figure 4.4: Throughput regulation: Ocean-nc (beginning part)
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Figure 4.5: Throughput regulation: Ocean-nc (full execution)
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Figure 4.6: Throughput regulation (modified algorithm): Cholesky
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Figure 4.7: Throughput regulation (modified algorithm): Ocean-nc

4.4 Implementataion on an Intel Haswell 4-Core Processor

4.4.1 Modified Regulator

In this section we report on our design implemented in an Intel Haswell processor. We

assume each core can share its execution resources with up to two threads. Therefore, all

threads executing on the processor share the same frequency as the multi-core processor.

The goal of our design is to achieve thread-level throughout regulation as well as processor-

level throughput regulation. Since four cores are residing on one voltage island, they share

the same operating frequency. Hence, for the throughput regulation on Haswell processor,
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we introduce a centralized regulator that uses the feedback control described in section 4.1.

The control variable in this section is the processor’s operating frequency. The input for

the controller is the target throughput for each thread. More specifically, we assume all

threads have the same target throughput, and this target throughput is the input for the cen-

tralized regulator. The operating frequency is computed based on the average throughout

of executing threads. In other words, if a thread stays idle during certain control cycles,

the thread’s throughput is not taken into account when calculating the average throughput

for those control cycles. The sample path gradient is approximated by the value of average

thread throughput over operating frequency. The flow chart is shown in Figure (4.8).

Core #0

Thread #0

Thread #1

Core #1

Thread #2

Thread #3

Core #2

Thread #4

Thread #5

Core #3

Thread #6

Thread #7

Average Throughput

Feedback Controller

Operating Frequency

C

Figure 4.8: Flow Chart of the implementation in Centralized Controller

The integral gain of the regulator, An+1 in equation 4.1 at control cycle Cn is approxi-
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mated by

An+1 =
Tn

un
(4.18)

where Tn is the average throughput of running threads at control cycle Cn, and un is

the operating frequency of the processor at control cycle Cn. en in equation 4.2 in this

section is the difference between the average thread throughput and the target thread-level

throughput.

Haswell processors employ 16 discrete frequency levels, ranging from 0.8GHz to 3.4GHz.

Therefore, we map the continuous frequencies computed to discrete frequencies of Haswell

processors. The mapping table is shown in Table (4.1). In control cycle Cn, the controller

completes the follow steps.

1. Collect throughput of each executing thread.

2. Compute the average throughput of all the executing threads, denoted as yn−1.

3. Compute the adaptive gain An by the approximation An =
yn−1
un−1

.

4. Apply the feedback control law and achieve the frequency un by equation 4.1.

5. Choose the actual operating frequency for control cycle Cn by the mapping table 4.1.

Table 4.1: Continuous-Discrete Frequency Mapping Table

Frequency
Computed (GHz)

Frequency
Set (GHz)

Frequency
Computed (GHz)

Frequency
Set (GHz)

<0.9 0.8 2.1 - 2.3 2.2
0.9 - 1.05 1.0 2.3 - 2.45 2.4
1.05 - 1.2 1.1 2.45 - 2.6 2.5
1.2 - 1.4 1.3 2.6 - 2.8 2.7
1.4 - 1.6 1.5 2.8 - 3.0 2.9
1.6 - 1.75 1.7 3.0 - 3.15 3.1
1.75 - 1.9 1.8 3.15 - 3.3 3.2
1.9 - 2.1 2.0 >3.3 3.4
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4.4.2 Experimental Results

We first test Barnes benchmark from Splash-II benchmark suits. For the throughput target

of 1,200 MIPS, the results are shown in Figure 4.9, where the horizontal axis indicates time

in ms and the vertical axis indicates instruction throughput. The total run time is 100 ms,

and it corresponds to about 1,000 control cycles. The throughput rises from an initial value

of 739.2 MIPS to the target level of 1,200 MIPS in about 1.3 ms, or 13 control cycles.

The average throughput computed over the time interval [13ms,100ms] (soon after the

throughput has reached the target value) is 1,166.5 MIPS, which is 33.5 MIPS off the target

level of 1,200 MIPS. The graph of the frequencies is shown in Figure 4.10, and it indicates

no saturation throughout the program. We partly attribute the gap to the quantization error

due to the rounding off of the frequencies to their nearest values in W, which is evident

from Figure 4.10.
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Figure 4.9: Barnes: throughput vs. time, target = 1,200 MIPS

For the target level of 1,000 MIPS, see Figure 4.11 and Figure 4.12 the throughput

climbs from its initial value of 633.2 MIPS to its target level in 1.5ms, or 15 control cy-

cles. There was no frequency saturation, and the average throughput in the [1.5ms, 330ms]

interval is 990.6, which means an offset of 9.4MIPS from the target level of 1,000 MIPS.

For the target level of 800 MIPS, see Figure 4.13 and Figure 4.14 the throughput climbs
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Figure 4.10: Barnes: frequency vs. time, target = 1,200 MIPS
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Figure 4.11: Barnes: throughput vs. time, target = 1,000 MIPS

from its initial value of 763.1 to the target level in 1.0 ms, or 10 control cycles. There was

no frequency saturation, and the average throughput is 829.7 MIPS, which is 29.7 MIPS

off the target level of 800 MIPS.

Recall that we proposed a way to reduce the throughput oscillations and frequency

saturation by modifying the control algorithm, by replacing ξ in Equation 4.3 with 0.2.

Although this worked well for the Manifold simulation with the throughput target of 1,200

MIPS, it yielded poor results for the Haswell implementation. After a few iterations the
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Figure 4.12: Barnes: frequency vs. time, target = 1,000 MIPS

processor frequency was trapped at a value. The reason is in the quantization error inherent

in the algorithm, which is due to the rounding off of the computed control variable. The

step size for modifying the control variable is insufficient to take that variable out of its

current value.

Time (ms)
0 10 20 30 40 50 60 70 80 90 100

T
hr

ou
gh

pu
t (

M
IP

S
)

0

500

1000

1500

2000

2500

Figure 4.13: Barnes: throughput vs. time, target = 800 MIPS

We also chose two applications: Depth-First Search (DFS) and Connected Compo-

nent from the GraphBig suite of benchmarks [77]. DFS is a fundamental graph analysis

primitive in many graph analytics applications, containing tree searching and graph data-
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Figure 4.14: Barnes: frequency vs. time, target = 800 MIPS

structure search algorithms. Connected Component is a graph topology analysis tool also

found in many high level graph analytics applications. A complete implementation of

these programs typically has two major elements: data generation associated with an ap-

plication, and the computations on those data. In a benchmark evaluation, the element that

generates the data may itself require considerable computing times impacting the overall

performance. We present the results for first 600ms. Each control cycle of the regulation

algorithm lasts 0.1 ms, hence the various graphs depict the systems response for 6,000

cycles. Recall that the Haswell machine by which we execute the regulation technique

has a discrete set of 16 frequencies in the range 0.8 GHz to 3.4 GHz. Whenever the con-

troller attempts to assign a frequency outside that range when saturation occurs. As the fact

that we consider cloud computing applications, the GraphBig programs are more memory-

intensive than the Splash 2 programs, and they also make memory calls throughout their

duration and not only at their initial stages. For these reasons we expect longer throughput

rise times and larger oscillations. However, we do not attempt to test the effects of satu-

ration. Rather, we test the control technique at a range of throughput setpoints where no

saturation occurs, and as a result, obtain better average tracking than those presented for

the Splash-2 programs.
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Target value of 1200 MIPS The results for throughput regulation of the DFS bench-

mark are shown in Figure 4.15. The throughput rises from an initial value of 794.51 MIPS

to the target level of 1,200 MIPS in about 19 ms. The average throughput computed over the

time interval [19ms, 600ms] is 1,219 MIPS, which is 19 MIPS more than the target level of

1,200 MIPS. The graph of the frequencies are shown in Fig 4.16, and they indicate consid-

erable saturation at the lower frequency of 0.8 Ghz. In spite of that, the average-throughput

offset from its target level is quite small, and symptomatic of experiments without fre-

quency saturation. For the Connected Component benchmark, the graph of the throughput

is shown in Figure 4.17. The throughput rises from an initial value of 876.39 MIPS to its

target value of 1,200 MIPS in about 19 ms. The frequency-graph, shown in Figure 4.18,

indicates some saturation at the lower boundary 0.8 GHz. The average throughput in the

interval [19ms, 600ms] is 1211.4 MIPS, which is 11.4 MIPS over the target level of 1,200

MIPS. Frequency saturation has provided the main argument for explaining large track-

ing errors, and hence we presented the frequency graphs obtained from the experiments

described thus far. The forthcoming experiments incurred no frequency saturation and

therefore, and in order to limit the length of the paper, we omit the frequency graphs.
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Figure 4.15: DFS: throughput vs. time, target = 1,200 MIPS

Target value of 1500 MIPS For the DFS benchmark, the graph of the throughput is

depicted in Figure 4.19. The throughput rises from its initial value of 808.493 MIPS to the
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Figure 4.16: DFS: frequency vs. time, target = 1,200 MIPS
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Figure 4.17: Connected Component: throughput vs. time, target = 1,200 MIPS

target level of 1,500 MIPS in 17 ms, or 170 control cycles. The frequency-graph, shown

in Figure 4.20, indicates saturation only at three points, which is negligible. The average

throughput is 1545.5 MIPS, which is 45.5 MIPS more than the target level of 1,500 MIPS.

For Connected Component, the throughput graph is depicted in Figure 4.21, while the

graph of frequency shown in Figure 4.22, indicates no saturation. The throughput rises

from an initial value of 1073.18 MIPS to its target level in 16 ms, or 160 control cycles.

The average throughput is 1486.2 MIPS, which is 13.8 MIPS below its target level.

Target value of 1900 MIPS For the DFS benchmark, the graph of the throughput is
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Figure 4.18: Connected Component: frequency vs. time, target = 1,200 MIPS
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Figure 4.19: DFS: throughput vs. time, target = 1,500 MIPS

shown in Figure 4.23. The throughput rises from its initial value of 1286.04 MIPS to the

target level of 1,900MIPS in 11 ms, or 110 control cycles. There is no frequency saturation,

and the average throughput is 1918.6 MIPS, which is 18.6 MIPS over than the target level

of 1,900 MIPS.

For the Connected Component benchmark, the graph of the throughput is shown in

Figure 4.24. The throughput rises from an initial value of 901.288 MIPS to its target value

of 1,900 MIPS in about 18 ms, or 180 control cycles. The is no saturation except at a single

point. The average throughput in the interval [18ms,600ms] is 1892.0 MIPS, which is 8.0
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Figure 4.20: DFS: frequency vs. time, target = 1,500 MIPS
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Figure 4.21: Connected Component: throughput vs. time, target = 1,500 MIPS

MIPS off the target level of 1,900 MIPS.

In addition to the reasons mentioned above, there are several other factors that may

induces tracking errors. On observation that the big sparks in throughput appears peri-

odically implies that system calls from the operating system interrupts the tracking. We

can also observe that the fluctuation in the throughput of GraphBig benchmarks are big-

ger in the beginning part of execution compared to the rest of the execution. A complete

implementation of GraphBig programs typically has two major phases: data generation as-

sociated with an application, and the computations on those data. During the first phase,
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Figure 4.22: Connected Component: frequency vs. time, target = 1,500 MIPS
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Figure 4.23: DFS: throughput vs. time, target = 1,900 MIPS

there are more memory participation compared to the second phases, which explains bigger

fluctuation in the beginning of the program execution.

4.5 Concluding Remarks

This section describes the design and test of a technique for regulating instruction through-

put in computer processors by adjusting the clock frequencies at the cores as well as the

processor. The tests, applied to several industry-benchmark programs, were performed in a

full system cycle level simulator as well as an Intel 4-core Haswell processor. The regulator
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Figure 4.24: Connected Component: throughput vs. time, target = 1,500 MIPS

is based on a standalone integrator with a variable gain, adjusted in real time by estimat-

ing the IPA derivative of the plant function. The tracking convergence of the closed loop

system is robust with respect to computational errors, which suggests that the precision of

computations in the loop may be reduced in order to speed up their rates. The regulation

technique performs well in various industry benchmarks, especially in cloud computing ap-

plications which include significant memory instructions and therefore are generally hard

to control.

43



CHAPTER 5

POWER REGULATION FOR MULTICORE PROCESSORS

This chapter addresses the problem of power regulation where the power consumption of

a multi-core processor is maintained at a set target by varying processor frequencies. In

multi-core processors, the relationships between workloads, power dissipation, resulting

thermal fields, and their interactions with the leakage current are complex. For example,

application workloads exhibit time-varying computation and memory access behaviors re-

sulting in spatially and temporally varying power dissipation and non-uniform thermal

fields. The cross-chip variations in temperature coupling with circuit leakage and delay

increases full-chip leakage power. As a result, the peak throughput is decreased and chip

reliability is degraded. Thus, effective control of power dissipation is critical to the reliable

and high performance operation of multi-core processors.

A general technique for controlling power and temperature is based on setting the ap-

propriate power state of voltage islands, which is Dynamic Voltage Frequency Scaling

(DVFS). The development of effective controls based on DVFS faces several challenges.

First, the relationship between the clock frequency and core power is complicated by other

factors such as the coupling between temperature and leakage power. Second, application

workloads have time varying compute and memory system behaviors requiring a robust and

adaptive control strategy to manage power dissipation. Third, distinct cores in a voltage is-

land execute distinct instruction streams with distinct behaviors but may share a common

clock frequency. For example, the Intel Haswell processor tested in this work has four

cores sharing a single voltage island and executing eight threads at the same voltage and

frequency [71]. This chapter presents a feedback power regulator using an on-line model

for estimating power-frequency relationship by a least-square system identification method.

The main contributions in this chapter are:
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• A novel adaptive gain feedback regulator for power regulation in multi-core proces-

sors by DVFS with accuracy and stability. The regulator does not depend on the

application and can dynamically adjust to various workloads.

• A power model based on system identification methods for estimating frequency and

power relationship.

• An implementation and testing of the design on an Intel Haswell 4-core processor

with industry standard benchmarks as well as cloud computing benchmarks.

5.1 A Power Model and a Power Regulator

In this section, we adapt the feedback control law presented in Chapter 4 to regulate the

power of the multicore processors. The An+1 in Equation 4.1 becomes the gradient of

power with respective to processor frequency in this Chapter. In this section, we develop a

dynamic power model using system identification techniques to obtain the value of An+1.

Consider a processor driven by a supply voltage V and operating at a frequency u, the

total power Ptotal dissipated is composed of static power Pstatic and dynamic power Pdynamic

as shown in equation 5.1

Ptotal = Pdynamic + pstatic (5.1)

Dynamic power depends on supply voltage and clock frequency of the processor, while

static power depends on supply voltage, temperature, and manufacturing technology pa-

rameters, see [82]. The dynamic power has the following form

Pdynamic = α ∗C ∗V 2 ∗u (5.2)

where α is a time-varying workload parameter representing the switching activity of

the transistor gates, and C is the switching capacitance of the processors. The static power
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depends on the supply voltage and temperature, on the other hand the temperature depends

on the total power [82]. For the experimented processor, the Intel Haswell processor, the

supply voltage V cannot be measured directly. Furthermore, we can only measure total

power consumption, not static power and dynamic power separately. In other words, we

can measure the operating frequency and total power of the processor but not the supply vo

ltage. Therefore, we developed a power model using system identification approaches to

describe the relationship between power and frequency without knowing the supply voltage

and manufacturing factors. In our case, the power consumption of the controlled processor

varies during the program run depending on the program workload. Therefore, dynamically

adjusting the model according to the runtime information is essential in order to keep online

tracking of the target power. On the other hand, rapid response of the system is required

for real time tracking, which means the complexity of the model should be designed to

guarantee limited computation time. Otherwise the delay caused by computing the model

will affect tracking accuracy. Therefore, we apply the system identification approach to dy-

namically model the relationship between power and frequency of the controlled processor.

We estimate the power and frequency relationship as a third-order polynomial. A sim-

ilar third-order polynomial model has been explored by researchers to predict processor

power [83]. Next, we use system identification techniques to demonstrate the model on-

line.

The clock frequency of the processor in control cycle cn, n = 1,2, . . ., is denoted as

un, and the power consumption of the processor is denoted as pn. Hence, the relationship

between power and frequency can be modeled as the polynomial shown in equation 5.3 [3].

pn = an ·u3
n +bn ·u2 + cn ·u+dn (5.3)

where an, bn, cn, dn are parameters that is determined by runtime workload, tempera-

ture, leakage current and manufacturing factors.
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Let’s define

xi =

[
(ui)

3 (ui)
2 ui 1

]

wn =

[
an bn cn dn

]
Hence,

pn = wn · xT
n (5.4)

Applying least square method, the W matrix is updated in each control cycle by the

following equation:

W = (XT X)−1 ·XT ·P (5.5)

However, the complexity to solve equation 5.5 is O(n3). The long time it takes for the

processor to complete computation will cause delay in real time tracking system. To re-

duce the complexity, we use recursive least square method with statistical learning models,

where the data samples are assumed to be independent and identically distributed random

variables. Since we assume noise is iid (independently identically distributed), with zero

mean, Gaussion distribution, the covariance matrix is identity. Hence, we have:

zn = xn · xT
n (5.6)

z0 = I4∗4 (5.7)

zn = zn−1−
zn−1 · xn · xn

T · zn−1

1+ xnT · zn−1 · xn
(5.8)

Remember X is n ∗ 4, and W is 4 ∗ 1. The parameters are computed by the following
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recursive equation,

wn = wn−1− zn · xn · (xT
n ·wn−1− pn) (5.9)

The complexity is now reduced to O(n2). For implementation on Intel Haswell ma-

chine, we only need to store the value of zn and update it at each control cycle.

According to the power-frequency relationship, we can compute the derivative of power

with respect to frequency as follows,

d pn

du
= 3 ·an−1 ·u2

n−1 +2 ·bn−1 ·un−1 + cn−1 (5.10)

5.2 Implementation in an Intel Haswell 4-core Processor

We implement our design in the Intel Haswell processor introduced in Chapter 3. We

test the proposed power regulator with Splash II [75] benchmarks and GraphBig bench-

marks [77]. In this section, we present online power tracking results for Barnes and Tri-

angle Count. The energy consumed during control cycle is measured by from RAPL

”PP0 Energy:PACKAGE0” [72]. The unit for energy is J. We obtain the power by di-

viding total energy consumed by the whole voltage island during the control cycle by the

control cycle duration time. The per-core power is obtained by dividing the power by the

number of cores.

Barnes experiments The power-target value for Barnes is 10W . For the control cycle

of 10 ms the results are shown in Figure 5.1. The horizontal axis indicates time in ms and

the vertical axis indicates power. The total run time is around 10000 ms, corresponding

to about 1000 control cycles. The power rises from an initial value of 1.48634 W, and

following a period of transient behavior lasting 780ms, taking 78 control cycles, it settles

into an oscillatory behavior about the target value of 10 W. The average power computed

over the interval [780ms to 10,000ms] (after the power has settled for the first time) is
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9.986 W, which is 0.014 W below the target level of 10 W. The graph of the frequencies

are shown in Figure 5.3. Throughout most of the first half of the run we notice frequency

oscillations between 1.7KHz, 1.8KHz, and 2.0KHz, while throughout most of the second

half, the oscillations are between 1.7Khz and 1.8Khz. These oscillations are due in part to

the fact that the frequency-set is finite, they induce (in part) the power oscillations shown

in Figure 5.1. The larger oscillations in the first half likely are due to the fact that early

in the program there are more memory instructions than in the second half, where most

instructions are computational. Memory instructions can take one-to-two orders more time

than computational instructions, and hence having more memory instructions is associated

with greater variability in in the program workload and hence in larger changes in both

the control variable (frequency) and the controlled variable (power). To show the initial

transient in greater detail, we depict the graph of power vs. time only for the first 1,000ms

in Figure 5.2.
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Figure 5.1: Barnes: power vs. time, target = 10 W, control cycle = 10 ms

For the control cycle of 20ms, the graphs of power vs. time is depicted in in Figure 5.4,

while the frequency graph is similar to that shown in Figure 3 for the 10ms-cycle, hence

not shown. The power rises from an initial value of 6.5511 W towards its its target value of

10 W, about which it settles in an oscillatory behavior after 860 ms, or 43 control cycles.
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Figure 5.2: Barnes: power vs. time, target = 10 W, control cycle = 10 ms, first 1000 ms
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Figure 5.3: Barnes: clock frequency vs. time, target = 10 W, control cycle = 10 ms

The average power in the interval [860ms to 10,000ms] is 10.0715 W, which is 0.0715 W

over the target target level of 10 W. The average frequency is 1.8291 GHz.

For the control cycle of 30ms, the graph of power vs. time is depicted in in Figure 5.5.

The power rises from an initial value of 2.62598 W, and after 930ms (or 21 control cycles)

it settles around the target value of 10 W. Its average in the interval [930,10,000] ms is

10.1821 W, which is 0.1821 W over the target level of 10 W. The average frequency is

1.8595 GHz.

In addition to the factors mentioned above, runtime errors are introduces by other re-
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Figure 5.4: Barnes: power vs. time, target = 10 W, control cycle = 20 ms
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Figure 5.5: Barnes: power vs. time, target = 10 W, control cycle = 30 ms

sources during the power regulation process. We observe that in the power figures, there are

big spark (sudden power consumption jump) appear periodically throughout the program

run. One possible cause of that is the system calls from operating system. The operating

system interrupts CPU periodically. Those system calls introduces errors in the power reg-

ulation. Furthermore, the power consumption of hardware execution units is unpredictable.

Even the same kind of instructions may consume different power in the same compute

units. Those various power changes introduce uncertainties in the power regulation.

Table 5.1 summarizes the time it takes the power to settle about its target value for
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the first time, as well as the absolute value of the error between the average power and

the btarget value, for the three control cycles of 10ms, 20ms, and 30ms. It is evident that

smaller control cycles yield better results, but the differences between the results for 10ms

and 30ms are minor. In all cases the regulation algorithm provides tracking in short times.

Table 5.1: Barnes: average power at different control cycles

Control Cycle (ms) 10 20 30
Error (W) 0.014 0.0715 0.1821
Settling Time (ms) 780 860 930

Triangle Count Experiments The target-power level for Triangle Count is 5 W. Note

that it is lower than the target for Barnes, and the reason is that Triangle Count has con-

siderably more memory access than Barnes, which tend to be low-frequency, low-power

operations.

For a 10ms control cycle, the results are shown in Figure 5.6 and 5.7. The power vs

time graph is depicted in Figure 5.6. The power starts at the initial value of 6.5131 W, and

following an initial transients lasting 80 ms (or 8 control cycles) it settles about the target

value of 5 W. The average power in the interval [80,3,500] ms is 4.9947 W, which is 0.0053

MIPS less than the target level of 5 W. The frequency graph is depicted in Figure 5.7.

Time (ms)
0 500 1000 1500 2000 2500 3000 3500

P
ow

er
 (

W
)

1

2

3

4

5

6

7

8

9

10

Figure 5.6: Triangle Count: power vs. time, target = 5 W, control cycle = 10 ms
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Figure 5.7: Triangle Count: clock frequency vs. time, target = 5 W, control cycle = 10 ms

For 20ms control cycles the power graph is shown in Figure 5.8, and the frequency is

depicted in Figure 5.9. The power starts at 14.0043 W and after a transient period of 120

ms (or 60 control cycles) it settles in a band around 5 W. The average power in the interval

[120ms, 3500ms] is 5.1280 W, which is 0.1280 MIPS over the target level of 5 W.
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Figure 5.8: Triangle Count: power vs. time, target = 5 W, control cycle = 20 ms

For 30ms control cycles, the power and frequency graphs are shown in Figure 5.10 and

Figure 5.11, respectively. The power starts at the value of 14.8422 W, and after a transient

period of 150 ms (or 50 control cycles), it settles in a band around 5 W. Its average in the
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Figure 5.9: Triangle Count: clock frequency vs. time, target = 5 W, control cycle = 20 ms

interval [150ms, 3400ms] is 5.1116 W, which is 0.1116 MIPS more than the target level of

5 W.
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Figure 5.10: Triangle Count: power vs. time, target = 5 W, control cycle = 30 ms

Compared to 30ms control cycle, 10ms shows more oscillations. But the power varia-

tion range is the same for the three tested control cycles. The reason for that is for a smaller

control cycles, the regulation is conducted more frequently resulting in more frequent op-

erating frequency changes.

The settling time and error for Triangle Count with control cycle 10ms, 20ms, 30ms are
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Figure 5.11: Triangle Count: clock frequency vs. time, target = 5 W, control cycle = 30 ms

shown in Table 5.2 respectively. For longer control cycle, the tracking error and the settling

time generally increases. However, the fluctuation decreases as we can see in the power

figures. Triangle Count has less settling time and error compared to Barnes. That indicates

our power regulator can achieve the same good tracking, or even better in cloud computing

applications as general industry standard benchmarks. Power and energy consumption are

major concerns in data centers. Therefore, Triangle Count as a data center application is

designed with improved power distribution balance.

Table 5.2: Triangle Count: average power at different control cycles

Control Cycle (ms) 10 20 30
Error (W) 0.0053 0.1280 0.1116
Settling Time (ms) 80 120 150

5.3 Concluding Remarks

In this chapter we proposed an on-line adaptive gain regulator that can precisely control the

power of multi-core processors to the desired set point under various program workload. A

real time power model is developed to demonstrate runtime frequency - power relationship

for control accuracy and system stability. The regulator has the form of an integrator with
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adjustable gain, designed for effective regulation. The gain is adjusted in real time by

simple computations in the feedback loop system. Furthermore, the regulation algorithm

is obtain expected power tracking in the presence of system uncertainties and computing

errors in the loop. We implemented the regulator in an Intel Haswell processor in order

to test it on various industry benchmarks. Due to the lack of adequate models for power

evaluation of these systems, we performed a system identification algorithm that is executed

in real time. We described the main technical challenges associated with implementations

of the regulator. Results of the experiments are presented and discussed in detail, and they

exhibit fast and effective convergence.
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CHAPTER 6

POWER EFFICIENCY OPTIMIZATION FOR MULTICORE PROCESSORS

This chapter addresses the problem of optimizing power efficiency for cores as well as

for single voltage island processors. In modern computing systems from edge devices to

data centers, power consumption has been steadily increasing due to new technology trends

as well as emerging data intensive applications. Exponential growth in data sets requires

exponential growth in compute capacity but with limited growth in per processor power ca-

pacity. As a consequence, this growth in computational demand must be met by increased

power efficiency of processor cores. Modern data centers use general purpose multi-core

processors that are equipped with several power savings features including dynamic volt-

age and frequency scaling (DVFS). This chapter addresses the challenge of improving the

power efficiency of those general purpose multi-core processors. In particular, we are moti-

vated to develop an approach that is application independent. Towards this end, this chapter

presents a new DVFS controller for optimizing the power efficiency of multi-core proces-

sors. The optimization controller is associated with each core or each voltage island in a

multi-core processor and makes the voltage island operate at the most efficient power state

with minimal compromises in performance as measured by instruction throughput.

The main contributions in this chapter are:

• A core-level adaptive gain feedback controller for increasing performance and de-

creasing power consumption of cores in multicore processors using stochastic ap-

proximation.

• A processor-level optimization controller for multicore processors to balance through-

put and power for optimizing power efficiency of a voltage island shared by one or

more cores.
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• The optimization controller is implemented as a user space governor for a Linux OS

in a Haswell 4-core processor. The performance is evaluated against the default and

alternative governors with a wide range of benchmark applications.

6.1 Core-level Power Efficiency Optimization

The goal of our on-line controller design is to select the operating frequency for each core

so as to achieve the maximum power efficiency. Figure 6.1 shows the architecture of the

studied processor. Each cluster is comprised of a set of homogeneous general purpose cores

whose voltage-frequency can be independently controlled. Four homogeneous cores that

share a last level cache are grouped as a single cluster. Other components such as the GPU,

memory controller, and network interface reside in distinct voltage islands. Each core is en-

visioned to have a distinct optimization controller and therefore we note that our approach

is applicable to other server processor architectures with different organizations of cores.

The optimization controllers of multiple cores operate independently and coordinated con-

trol among different voltage islands is not considered in this section. The optimization

controller is invoked periodically at a fixed time interval referred to as the control interval

to set the operating voltage and frequency for the next control interval. Each optimization

controller is comprised of 3 components - i) a performance monitor which measures the

collective throughput of the controlled core, ii) implementation of the optimization algo-

rithm to compute the operating frequency for the next control interval, and iii) a power

monitor which measures the collective power of the controlled core.

6.1.1 A Stochastic Approximation Approach

First, we need to find an objective function for our problem. Our goal is to improve through-

put while reducing the power. Therefore, our objective function should maximize through-

put while minimizing power. We define the objective function as Equation 6.1, where un,

Tn and Pn are the operating frequency at control cycle cn, throughput, and power for the
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Figure 6.1: The Optimization System

controlled core at control cycle cn.

maximize
un

T 3
n

Pn

sub ject to un ∈U, Pn ∈ Powerrange

(6.1)

The reason for choosing T 3
n instead of Tn is to balance the impact of frequency on

power and throughput as described in [84]. The dynamic power and frequency relationship

is given by Pdynamic( f ,V, t) = k(t)CV 2 f where k(t) is a time-varying workload parameter

representing the switching activity, V is the supply voltage, C is the capacitance, and f

is the frequency. While throughput is proportional to frequency, power is proportional to

the product of the square of the voltage and frequency. The proposed objective function
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represents a balance of changes in power vs. throughput as a function of frequency.

The challenge in designing such an optimization algorithm is that the optimization

model must be solved on-line with low computation complexity. A simple but efficient

design is required. Stochastic approximation has low computing costs and high tolerance

to errors[85] . Therefore, we use a stochastic approximation approachto solve the maxi-

mum problem above efficiently and accurately.

Our on-line optimization algorithm is illustrated in Figure 6.2. We start running the

application with an initial frequency and collect the performance and power statistics at

every control cycle. At control cycle cn, the optimized working frequency un is given by,

un+1 = un +αn ·
∂ (

T 3
n

Pn
)

∂un
(6.2)

where αn is the step size, which is generally a monotone-decreasing sequence changing

with time [86]. αn must meet two requirements: 1) ∑
∞
n=1 αn = ∞; and 2) ∑

∞
n=1 α2

n < ∞. We

set αn as follows to balance the response time and accuracy (see [85]).

αn = 0.8 · 1
n0.6 . (6.3)

Hence we have

∂ (
T 3

n
Pn
)

∂un
=

1
Pn

(
3PnT 2

n
∂Tn

∂un
−T 3

n
∂Pn

∂un

)
.

The quantities Tn and Pn are measured on-line. However, the terms ∂Tn)
∂un

is estimated by

the throughput model described in Section 4.2; and ∂Pn
∂un

is estimated by the power model as

described in Section 5.1.
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Figure 6.2: Flowchart for the On-line Optimization Algorithm

6.1.2 Experiments in a Full System Cycle Level Simulator

We use Manifold to test the proposed power efficiency optimization technique. We test

our optimization controller with Splash II benchmarks: Water-ns, Barnes, Lu-c, Cholesky,

Radiosity and Ocean-nc, with frequency range between 0.5GHz to 5GHz. First, we execute

all benchmarks with constant frequencies, which are the highest frequency 5GHz and the

lowest frequency 0.5GHz in the frequency range. The average power efficiency of each

benchmark with constant frequencies are described in Table 6.1 and Table 6.2.

Table 6.1: Power Efficiency for 0.5GHz Constant Frequency

Benchmark Power (W) Power Efficiency: *e27
Barnes 1.12 1.4465
Lu-c 0.78 0.3897
Radiosity 0.97 1.6616
Water-ns 0.83 1.4629
Ocean-nc 0.95 3.8907
cholesky 1.36 1.2652

Next, we run all benchmarks with the proposed design with per-core power efficiency
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optimization controllers. The power efficiency results are show in table 6.3.

Power efficiency with constant frequency is much lower than those with our optimiza-

tion technique. Table 6.3 also shows the average power of the tested benchmarks when

using power efficiency optimization technique. Further, we also compare the optimization

design with power regulation. We use the power regulator presented in Chapter 5. We

use the average power in power efficiency optimization experiments shown in Table 6.3

as the target power for the regulator. In other words, we compare the power efficiency

of those benchmarks with power efficiency controllers against those with power tracking

controllers. The results are shown in Figure 6.3. As we can see, there is an average im-

provement of 38% power efficiency in the processor that implemented our optimization

controller.

In order to test our design in ultra low-power system such as portable devices, we

test our optimization controller with a frequency range between 0.2GHz to 1GHz. The

results are shown in Table 6.4. The power efficiency for power efficiency optimization and

Table 6.2: Power Efficiency for 5GHz Constant Frequency

Benchmark Power (W) Power Efficiency: *e27
Barnes 12.318 8.1942
Lu-c 6.4557 1.8747
Radiosity 8.6659 4.8383
Water-ns 6.6251 5.1096
Ocean-nc 11.1452 17.450
cholesky 9.893 17.336

Table 6.3: Power Efficiency Using The Optimization Controller With Frequency Range
0.5GHz to 5GHz

Benchmark
Power
Efficiency (*e27 )

Average
Power(W)

Average
Frequency (GHz)

Barnes 49.475 5.3183 3.0480
Radiosity 37.189 7.4449 4.8201
Water-ns 68.83 7.74 4.3485
Ocean-nc 54.067 7.4631 3.7660
Cholesky 82.803 5.6527 2.8137
Lu-c 16.616 6.9929 4.7312
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Figure 6.3: Normalized Power Efficiency (with frequency range between 0.5GHZ to
5GHz)

power regulation are shown in Figure 6.4. The average improvement of power efficiency

for processor frequency range between 0.2GHz to 1GHz is 30.3%. The average power

efficiency of each benchmark with constant frequency 0.2GHz is over 50% lower than

those with the optimization controller as shown in Table 6.5.

Table 6.4: Power Efficiency Optimization Controller With Frequency Range From 0.2GHz
to 1GHz

Benchmark
Power
Efficiency (*e27)

Average
Power(W)

Average
Frequency (GHz)

Barnes 49.741 5.6819 3.2373
Radiosity 55.556 5.6732 4.1681
Water-ns 42.405 5.4150 4.1681
Ocean-nc 53.44 5.7023 2.0769
cholesky 69.781 5.6527 2.8973
Lu-c 17.166 6.1480 4.682
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Figure 6.4: Normalized Power Efficiency (with frequency range between 0.2GHZ to
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6.2 A Processor-level Power Efficiency Optimization Controller

In this section, we implemented our power efficiency optimization controller in the Haswell

processor that was introduced in Chapter 3. As explained in Chapter 3, cores on the tested

processor reside in a single voltage island, where we can only set one frequency via the

Userspace governor. Let’s denote the average core throughput on the voltage island at

control cycle cn as Tn. Tn is calculated by measuring throughput from all four cores and

dividing the total throughput by 4 to get average per-core throughout. The average per-core

Table 6.5: Power Efficiency for 0.2GHz Constant Frequency

Benchmark Power (W) Power Efficiency: *e27
Barnes 1.12 1.4465
Lu-c 0.78 0.3897
Radiosity 0.97 1.6616
Water-ns 0.83 1.4629
Ocean-nc 0.95 3.8907
cholesky 1.36 1.2652
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power consumption is Pn. The technique can be extended to multiple voltage islands cases

by simply assigning optimization controllers to each voltage island.

The main objective of optimization is to provide the operating frequency for solving

the optimization problem in Equation 7.1. In addition, the operating frequency must be a

practical frequency in the set of Frequency-sets described in 4.4. Our algorithm is executed

iteratively. At control cycle n, the optimization algorithm execute the following steps.

1. Measurement actions: Measure core throughput and power for the voltage island by

performance counters.

2. Computation: Compute the clock frequency based on throughput and power infor-

mation collected. The frequency is computed by Equation 6.2

3. Set frequency: Set the new clock frequency for the voltage island. The operating

frequency computed by solving the on-line optimization problem (Equation 7.1) as-

sumes a continuous frequency setting. However, in real systems, processors have

limited discrete frequency levels. Therefore, we need to map the computed frequency

to a practical operating frequency in the implemented system using Table 4.1, and set

the frequency for the processor in next control cycle.

Figure 6.5 summarizes the operational implementation of the power efficiency opti-

mization design.

6.3 Implementation in a Haswell 4-core Processor

6.3.1 Comparison With Linux Governors

We compare our design with Linux governors described in Chapter 3, i.e PowerSave,

Userspace, Ondemand, and Conservative [74]. We use the Userspace governor when im-

plementing our optimization algorithm.
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Figure 6.5: Overview of the Operation of the Power Efficiency Optimization

Figure 6.7 illustrates the execution time for several GraphBig [77] applications. As can

be seen in Figure 6.7, the application run time with the Powersave governor is much more

than other governors. The reason for that is the Powersave governor makes the processor

always execute at the lowest frequency. This is very inefficient. Cloud computing systems

require high performance to satisfy QoS requirements. So in the following analysis, we are

not going to consider the Powersave governor. Since the Ondemand governor is the default

governor, we compare the total energy consumption of other governors and the Userspace

governor with the optimization controller to the Ondemand governor. Figure 6.8 shows the

energy improvement running GraphBig benchmarks. The Conservative governor consumes

less energy compared to the Ondemand governor, but the Performance governor does not

gain such good energy saving. Our design consumes provides competitive energy savings

in those benchmarks.

In addition to energy and power, performance is also a major concern in modern data

centers. Hence, we need to compare both power and performance among those gover-

nors. EDP (Energy Delay Product) Takes into account that one can trade higher energy for
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reduced delay. Hence, we present EDP improvement against the Ondemand governor in

Figure 6.6. Since the Performance governor prioritizes performance over power, its EDP

presents better results than the energy metric. Our design consume less energy while the

execution times remain comparable as shown in Figure 6.7. The reason for better energy

saving with the optimization controller is discussed in the next subsection.
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Figure 6.6: EDP Improvement Compared to Ondemand Governor

6.3.2 Experimental Results

Evaluation Metrics There are several evaluation metrics for processor designs. In par-

ticular, traditional hardware efficiency evaluation metrics are performance-per-Watt, EDP,

ED2P and so one. Since the purpose of the design presented in this paper is to optimize

power efficiency in multi-core processors, where both performance and power are major

concerns, we use throughput-per-watt and total energy saving as two basic power efficiency

metrics for comparing the optimization design with baseline in the power-performance

space.

All the experimental results for the proposed optimization technique have taken over-
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Figure 6.8: Energy Saving Compared to Ondemand Governor

head into account. The comparison baseline is to run the program with ”conservative”

governor. For Splash-II benchmarks, the power efficiency (measured by throughput-per-

watt), and the percentage of energy saved by running the optimization method are shown
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in Figure 6.9 and Figure 6.10 respectively.
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Figure 6.9: Power Efficiency (Throughput-per-Watt) Improvement for Splash-II Bench-
marks
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Figure 6.10: Energy Saving for Splash-II Benchmark

The power efficiency is improved up to 15.16%; while the total energy is saved up
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to 13.76%. Radiosity has little throughput-per-watt improvement. That is because of the

prediction error. The workload phase changes rapidly throughout the program run. How-

ever, the optimization algorithm determines operating clock frequency based on workload

performance information in the previous control cycle.
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Figure 6.11: Power Efficiency (Throughput-per-Watt) Improvement for GraphBig Bench-
mark

For GraphBig benchmarks, the power efficiency (measured by throughput-per-watt),

and the percentage of energy saved by running the optimization method are shown in Fig-

ure 6.11 and Figure 6.12 respectively. The power efficiency is improved up to 11.47%;

while the total energy is saved up to 15.07%. To understand the factors contributing to

power efficiency improvement in our design, we plot the throughput and power at the same

figure when running the benchmark under optimization design (see Figure 6.15) and the

conservative governor, which is the baseline (see Figure 6.16). The power variation ap-

pears different trend in the baseline case and optimization design. The optimization design

reduces power consumption when the throughput is low, where the workload is mostly

memory bounded. Because in memory phase the throughput mostly depends on memory
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Figure 6.12: Energy Saving for GraphBig Benchmarks

execution, decreasing CPU power usage leads to little performance loss. Hence, decreasing

frequency saves power and energy with marginal performance loss. The optimization de-

sign consumes more power during high throughout part of execution, where the workload

is computation bounded. Increasing CPU power usage will lead to performance improve-

ment for computation application. Hence, the optimization design gain better throughput.

The throughput and power for baseline execution and optimization execution of Connected

Component benchmark are shown in Figure 6.13 and Figure 6.14 respectively.

In conclusion, in comparison to the conservative governor, the optimization design re-

duces more power consumption during memory intensive applications, and increases more

power during computation intensive applications. Therefore, the overall throughput is im-

proved while power and energy consumption is reduced.

Similar to section 6.1.2, we also compare the power efficiency optimization design

with the power regulation design. We use the power regulator described in Chapter 5 to

achieve power tracking. The results for Graphbig benchmarks are shown in Figure 6.17 and

Figure 6.18, and those for Splash-II benchmarks are shown in Figure 6.19 and Figure 6.19.
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Figure 6.13: Throughput for ”Connected Component” Using the Optimization Controller
and the Conservative Governor
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Figure 6.14: Power for ”Connected Component” Using the Optimization Controller and
the Conservative Governor

Scalability analysis: Our design is a decentralized design. Each voltage island is as-

signed an optimization agent. Hence, it is possible to extend the proposed design to large
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Figure 6.15: Throughput and Power for ”Connected Component” Using the Optimization
Controller
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Figure 6.16: Throughput and Power for ”Connected Component” Using the Conservative
Governor

data center systems, where there are large numbers of voltage islands. Implementation re-

sults from GraphBig benchmarks demonstrate that this technique can help improve power
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Figure 6.17: Graphbig: Power Efficiency (Throughput-per-Watt) Improvement Compari-
son
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Figure 6.18: Graphbig: Energy Saving Comparison

efficiency in data center applications. The overhead in implementing the proposed opti-

mization technique is dominated three factors: 1) optimization algorithm computation, 2)

frequency setting overhead, 3) performance counters reading overhead. Those overheads
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Figure 6.19: Splash-II: Power Efficiency (Throughput-per-Watt) Improvement Comparison
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Figure 6.20: Splash-II: Energy Saving Comparison

can be controlled to desired range by properly setting control cycle time.

Error tolerance analysis : There are three main sources of errors: 1) the estimation

error in the performance derivative; 2) the granularity of power model; 3) system delay.
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In this we leverage on a certain robustness of stochastic approximation techniques with

respect to those errors [87]. The stochastic approximation approaches have high tolerance

of errors, thus is robust to errors.

6.3.3 Overhead Analysis

The presented implementation uses a control cycle of 30ms. The control cycle must be

selected based on the computation overhead and control accuracy. In this subsection, we

show the impact of control cycle duration in computation overhead and power efficiency

improvement. The majority overhead comes from the computation of the optimization

algorithm, and setting frequency. Since we change frequencies by setting system CPU

frequency file via the Userspace governor, it takes more time and energy to complete DVFS

changes compared to other Linux governors, where frequency changing is integrated with

the linux kernel. We use the Conservative governor as the baseline in this section. We

calculate the computation overhead by measuring the total number of instruction proceeded

during benchmark execution in our design using the Userspace governor compared with

the baseline. The overhead is quantified by the extra number of instructions exceeded.

Figure 6.21 shows the factors leading to the optimization system overhead. To set the

frequencies, we need to write system file. There is cost in Virtual File System (VFS)

writing. The time and power it takes from changing the frequency to it actually taking

action is unavailable to be measured. Finally, the proposed optimization algorithm also

takes time and power to be computed.

To understand the influence of control cycle length on the overall system overhead,

we execute the Shortest Path benchmark from GraphBig benchmark suite with a dataset

size of 100K, and the control cycle duration ranging from 5ms to 100ms. We collect the

total number instructions proceeded in both executions. The cumulative number of extra

instructions in our design executed is expressed as a percentage of the number of instruc-

tions exceeding the baseline is illustrated in Figure 6.22. The y-axis is the percentage of
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Figure 6.21: Overhead Factors

overhead compared to the baseline. As we can see, the overhead decreases as the control

cycle increases. This is because the total number of control cycles decreases as the control

cycle duration increases.

Next, we measure the total energy used in running ”Shortest path” (dataset size = 100K)

with different control cycles for both the baseline (i.e. using ”conservative” governor), and

the proposed optimization controller. The total energy saved by using our design is shown

in Figure 6.23. Similar graphs were obtained from other tested benchmarks. Remember,

those results have already taken the overhead into account. In other words, the presented

energy saving equals the total energy consumption difference between running the program

by ”Conservative” governor and with the proposed optimization technique by ”Userspace”

governor. According to the results, the energy saving increases when control cycle time

increases, but decreases after reaches a peak. The design consumes more energy than
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Figure 6.22: Overhead vs Control Cycle Duration

the baseline when the control cycle is too long or too short. This is because the overhead

exceeds the energy saving benefit. When running the algorithm too frequently, the overhead

outweighs the energy saving benefit from optimization. When the control cycle is too long,

the algorithm cannot provide enough energy saving to compensate for the overhead. The

principle for picking the control cycle duration is based on maximization of energy saving

and minimization of computation overhead. Therefore, we choose 30ms as the control

cycle time in the optimization design.

6.4 Concluding Remarks

In this section, we presented a simple and efficient power efficiency optimization technique

for multicore processors. The optimization controller can be independently implemented

78



-4.35%

3.97%

9.31% 9.74%

2.20%
3.38%

-6.95%-8.00%

-6.00%

-4.00%

-2.00%

0.00%

2.00%

4.00%

6.00%

8.00%

10.00%

12.00%

5ms 10ms 20ms 30ms 40ms 50ms 100ms

En
e

rg
y 

Sa
vi

n
g

Control Cycle Duration

Figure 6.23: Energy Saving vs Control Cycle Duration

in a voltage domain. It is tested and simulated on Manifold simulator. We also evaluated

a software implementation of the controller implemented as a Linux governor in a 4-core

Intel processor using the Splash-II, Parsec, and GraphBig benchmarks. Compared to Linux

Conservative governor, we show that this approach improves the power efficiency (mea-

sured as Throughout-per-Watt) up to 15.91% and the total energy saved is up to 15.07%.

This combination of simplicity and robustness makes our design a good candidate for de-

ployment in data center processors.
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CHAPTER 7

POWER EFFICIENCY OPTIMIZATION UNDER POWER CAPS FOR

MULTICORE PROCESSORS

This chapter addresses the problem of optimizing power efficiency and performance un-

der power caps for multi-core processors that are composed of multiple voltage islands.

Modern multi-core processors are organized into several voltage islands where each island

contains one or more processing cores. Each voltage island can operate at one of several

discrete power states that are defined by an operational voltage-frequency pair. Determina-

tion of the most power efficient state of a voltage island depends on many factors such as

frequency, voltage, instruction stream characteristics, temperature, power and application

behaviors. Our goal is to develop an on-line solution that is applicable to various appli-

cations, especially those that exhibit irregular memory reference patterns, low arithmetic

density, and are often memory bound. This is challenging because the effect of operating

frequencies of each voltage island on power efficiency of the processor is indirectly affected

by many factors, including workload variation and the memory system behavior. Accord-

ing to the trade off between throughput and power in processors, two intuitive methods to

improve power efficiency are: increasing performance under power caps, and decreasing

power consumption under fixed throughput. In this work, we use the first method. Our

objective is to improve the performance of processors by developing a controller that can

improve power efficiency effectively without violating power budgets. The controller oper-

ates to balance throughput consequences and power consequences of power state transitions

to obtain improved power efficiency with minimal compromises in instruction throughput.

Furthermore, such a controller must operate on-line, have low overhead, adapt to time-

varying application behaviors, and be portable in installations.

The main contributions in this chapter are:
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• An on-line optimization technique for optimizing power efficiency as well as perfor-

mance in a power capped processor that is composed of multiple voltage islands

• A dynamic power regulator to leverage power across multiple voltage islands in a

multi-core processor.

• An evaluation of the proposed techniques with various applications.

7.1 A Power Efficiency Optimization Technique

In this section, we present an on-line optimization technique for improving power efficiency

under a power budget. First we provide an overview of the optimization framework. The

optimization system has a structure as shown in Figure 7.1. Modern processors consists of

multiple voltage islands, and each voltage island is composed of multiple cores. Our idea

is to assign a centralized optimization controller that dynamically changes the operating

frequencies of voltage islands to optimize power efficiency. The centralized optimization

controller is composed of 3 components: 1) power monitor, which collects the total power

consumption of the four voltage islands; 2) optimization component, which provides op-

erating frequencies for voltage islands by solving the optimization problem presented in

subsection 7.1; 3) throughput monitor, which collects the throughput of all cores.

The optimization algorithm is conducted iteratively. At each iteration, namely control

cycle, the optimization controller collects throughput and power information, computes the

operating frequencies for each voltage island in the next control cycle, and then sets new

frequencies.

The total power consumption of the processor is limited but the power for voltage is-

lands can vary. Our design is to determine operating frequencies for each single voltage

island in order to achieve best performance and power efficiency under power caps. A

power cap is a power budget, which is the power limitation for the controlled processor.

There is a trade-off between throughput and power. Increasing frequency will poten-
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Figure 7.1: Optimization System Overview

tially improve performance, but will also increase power consumption. Therefore, we need

to find the operating frequency that can leverage power for best performance. The op-

timization system implemented here is for four voltage islands with each voltage island

composed of four cores. This technique can be extended to more voltage islands cases by

simply adding more throughput and power vectors to the optimization algorithm, see sec-

tion 7.1.1. The objective function is defined as maximizing the sum of the throughput of

each voltage island. Furthermore, the total power consumption of the voltage islands must
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be less than the power cap. Hence, we formulate the following optimization problem:

maximize
ui(n)

n

∑
i=0

T hroughputi(n)

sub ject to
n

∑
i=0

Poweri(n)≤ PowerCap
(7.1)

n = 1,2,3 . . . , denotes the control cycle, and i = 0,1,2,3 . . . denotes the ith voltage

island. In this thesis, we consider i= 0,1,2,3 since the studied optimization system consists

of four voltage islands. ui(n) is the operating frequency of voltage island i at control cycle

n. Poweri(n) is the power consumption of cores and L1 cache on voltage island i at control

cycle n.

Solving the optimization problem must be at low computation cost. A simple but effi-

ciency design is required. Stochastic approximation has low computing costs and is robust

to errors [86]. Therefore, we use a stochastic approximation approach to solve the maxi-

mum problem presented here.

The main objective of optimization is to provide operating frequencies for voltage is-

lands. At each control cycle, the optimization algorithm conducts the following steps.

1. Collecting: Collecting throughput and power of all voltage islands, and computing

total throughput and power of the processor.

2. Computation: Computing the clock frequencies for voltage islands based on through-

put and power information collected. Details will be presented in section 7.1.1.

3. Update frequency: Setting the clock frequency for each voltage island.

The control cycle time must be selected based on the computation overhead and control

accuracy. A small control cycle provides operating frequencies that are sufficiently close to

the optimal solution of Equation 7.1, but will result in larger computation overhead since
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we compute the algorithm very frequently. In this paper we choose control cycle time as

0.1ms to balance the speed of convergence and optimization accuracy.

7.1.1 Computing Operating Frequencies

Equation 7.1 is an optimization problem has boundary conditions. In addition to the Power

Cap, we also set a power lower limit (PLL), which is usually around 10% lower than Power

Budget. We divide the power consumption behavior over time into three regions, 1) less

than PLL, 2) between PLL and Power Cap, 3) Over Power Cap, as illustrated in figure 7.2.

Region I

Region II

Region III

Throughput

Power Lower Limit 
(PLL)

Power Cap

Time

Figure 7.2: Optimization Regions

Let’s define the throughput of the processor at control cycle n as Tn, which is a four

dimension vector with each dimension representing one voltage island. ti(n) is the total

throughput of the four cores residing on voltage island i at control cycle n.

T (n) =
[

t1(n) t2(n) t3(n) t4(n)

]
A power vector P(n), and frequency vector U(n) are similarly defined. pi(n) is the

power of voltage island i at control cycle n, which is the total power of all four cores and
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their L1 cache residing in voltage island i, and ui(n) is the frequency of voltage island i at

control cycle n.

P(n) =
[

p1(n) p2(n) p3(n) p4(n)

]

U(n) =
[

u1(n) u2(n) u3(n) u4(n)

]
The derivative of power with respect to frequency is denoted as δPn, and the derivative

of throughput with respect to frequency is δTn.

δP(n) =
[

δ p1(n) δ p2(n) δ p3(n) δ p4(n)

]

δT (n) =
[

δ t1(n) δ t2(n) δ t3(n) δ t4(n)

]
The computation of gradients, δPn and δTn, will be presented in the next subsection.

Region I:
3
∑

i=0
Poweri(n)≤ PLL

First, when the power consumption of the processor is less than PLL, p1(n)+ p2(n)+

p3(n)+ p4(n)≤PLL, our objective is to leverage frequency for maximum throughput with-

out worrying about power. In that case, the trend of frequency change is to increase the

throughput as fast as possible, which is to follow the derivative of the throughput with re-

spect to frequency, i.e. δ ti(n). So the operating frequencies for voltage islands at control

cycle n+1 is:

Un+1 =Un +αnδTn. (7.2)

where αn is the step size, which is generally a coefficient that changes with time [85].

From [86], αn must meet two requirements: 1) ∑
∞
n=1 αn = ∞; and 2) ∑

∞
n=1 α2

n < ∞. Accord-

ing to the basic principles in choosing αn (see [85] for details), in this paper we pick αn as
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follows, (Remember αn is a value that apply to all voltage islands, not a vector).

αn = 0.8 · 1
n0.6 . (7.3)

Remember the derivative of ti(n) with respect to frequency is equal to zero for all volt-

age islands except voltage island i. The computation of such gradient is introduced in

Chapter 3.



u1(n+1)

u2(n+1)

u3(n+1)

u4(n+1)


=



u1(n)

u2(n)

u3(n)

u4(n)


+αn



δ t1(n)

δ t2(n)

δ t3(n)

δ t4(n)


(7.4)

Region II: PLL <
3
∑

i=0
Poweri(n)< PowerBudget

Secondly, when the total power consumption of the processor is between PLL and

Power Cap,

PLL< p1(n)+ p2(n)+ p3(n)+ p4(n)<PowerBudget, our objective is to improve through-

put but at the same time maintain the power consumption within Power Budget. Here we

need to coordinate among voltage islands in order not to exceed the Power Cap, but at

the same time leverage frequency of each single voltage island for throughput. Hence, the

operating frequencies are determined by:

Un+1 =Un +αnδMn. (7.5)
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where δMn is a four dimension vector that is dominated by the gradient of both through-

put and power.

Mn is defined as:

δMn = δT −δT T
n

δPn

||δPn||
δPn

||δPn||
. (7.7)
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·
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]
∥∥∥∥δ p1(n) δ p2(n) δ p3(n) δ p4(n)

∥∥∥∥ ·[
δ p1(n) δ p2(n) δ p3(n) δ p4(n)

]
∥∥∥∥δ p1(n) δ p2(n) δ p3(n) δ p4(n)

∥∥∥∥ .

We use the method introduced in Chapter 4 to compute the gradient of power.

Region III:
3
∑

i=0
Poweri(n)> PowerBudget

Finally, if the power consumption has already reached or exceeded the Power Cap,

p1(n)+ p2(n)+ p3(n)+ p4(n) > PowerBudget, our objective is to reduce the power con-

sumption in order to keep the total power within Power Cap. In that case, the focus of

the proposed design is to reduce power using the most expedient way even at the cost of

performance loss. So the operating frequencies must follow the opposite trend of power

gradient:

Un+1 =Un−δPn (7.8)
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(7.9)

7.2 Dynamic Power Tracking

The baseline model uses the same target power for all voltage islands regardless of the

application running on the cores. Performance and power is closely related to the execut-

ing applications. For example, if a processor is executing a compute intensive application,

increasing the clock frequency will potentially increase the performance even though it

comes with power cost. However, if a processor is executing a memory intensive applica-

tion, increasing frequency may not necessarily increase the performance but still cost more

in power consumption. In that case, we may reduce the frequency to save power without

performance loss. Hence, we propose a dynamic power tracking technique that dynami-

cally set power target for voltage islands based on their runtime information. The target for

each regulator is changed at each control cycle.

Therefore we assign different target power to voltage islands based on their running

application while keep the total power of the processors under Power Budget. More specif-

ically, the target power is determined by the percentage of memory access in the running

applications. We use bytes per op (B/O) as the metric for measuring application memory

access intensity. In order to detect memory access rate of each core, we use performance

counters to collect L1 cache miss instructions. Since we can measure total number of

instructions executed during each control cycle, we can calculate B/O for each voltage is-

land. A higher B/O value indicates more memory access compared to those with lower

B/O value. Hence, instead of giving each voltage island the same target power, we set the

dynamic target power for voltage islands that is updated at each control cycle in proportion
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to B/O counters. For voltage islands on the same processor, we assign less power to those

voltage islands with higher B/O and more power to those voltage islands with lower B/O

value. The performance of high B/O voltage islands is dominated by memory not core.

Therefore, the target power of voltage island i, i = 0,1,2,3, i.e. T Pi(n+1) at control cycle

n+1 is given by:

T Pi(n+1) =
1

Oi(n)
· 1

3
∑

i=0

1
Oi(n)

·PowerBudget (7.10)

where Oi(n) is bytes-per-op of voltage island i at control cycle n.

7.2.1 Baseline Model

Since the goal is to improve performance under the condition that power must below the

power cap, one intuitive solution is to make full use of the power budget but does not exceed

it. In other words, processor power consumption should be maintained at the power cap. A

simple power regulator presented in Chapter 4 as well as Ref [3] can achieve such desired

power tracking. Hence, we use this power regulation technique as the baseline model for

comparison.

The power regulator works at a voltage island level not at the processor level. So each

voltage island is assigned an adaptive gain integral controller, which keeps the power con-

sumption of the voltage island at the target power, which is the power cap in this scenario.

Since there are four voltage islands in the tested processor, we implemented four power

regulators. First, we set a target power for each voltage island, where the voltage islands

track the target power by dynamically adjusting operating frequencies. Since there are four

voltage islands residing on the processor, the target power for each voltage island is simply

the Power Budget divided by four.
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7.3 Experiments in a Full System Cycle Level Simulator

We implement the proposed design in Manifold. There are four clock frequency domains

in the simulated processor, with a range from 0.3GHz to 1.5GHz. We assume a continuous

frequency settings. The operating system we use is Ubuntu 14.04. In this section, we com-

pare the experimental results of the optimization technique, dynamic power regulation, and

power regulation by running Splash-II [75], Parsec [76], and GraphBig [77] Benchmarks.

Evaluation Metrics Since the purpose of the design presented here is to optimize per-

formance under power budget in multi-core processors, where both performance and power

are major concerns, we use throughput-per-watt as the basic power efficiency metrics for

comparing the optimization design in the power-performance space.

The comparison baseline is to run the program with power regulator presented in Ref [3].

We compare the experiment results from the optimization technique introduced in sec-

tion 7.1.1 and the dynamic power regulator presented in section 7.2. The Power Budget

for the processor is set as 15W . We tested our design in both continuous frequency set-

ting and discrete frequency setting. The frequency range for continuous frequency is from

0.2GHz to 1.5GHz. To simulate the actual frequency settings in real computer proces-

sors, we also tested our design in discrete frequency setting. The frequency range is from

0.2GHz to 2.0GHz, with 8 discrete frequency levels, (0.2GHz, 0.5GHz, 0.8GHz, 1.0GHz,

1.2GHz, 1.5GHz, 1.8GHz, 2.0GHz). The MIPS-per-Watt results are shown in Figure 7.3

and Figure 7.4 respectively. For Graphbig benchmarks, i.e. DC, TC, Kcore and Pagerank,

as well as memory intensive splash-II benchmark Lu-nc, optimization technique provides

best power efficiency, while for pure compute bound benchmark, i.e. Blackschores, power

regulation provides best power efficiency. The optimization design shows better power ef-

ficiency improvement in data center applications and memory bounded applications. This

is because it coordinates power among voltage islands based on their runtime information.

Given a power budget, the optimization controller may assign more power to those voltage
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islands that are executing compute applications than those voltage islands that are execut-

ing memory bounded applications. Furthermore, the optimization design can adapt the

power budget for the voltage island to their executing application characteristics. However,

power regulation set the power target at the beginning at the program execution and can-

not exploit changes in runtime power and performance information. For compute intensive

applications, the power regulation presents same or even better power efficiency compared

to the other two techniques. Compute intensive applications have little variation during

program execution, so tracking a pre-set power target is practical. Unlike the optimization

technique, and the dynamic regulation technique has to re-set the power targets at each

control cycle. Hence the power regulation technique can also benefit from the computation

overhead saving.

Degree
Centrality

Triangle
Count

K-core
Decompositio

n
Pagerank Fmm Lu-nc Blackscholes

Optimization 168.8643738 280.1635992 184.2105263 256.916996 1157.495256 343.5166327 1229.153799

Dynamic Regulation 157.5682382 200 174.0506329 188.8604353 1154.979375 347.9827089 963.070239

Regulation 150.4531722 280.6804374 164.7486372 183.4034877 1180.389367 329.7059205 1303.808055
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Figure 7.3: Throughput over power (MIPS per W) with 15W Power Budget

In addition to power efficiency improvement, keeping the total power consumption un-

der Power Budget is another important issue in the proposed design. Hence, we presented

the total power consumption of all three techniques in Figure 7.5 and Figure 7.6. As we can

see, the optimization technique achieves the best power capping control. This is because
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Figure 7.4: Throughput over power (MIPS per W) with 15W Power Budget under discrete
frequencies

the optimization technique uses coordinated control, where power of all voltage islands are

managed by the centralized controller. For power regulation and dynamic power regula-

tion, each voltage island is managed by their own regulation controller. As a result, the

regulation errors from all controllers are added together resulting in the processor power

regulation errors.

In conclusion, the optimization design provides best performance and power efficiency

when the workload varies widely throughout program execution. It also keeps power con-

sumption of the processor within power budget most effectively. The dynamic power reg-

ulation presents comparatively better power efficiency in memory intensive applications

than power regulation. The power regulation technique shows best power efficiency in the

pure compute bound applications.

92



Degree
Centrality

Triangle
Count

K-core
Decompositi

on
Pagerank Fmm Lu-nc Blackscholes

Optimization 15.41 14.67 15.2 15.18 15.81 14.73 16.19

Dynamic Regulation 16.12 12.3 15.8 15.62 16.97 13.88 13.81

Regulation 16.55 16.46 16.51 16.63 18.5532 15.438 19.2513

0

5

10

15

20

25

Power (W)

Optimization Dynamic Regulation Regulation

Figure 7.5: Processor power (W) with 15W Power Budget
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Figure 7.6: Processor power (W) with 16W Power Budget under discrete frequencies

7.4 Concluding Remarks

This chapter addresses the problem of power efficiency optimization under a power budget

for multi-core processors that are composed of multiple voltage islands. We presented two
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approaches and compared them with the regulation technique presented in Chapter 5. The

first one is a centralized optimization controller to maximize performance within power

budgets. The second one is a dynamic power regulator that re-distributes power budgets

of voltage islands based on their runtime memory access information. The optimization

technique is best for applications that exhibit irregular memory reference patterns, low

arithmetic density, and rapid changing behaviors. The power regulation technique works

best on pure compute intensive applications. Furthermore, the optimization design strictly

maintains the power consumption under power caps. Hence if restricting power is the major

concern in addition to power efficiency improvement, the optimization technique is the best

choice.
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CHAPTER 8

ENERGY EFFICIENCY OPTIMIZATION UNDER POWER BUDGETS FOR

CLOUD SYSTEMS

This chapter addresses the problem of optimizing energy efficiency as well as performance

for cloud computing systems. Performance variation is one of the main obstacles for ef-

ficient power usage in large scale cloud systems [88]. Bulk Synchronous Parallel (BSP)

application is one of the most frequently used applications in modern cloud systems. A

BSP is composed of parallel computations on each node, communication among nodes,

and barrier synchronizations. The application behaviors vary significantly across nodes.

Synchronization and Communication happen frequently among processors in Bulk Syn-

chronous Parallel (BSP) applications. The nodes that arrive at the barrier first must spend

idle time waiting for other nodes to arrive at the barrier. The performance is limited by

the slowest node since the other nodes have to wait on barrier synchronization. This idle

waiting consumes power but produces no effective throughput - thus it is a major source

of inefficiency. Many other factors such as resource contention [89] and operating system

(OS) interference [90] also induce the performance variation. To address the problem of

efficient power usage in BSP applications, we adapt power usage to the runtime character-

istics for BSP applications. We introduce a Hierarchical Power Gating and Power Shifting

(HPGPS) technique that dynamically improves energy efficiency in cloud systems without

interrupting runtime execution.

The main contributions in this chapter are:

• The design of a hierarchical power gating and power shifting technique (HPGPS) for

improving energy efficiency and performance in large scale cloud systems.

• Evaluation of the proposed power management technique with real world application
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traces.

8.1 A Hierarchical Power Gating and Power Shifting Technique

A cloud system is composed of a certain number of nodes, and each node is composed of

a certain number of processors. HPGPS assumes node level power gating, which means

all the processors belonging to the same node can either be all power gated, or none of

them are power gated. The cloud system is assigned a power budget, and each node is also

assigned a node power budget. In the beginning of execution, we distribute power budget

evenly to all nodes. Hence, the node power budget is equal to the cloud power budget

divided by the number of nodes.

In a barrier synchronization, nodes arriving at the barrier can not process further execu-

tion until all nodes arrive at the barrier, see Figure 8.1. This waiting consumes power but

produces no performance. Hence, we can power gate those nodes that have arrived at the

barrier (fast nodes), and shift the power budgets for fast nodes to other nodes that are still

under execution (slow nodes). The extra power will speed up the execution of slow nodes,

thus slows nodes will arrive at the barrier earlier than otherwise, see Figure 8.2. Hence

the barrier waiting time is reduced. As a result, the total execution time for the program is

reduced. Since the power budget remains the same, less execution time saves energy. With

less time for program execution, the performance is also improved. This is the centralized

power shifting and power gating technique presented in [66]. This technique works well

in small data center systems. However in large cloud systems which contain thousands

of nodes, this technique cannot be applied due to large delay in network communication.

When the cluster size is large enough, even one time power shifting communication delay

will be longer than the application execution. In order to apply power shifting and power

gating technique in large scale data center systems, we developed HPGPS that can tolerate

the large communication latency in cloud systems. HPGPS divides nodes in the cloud into

separate groups with adaptive group size (the number of nodes in a group). A centralized
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controller is used to determine group size. Each group has a group controller to conduct

power gating and power shifting within the group. Figure 8.3 illustrates the hierarchical

power management scheme.
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Figure 8.1: Barrier Synchronization
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Figure 8.3: HPGPS Power Management

HPGPS works as follows:

• Grouping. The centralized controller divides nodes into groups, each group has fixed

number of nodes. A group controller is assigned to each group.

• Power gating and shifting. Once a node reaches a barrier, the group controller power

gates the node, and shifts the power budget from this node to other active nodes in

the same group.

• Group size Computing. The group size is computed based on the power shifting

communication delay, workload and the possibility to find a node in the power gat-

ing state. The power shifting communication delay means the time for nodes to com-

municate node status for power shifting, not the communication in the applications.

The group controller compute group size is based on runtime information within the

group and report that to the centralized controller. The new group size will be used

for the next barrier.

We made three assumptions to simplify the HPGPS design:
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Assumption 1 The group size is define ata the beginning of execution and remains un-

changed until nodes are synchronized at a barrier. After that, the group size may be rede-

fined by the centralized controller. In other words, group size can only be re-defined once

the program execution reaches a barrier.

Assumption 2 Nodes at the same router should be put into the same group.

Assumption 3 Group size among all groups should be the same, except one group that

may contain less nodes due to division remainder.

There are two main factors in making decision on group size.

• The power shifting communication delay within the group. Increasing group size

leads to longer power shifting communication delay, while reducing group size will

reduce power shifting communication time among nodes within the group.

• The probability to shift power among nodes. As presented in section 8.1, nodes are

power gated after they arrive at the barrier. Power can be shifted only if the node is

power gated. Hence, increasing group size will increasing the probability for power

shifting since there are more nodes in the group.

Therefore, we need balance the trade-off between power shifting communication delay

and power shifting probability. We model an on-line optimization problem to determine

the group size based on runtime information, such as workload and network delay and use

a stochastic approximation approach to solve the problem. The data are collected from real

MPI traces and hardware measured power data is from a cloud system at AMD. Experi-

ments are tested on an in house simulator at AMD [66].

In order to understand the impact of communication in HPGPS design, we tested

HPGPS under 3 kinds of network delay and present the results in Figure 8.5. For a group

with 100 nodes, the group delay is 0.0139ms, 0.9ms, and 5ms for those 3 cluster systems.

For the same application, HPGPS computed group size for each system. We compare the

performance speedup of HPGPS against the baseline execution and the power shifting and
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power gating design. The baseline here is to execute the applications without power gating

and power shifting techniques using the same computing resources. All results are normal-

ized to the baseline. The speedup from power shifting and power gating design initially

increases as system increases, but decreases after certain system size. When there are more

nodes in the system, there is higher possibility to find nodes in power gate status. This

increased power shifting contributes to the initial speedup increase. However, when the

system size reaches some point, the power shifting communication delay among nodes is

too large to compensate for the power shifting speedup. Those facts are illustrated in Fig-

ure 8.4. In fact, the power shifting communication delay can be even longer than the barrier

execution. In that case, there is no chance to do any power shifting. However, HPGPS still

achieves speedup in spite of large system size because of the hierarchical and grouping de-

sign. Nodes communicate for power shifting within the group instead of across the whole

network.

NodeNode Node

NodeNode Node

NodeNode Node

Node Node

Node Node

Node Node

Decreasing Group Size

Increasing Probability For Power Shifting

Increasing Communication Delay For Power Shifting

Increasing Group Size

Decreasing Communication Delay For Power Shifting

Decreasing Probability For Power Shifting

Figure 8.4: Probability vs Delay

Next we are going to use on-line optimization to determine the group size for HPGPS.

Let’s denote the group size for barrier i as ζi. The total number of nodes in the cloud system
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Figure 8.5: HPGPS Speedup vs Group Delay

is n. The power shifting communication delay within the group is defined as αi, while the

probability of one or more nodes complete execution during time interval αi is defined as

βi, which is calculated from a distribution model obtained from regression analysis of the

data at AMD. The node execution status are monitored on-line, with sampling interval αi,

which is the same as one time communication delay within the group. Let’s define the time

window αi from the beginning of barrier i execution as k, k = 1,2,3, . . . . Therefore, we

formulate the following optimization model.

max
1≤ζi≤n

βi

αi
(8.1)

We use online optimization algorithm to compute the optimal group size at each control

cycle. For control cycle k, the group size is denoted as σk. Let’s define

Lk =
βk

αk
(8.2)
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So the group size at control cycle k+1 is computed by the following equation:

σk+1 = σk +θk ∗dLk (8.3)

where

θk =
1

k0.6 (8.4)

8.2 Experimental Results

We tested HPGPS using traces for three applications AMR Miniapp, FillBoundary, and

MultiGrid [91]. The AMR Miniapp is a compact proxy for octree-based AMR [92]. Fill

Boundary is a proxy for evaluating communication patterns. MultiGrid is a proxy applica-

tion for a solver. AMR Miniapp trace has 1728 nodes. Fill Boundary and Multigrid around

10,000. Figure 8.6, Figure 8.7, and Figure 8.8 shows the results for these three applica-

tions at different power budgets levels under 3 different network delays. The comparison

baseline here is the original power shifting and power gating technique presented in [66].

Remember the maximum possible improvement, which reduce the barrier synchronization

time to 0 is 12%. This is because our design migrates power only during synchronization

in parallel program execution, not throughout the whole execution time. The portion of

barrier synchronization in the tested programs is less than 12%. AMR and MultiGrid the

centralized and the hierarchical power management mechanism delivers relative the same

amount of performance. This is because for these applications there are just a small number

of critical paths (the slowest processing threads in barrier synchronization). These nodes

end up with extra power budget, but they cannot use it because the node frequencies reach

the maximum point preventing further speedups.

The situation is different for FillBoundary, which has more critical paths (the slowest

processing threads in barrier synchronization) and the distribution of the barrier arrival time

102



is more spread out. In this situation, HPGPS takes more time to react and shift the power

reducing the opportunities for speedup. On the other hand, the hierarchical controller has

more opportunities to shift the power within a group and this can be done much faster than

the centralized, improving power shifting benefits and consequently performance.

There are two main advantages of HPGPS:

1. Scalable property. HPGPS depends on adaptive group size and can be applied to

many could systems, regardless of system size. The original power shifting and

power gating technique as [66] is not able to take action due to the communication

delay. A single time node status communication throughout the supercomputer can

be larger than the total barrier execution time when the system has larger number of

nodes.

2. Efficient Power Shifting HPGPS shifts power more frequently than the original

power gating and power shifting technique, leading to better performance and power

efficiency in some applications. This advantage is due to the reduced communication

delay within the group compared to the whole cloud system.

8.3 Concluding Remarks

This chapter presents HPGPS, a power management scheme to improve energy efficiency

as well as performance for data centers. Compared to other related techniques [66], our

design achieves up to 1.5% more energy saving. Furthermore, due to the hierarchical man-

agement, the design is also applicable to exascale cloud system.
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Figure 8.6: HPGPS Speedup vs Group Delay: Small Network Delay
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Figure 8.7: HPGPS Speedup vs Group Delay: Medium Network Delay
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Figure 8.8: HPGPS Speedup vs Group Delay: Large Network Delay
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CHAPTER 9

CONCLUSION

This dissertation addresses the problem of power and performance management for various

computing systems, from single voltage island multicore processors to power-constrained

extreme scale cloud systems. Balancing power and performance in modern computing

systems is a complex optimization problem. This challenge is addressed by the statement of

this thesis: Improving performance and power consumption in modern computing systems

will require new techniques, and the body of control theories can provide the basis for such

solutions. This thesis addresses this problem through three main contributions:

• Effective and efficient power & performance management techniques in a single volt-

age island multi-core processor.

• Maximizing power efficiency under a power cap in a multi-core processor that is

composed of several voltage islands.

• A hierarchical power management technique to improve performance and energy

efficiency under power budgets in a cloud system.

The processor level power and performance management is achieved by the design of

adaptive gain feedback controllers. On the other hand, cloud level energy and performance

management is obtained by hierarchical power-gating and power-shifting (HPGPS) using

a stochastic approximation approach.

The first topic is comprised of 1) throughput regulation, 2) power regulation, and 3)

power efficiency optimization, for single voltage island multicore processors. A throughput-

frequency model is obtained by IPA analysis, while a power-frequency model is obtained by

a system identification approach. Those models are generic that can be applied to various

applications. They provide a foundation for the on-line optimization of power efficiency in
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multicore processors. The power and throughput tracking controllers are general purpose

regulators that are application independent, and the feedback gain is updated dynamically

adapting to the workload.

The second topic addresses the problem of optimizing power efficiency in a many-core

processor under power caps, such as those servers in the nodes of cloud computing systems.

Given a power budget, we provide two techniques for improving the power efficiency: 1)

an on-line optimization technique for maximizing throughput, 2) a dynamic power regula-

tion technique that dynamically distributes power across the processor based on workload

variation, which is an extension of the power regulation technique in the first topic. While

those techniques have been studied individually, no significant efforts have been made to

combine them, which could potentially be a future area of interest.

Finally the third topic addresses the problem of performance and energy efficiency im-

provement for cloud systems when there is a power cap. This work presents a hierarchical

power gating & power shifting (HPGPS) technique for bulk synchronous parallel applica-

tions in cloud computing systems. Nodes that are otherwise waiting to be synchronized

are power gated and their power budgets are redistributed to other high workload nodes,

thus reducing the penalty of workload imbalances across the system. This technique is

demonstrated to increase performance and decrease energy consumption in power con-

strained cloud systems. This hierarchical power management scheme is scalable to extreme

scale cloud computing systems. A potential future research topic could be to combine the

HPGPS with critical path predictions that can determine in advance which nodes will be

power gated.

By examining these topics, this thesis provides power and performance management

techniques for computing systems for single voltage island processors, multiple voltage

islands servers, and cloud systems. The optimization techniques presented within this work

help guide the power efficiency improvement of all kinds of computing systems.

This dissertation opens the door to future work in increasing power efficiency as well as
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performance in various scales of computing systems, from portable devices to data centers.

A future area of potential research could be combining the processor level optimization

with HPGPS in data centers. The nodes can be implemented with the processor level

optimization techniques proposed in this thesis, and the cloud system can be managed by

HPGPS. Hopefully the work in this thesis helps to lay the foundation for these types of

studies.
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