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Abstract. The ease of creating digital content coupled with technological advance-
ments allows institutions and organizations to further embrace distance learning.
Teaching materials also receive attention, because it is difficult for the student to ob-
tain adequate didactic material, being necessary a high effort and knowledge about
the material and the repository. This work presents a framework that enables the
automatic metadata generation for materials available in educational video repos-
itories. Each module of the framework works autonomously and can be used in
isolation, complemented by another technique or replaced by a more appropriate
approach to the field of use, such as repositories with other types of media or other
content.
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1 INTRODUCTION

The ease of creating digital content coupled with technological advances enables in-
stitutions and organizations to increasingly adopt distance learning [16, 41]. Current
efforts at distance education are geared towards a more individualized and personal-
ized education. Researchers are interested in observing and modeling the profile of
students, making it possible to adapt the learning according to the personality and
the needs of students [33]. This factor allows the effective use of distance education
systems and the permanence of students in the offered courses [6].

Another factor that also contributes to this effective use of e-learning systems
is the correct administration of didactic materials, in order to make them available
according to the learning needs of each student [42]. Teaching materials have also
received attention from the researchers, since it is difficult for a student to obtain an
adequate learning material by himself. A high effort and previous knowledge about
the material and the repository are necessary to be succeeded in the search task. This
difficulty is further compounded by the growth in the number of learning materials
in the repositories [26], which can cause many irrelevant materials to be returned in
the search. The fact that, even with advances in technology, students still cannot
obtain what they want by doing searches in web repositories indicates the relevance
of the studies focused on the understanding of these repositories in order to improve
the search and the administration of the didactic materials, especially when we talk
about videos the natural language of which is often vague and uncertain [15].

In addition, it must be kept in mind that most of the time spent on learning
online courses is dominated by student interaction, unlike in-person courses where
the instructor dominates most of the time. Another point to note is that the class-
room is a network in which students from different geographic locations interact
socially, sharing information and resources, and even performing joint projects [20].
Therefore, for a correct administration of learning materials, it is also necessary to
consider an adequate creation of these shared information spaces. The work of [34],
for example, presents a good alternative for the creation of globally shared informa-
tion spaces, named the Linked Data initiative. This initiative is an interesting option
for the discovery and understanding of Open Educational Resources (OER) data.
Linked Data consists of a set of practices for publishing, sharing and interconnect-
ing data in Resource Description Framework (RDF) format. Educational repository
administrators are realizing the potential of using Linked Data for describing, dis-
covering, linking and publishing educational data on the Web [34]. The Linked Data
is based on the use of Uniform Resource Identifier (URI) references to identify dig-
ital documents, as well as real content and even abstract concepts [22]. Thereby,
obtaining materials that use this format allows a greater flexibility and connection
within the repositories of learning objects, as is the case of the works [29, 9].

This work proposes the creation of a framework that enables the generation
of metadata for the materials available in educational repositories of videos and
texts, in order to facilitate the creation of these shared information spaces. In
addition, this research intends to present a way for administrators of repositories
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and course creators to better know their repository as a whole, through a panoramic
view of the areas of concentration. In this work, we consider scenarios for the use
of this framework on repositories with materials that have little or no previously
associated metadata. A case study of the use of the framework on a real repository
of educational videos will also be presented. Besides, the present work shows how
didactic materials are related within the repository at the end of the process. These
relationships give a big picture of how the areas of knowledge present in video
lectures are related.

2 RELATED WORK

Many works in the literature relate to ways to better explore and gather information
about the media contained in repositories. Metadata are important for integrating
learning objects from different repositories, and recent integration strategies are
heavily dependent on metadata previously associated with learning objects. For
example, in [7, 40], the authors present a recommendation system for the Moodle
platform that indexes learning objects from different repositories and searches in
their stored metadata. A re-design of the Moodledata module functionalities is
presented in [10]. The authors aim to share learning objects between e-learning
content platforms, e.g., Moodle and G-Lorep, in a linkable object format. Their
proposal allows a semantic description of the learning objects. However, we argue
in this paper that metadata of learning objects in open repositories, especially video
lectures, are usually poorly descriptive. In Section 3.1.1 we present an analysis of
metadata quality in an open Brazilian video lecture repository. Automatic metadata
extraction techniques are important to enrich learning object information. In [38],
natural language processing techniques are used to improve browsing and searching
within the BBC’s radio program repositories. Some papers in the literature also rely
on technologies such as Automatic Speech Recognition (ASR), that is the process
that allows computers to receive a speech signal as input and convert it into natural
language text. This technique is used to automatically extract information from
the audio track of multimedia content on the web. The extracted information,
generally, has two main uses: in the composition of multimedia applications (e.g.,
closed caption, personal assistants, other ways of accessibility) or in understanding
multimedia content in order to improve the search for it on the web [44, 3]. In the
second case, ASR has great importance on extracting content from an audio signal
that can be useful for media representation. Researches such as that of [44], for
example, make use of ASR to extract the spoken content of videos in order to extract
keywords through semantic annotation. Then, the extracted keywords are used to
recommend those videos through similarity calculations. The present work, however,
uses the result of ASR as input to a series of natural language processing techniques
to associate semantic resources with educational videos in order to help to identify
videos with similar content and calculate similarity to discover and understand the
repository.
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Concepts addressed in the materials of a repository can be discovered and re-
trieved by several processes. Other works have also explored the task of automatic
indexing or automatic annotation, as in [21, 44, 45]. In [21], the authors demonstrate
the effect of extracting and combining visual and audio information into the search
process using part of the TREC 20011 Video Recovery Trail for evaluation. Among
the analyzed information are: speech recognition, face detection, text extraction
via OCR and the use of image similarity matching. OCR techniques are also used
in [25] to summarize fixed-camera video lectures by detecting handwritten content.
In [45] the authors present a visual navigation system for exploring bio-medical OER
videos, while the present work explores linked data for the discovery of the main
topics and relations among videos. Word Embedding models were used in [11] to
detect segment boundaries in video lectures. The authors argue that classical scene
detection algorithms are useless for segmenting video lectures because this kind of
video is usually recorded in one shot.

The calculation of similarity between media is used by some systems to support
the content recommendation process. Iris AI2, for example, makes the recommen-
dation of scientific articles from an initial user’s indication. Like this work, Iris
AI calculates the similarity between documents through the relations in knowledge
bases. However, this is done with the focus on the recommendation of the articles,
while our work is also concerned with the existing knowledge in the repositories
where the video lectures are stored. In [30], the authors closely approximate our
research by employing ontologies and automatic metadata annotation, retrieving
information to use recommendations and also by aggregating related content. How-
ever, the results are still experimental and limited to the relations defined in the
SCORM standard.

The work of [12] reports that one of the main challenges in the implementation
of technological services in repositories is the visualization of information and that
current research in this area is directed towards the improvements in the retrieval
of scientific and academic information. Finally, the works [13, 35] report that new
orientation strategies for service innovation and the functionality of technological
means in institutional repositories are needed, as well as the effort to solve problems
such as obsolescence and guaranteeing the satisfaction of academic communities
based on the usefulness of the repositories and the experience and usability of stu-
dents and users. So [13] builds a systematic review about the user experience in
institutional repositories and discusses possible solutions to collaborate with those
needs.

Considering the recent and important concerns with the use and knowledge of
educational repositories, our work aims to make it possible to learn about educa-
tional video repositories, providing automatic metadata to support their usability.
We present a framework used to extracted metadata from video lectures based on
speech information. We compare different techniques used for automatic semantic

1 https://trec.nist.gov/
2 http://iris.ai

https://trec.nist.gov/
http://iris.ai
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annotation. Unlike other works, we present how the extracted semantic metadata
can be used in two tasks: similarity calculation and clustering. In similarity calcu-
lation, we propose an algorithm to extract and compare extrinsic metadata infor-
mation provided by the DBpedia ontology. In the clustering task, we show how the
label propagation algorithm can be used on the knowledge graph to identify items
in similar domains. We make all data available for further research.

3 CONCEPTS AND TECHNIQUES

Currently, several techniques can be used for video indexing, such as color his-
togram sorting, shape recognition, action recognition, face recognition, text extrac-
tion through Optical Character Recognition (OCR), among others. Regardless of
how data is collected from videos, these videos can be associated with pre-existing
concepts from a knowledge base. These concepts can be seen as the main top-
ics. This process is called semantic annotation. The semantically annotated videos
are related to entities, which, in turn, are part of a network of relationships with
meanings, such as an ontology or a thesaurus. Thus, media annotation facilitates
the search and recommendation processes in repositories and many researchers have
been working on improvements in it for various media [5, 36].

The following sections aim to clarify the concepts and techniques used in the
proposed framework. They are organized to present the process of indexing and
retrieving information, starting from video files until the relationship of the videos
with close contents.

3.1 Process Architecture

It is a difficult task for students to find satisfactory didactic materials. This activity
demands effort and knowledge about the material and the repository. The difficulty
is worsened by the growth in the number of learning materials [26]. Therefore,
educational video repositories must deal with these difficulties, especially when they
are constantly fed with new materials.

Since the proposal of this work is to facilitate the understanding of these mate-
rials and repositories, we use as the setting for our experiments a real repository of
educational videos produced by Brazilian universities. The application scenario is
contextualized within the Video Advanced Search Group (GT-BAVi) of the Brazilian
National Research and Educational Network3 (RNP). The objective of the GT-BAVi
is to develop a prototype to facilitate the semantic enrichment of the video repos-
itory and to facilitate the search. For this, a framework was implemented in order
to accomplish this task automatically.

The developed solution can be divided into three main steps: Content Process-
ing, Context Association, and Knowledge Graph. For the Content Processing step,
an ASR system was used, since the main focus of the framework is on processing

3 https://www.rnp.br

https://www.rnp.br
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videos. We can, then, extract the video lecture content in a text format through
its audio track. For the Context Association step, we used an Automatic Semantic
Annotation method to attach concepts from a knowledge base to the videos. Fi-
nally, in the Knowledge Graph step, we obtain the relationships between the videos
according to their similarity related to the extracted concepts.

Figure 1 represents the solution steps. Each step is implemented by a corre-
sponding process.

Figure 1. Processing Framework

3.1.1 Analysis of the RNP Repository

Among all the RNP repositories, the video repository VideoAula@RNP4 is the focus
of our research, since it is currently used by Brazilian academic institutions to store
video lectures. An analysis of the pre-existing video metadata in the RNP repository
was performed. This analysis is relevant to an initial validation of the prototype.
These metadata are tags manually created by video editors to ensure that the video
is found through keyword searches. The information collected for this analysis was
the number of videos within the repository, the total amount of metadata used in
the repository, how many of them were different, how many tags on average each
video received, the number of videos with useless tags, as tags out of context or
very generic. Examples of useless tags are “video”, “video lectures”, “tag”, “test”,
“teacher description”. The information collected is in Table 1.

The RNP repository had 858 video lectures. Each video had an average of 2
to 3 metadata, which totaled 2 225 metadata in the repository. However, only about
a third of them were unique, indicating that many of the metadata were repeated.
Thus, many videos would be returned after searching for some keywords. Further-
more, 604 videos had useless metadata, i.e., they did not add a specific identification
to the videos to which they were attached.

4 http://www.videoaula.rnp.br

http://www.videoaula.rnp.br
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Information Collected Values

Number of videos 858
Total of tags 2 225
Total of distinct tags 849
Average tags per video 2.59± 1.34
Number of videos with useless tags 604
Number of videos that did not have tags 2

Table 1. RNP scenario using only manually associated metadata

After collecting more specific information about the metadata, the following
data were also found: 540 videos had only 2 metadata, being “video” and “video
lectures”, making it impossible to identify any of these videos by their content.
One of the videos had only the “test” metadata. Still, 16 videos had only the
“Teacher description” metadata. These data show that it is impossible to find a
specific subject in any of these videos just by searching for terms. The data collected
also indicates that the metadata attached to the video often limit the potential of
a search in the repository. This situation occurs mainly due to informalism and little
dedication during the metadata creation stage when uploading videos, generating
inappropriate metadata for a future video search.

Since many videos in the repository have too few metadata, and their titles
are generally vague (e.g. “Exercise 5”), this repository is a good choice to show the
potential of our proposal based on the ASR and semantic annotation. We want to
show that our framework is able to automatically extract meaningful information
that can be used to improve the search and recommendation of these videos from
which we previously had no information.

3.2 Description of the Framework

We have defined the framework as a process composed of three steps that work in
isolation and these steps will be validated individually. Since the audio is the main
source of information in video lectures, the Subsection 3.2.1 presents an ASR system
trained for this work. The Subsection 3.2.2 presents the Context Association sup-
ported by Natural Language Processing techniques that allow automatic semantic
annotation. In this section we will present two options for this task and discuss the
results for both. Finally, the Subsection 3.2.3 presents the Knowledge Graph sup-
ported by the similarity calculation between videos by walking in the category graph
of a knowledge base. In addition, the parameters used in this walk are discussed in
order to demonstrate the best options considering the accuracy and computational
cost.

The differential point of the process presented in this work is the possibility to
develop the process steps as different services that can be instantiated as needed,
such as the ones regarding the need of specific processing steps and the type of
material utilized.
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3.2.1 Content Processing

The automatic semantic annotation process discussed in this paper focused on the
video lectures scenario. In this context, even more than in others, most of the
information is present in the teacher’s speech. For this reason, the automatic se-
mantic annotation process depends primarily on ASR. According to [14], ASR sys-
tems generally are built on three main models: acoustic, lexical and language
model.

The acoustic model is responsible to allow the ASR system to determine which
sequences of speech unit (generally, phonemes) have more similarity with the vectors
of acoustic characteristics that were extracted from the audio signal. Thus, the
acoustic modeling is done by training an algorithm to predict the probabilities of
phonemes to be related to an audio segment. Some of the most popular algorithms
to do acoustic modeling are the Hidden Markov Models (HMMs) [18] and Deep
Neural Networks (DNNs) [24]. For training an acoustic model, it is necessary to
provide a corpus of speech containing well segmented audio files with speeches from
the specific target for which the ASR is being designed. Furthermore, the training
also requires their respective ground-truth transcriptions.

A lexical model is basically a dictionary that maps words of a vocabulary to
a sequence of phonemes. This dictionary is used by the ASR system so that it
can convert the sequences of phonemes recognized through the acoustic model into
words. To create this model, there are phonetic converters that take a sequence of
characters and return a sequence of correspondent phonemes. For example, in [39],
the authors have used Long Short-Term Memory (LSTM) recurrent neural networks
to do the automatic grapheme-to-phoneme conversion.

The language model is not essential for the operation of an ASR system. How-
ever, its use significantly improves the accuracy of those systems because the acous-
tic model is not enough to obtain a satisfactory transcription. The acoustic model
only infers sequences of phonemes that are then converted into a sequence of words,
through the lexical model, without any grammatical restrictions. The language
model acts exactly on this issue by calculating conditional probabilities of words
from the vocabulary to be recognized after others. With this, it is possible to restrict
the possibilities of recognized sequences of words. Thus, ungrammatical sentences
have low probability to be formed, and that reduces the search space, decreases the
time for recognition, and improves acoustic ambiguities resolution [43]. Therefore,
it is a consensus that in systems which deal with wide vocabularies, like the ASR
system for continuous speech that is used in this work, the language model is ex-
tremely important. The training of the language model is done through a text corpus
where the word frequencies and conditional probabilities of the word sequences are
extracted.

To create a robust ASR system it is important that the system is trained with
a large data volume that covers the main characteristics and variations (e.g. noise
in the audio, accent, intonation, gender, age) present on the speeches of the sys-
tem’s target public. The biggest challenge in designing ASR systems is to ob-
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tain a speech and text corpora that are proper for training. The creation of these
training bases is a costly process, as there is not enough free and open properly
catalogued audio samples available, and the process of creating such samples is ex-
pensive in terms of time, space and money. When we talk specifically about training
ASR systems for Brazilian Portuguese, that difficulty is even bigger, which makes
those systems perform poorly when dealing with different accents and with different
types of noise and distortion in the speech signal [32]. An alternative to obtaining
a better accuracy in ASR with few data is to train it to be a specialized system
by using databases that contemplate only the target scenario of the final applica-
tion.

That is why in this work we trained our own specialized ASR system for Brazil-
ian Portuguese video lectures. To train the acoustic model, we use a speech corpus
extracted from subtitled video lectures in Brazilian Portuguese that are made avail-
able for free by Coursera5, with a total of 55 hours of audio. We also added to our
dataset a total of more than 2 hours of audio from corpora made available for free
by VoxForge project6 and by the Signal Processing Laboratory of UFPA (LAPS-
UFBA) from Brazil7. The acoustic model is based on Deep Neural Network (DNN),
which has 440 neurons in the input layer and 6 hidden layers of 2048 neurons each.
The output layer has around 4000 neurons. For language model training, we use
a union of text corpora from multiple sources such as subtitles from Coursera video
lectures, open and free text corpora like CETEN, OGI and LapsFolha that are also
made available by the LAPS plus Wikipedia articles. In total, the text corpus used
to train our language model has about 13 million sentences.

To obtain the final ASR model that we use in the framework proposed in this
work, we performed experiments aiming to explore different training configurations
and pre-processing steps, separately or combining them, in order to verify which of
them are responsible for obtaining a complete ASR model that has better recog-
nition accuracy in our test data. For the acoustic model, we evaluate the impact
of changing the training algorithm and audio sample rate. We have also evaluated
the impact of segmenting the audio into smaller chunks and aligning them with
their respective transcriptions. For the language model, we evaluated the effects
of the variation of the model order8, text pre-processing and probability smoothing
methods.

To evaluate the trained models, we build manually an evaluation dataset com-
posed of 2 hours of audio extracted from different parts of video lectures that are
not in our training data. To build this evaluation dataset, we transcribed manually

5 https://pt.coursera.org/
6 http://www.voxforge.org/home
7 https://laps.ufpa.br
8 The order is related to the dependence of each word given the n − 1 words which

precede it. This means that for a model of order 3 (trigram), the probability of occurrence
of a word is related to the two that precede it. For the order 4 (4-gram) model, the
probability of occurrence of a word is related to the three that precede it, and so forth.

https://pt.coursera.org/
https://laps.ufpa.br
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each audio in it, which resulted in about 581 spoken sentences with a ground-truth
transcription. The accuracy metric used to evaluate the models was the Word Er-
ror Rate (WER). This metric represents the number of modifications (insertion,
replacement or removal of words) that are necessary for the recognized sentences to
transform them into the correct ones. That is, the lower its value, the better the
accuracy of the recognizer [32].

After the experimentation, we get the best WER of 45.5 % with the following
training settings:

• The training of the best acoustic model was done using the WAV codec, audio
sample rate of 8000 Hz, MONO channel, and DNNs as the training algorithm.
In this model, we have also performed the segmentation and alignment of audios
with their respective transcriptions.

• The best language model was obtained with the interpolation of two other mod-
els, of 4-gram and 3-gram, with a normalized training corpus. The following
tasks were applied in the normalization step: setting all words to lowercase;
transforming all dates, times, percentages, Roman numerals, cardinal and ordi-
nal numbers, acronyms, abbreviations and monetary values to their full forms
(e.g., if it was in English, “5◦” and “100 %” would become “fifth” and “one hun-
dred percent”, respectively). Furthermore, the applied probability smoothing
was the Kneser-Ney method [31].

The WER of 45.5 % in speech recognition that we obtained in this work are close
to those obtained in commercial systems such as Google9, Microsoft10 and IBM11.
For our video lectures evaluation dataset, Google obtained 35.9 %, IBM 73.7 % and
Microsoft’s model achieved a result of 44.7 %.

Since ASR is used as the basis for the following processes of our framework,
it is important that the recognition error rate be the smallest possible. The pre-
sented results in this subsection showed that our specialized ASR model is capable
of obtaining a good performance in the context of this work. However, it is still not
an error-free process. Therefore, in the following subsections we analyze and discuss
ways of performing the following processes on the noisy video lecture transcriptions
from ASR.

3.2.2 Context Association

There are several approaches aiming at video search improvement through semantic
annotation. The approaches to assign these annotations can be divided between
those that make use of external data related to the video and those that use only
the information contained in the media. In the first group, for example, the use of

9 https://cloud.google.com/speech/
10 https://docs.microsoft.com/pt-br/azure/cognitive-services/Speech/

API-Reference-REST/BingVoiceRecognition
11 https://www.ibm.com/watson/developercloud/speech-to-text.html

https://cloud.google.com/speech/
https://docs.microsoft.com/pt-br/azure/cognitive-services/Speech/API-Reference-REST/BingVoiceRecognition
https://docs.microsoft.com/pt-br/azure/cognitive-services/Speech/API-Reference-REST/BingVoiceRecognition
https://www.ibm.com/watson/developercloud/speech-to-text.html
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texts around images is used by [17] to verify correspondences between images and
texts and thus to find the interrelated sets of terms and topics, instead of simply
annotating texts. For works that only use information contained in the media, we
can cite the work of [1], which presents some approaches with event-based content
(using the visual content of the videos). Among the approaches presented, there
are mechanisms such as limit detection of takes, keyframes extraction for represen-
tation of important parts of the video, structural analysis and scene segmentation
combined with OCR techniques for extraction of textual resources and creation of
tags. Although these approaches have good classification results, they are limited
to specific types of videos, usually those with a well-defined content and temporal
structure.

Although there are several approaches for video annotation, there are not many
studies that analyze the quality of information used to semantically annotate ed-
ucational videos. Textual quality information is commonly present in video lec-
tures repositories. For example, almost all Videoaula@RNP videos were recorded
as an expository lesson, containing slide projection throughout the video. However,
most of the information content of the video is in the teacher’s speech. There-
fore, search engines that only use video metadata (title or abstract) cannot help
the user when he/she wants to find a video using terms that appeared during an
exercise or an example that the teacher approached. In this view, we analyzed the
impact of the semantic annotation process on several data sources extracted from
the Videoaula@RNP and how the quality of the new tags created can influence the
knowledge about the video lectures; for use of the search engines, for example, and
general knowledge of the repository.

The automatic semantic annotation experiment was performed using two ap-
proaches: an Entity Linking Approach and a Topic Extraction Approach. The
Entity Recognition Approach has a natural language text as input and produces
a set of (term, entity) pairs that represent the concept (entity) associated with the
term present in the text. For this process, natural language processing techniques
are typically used to tokenize the text and identify the correct terms. We used
DBpedia Spotlight [28], which makes use of DBpedia to create a map of candidate
entities for each term found and to disambiguate the term. In turn, the Topic Ex-
traction Approach produces a set of entities that represent the main subjects of the
text. For this task, the approach proposed in [38] was adapted, which makes use of
the DBpedia category graph to identify the entities with the greatest relation to the
text.

The process of automatic semantic annotation was performed with each data
source combination with both annotation approaches. The results were measured
using the recall and TopN measures. The TopN is measured as follows: considering
a document with a total of Nr manual annotations not ranked for a given video and
that were associated with Nk correct annotations by the algorithm, and let ranki
be the position of the ith correct annotation of the response set, thus the TopN is
defined as the Equation (1). A constant α = 0.8 was adopted to adjust the penalty
associated with the correct annotation position in the response. The TopN is used
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to verify not only whether the algorithm returned correct results, but also how close
these results are to the top positions.

TopN =
1

Nk

Nk∑
i=1

αranki∑ranki
j=1 αj

. (1)

A dataset with manually annotated videos from Videoaula@RNP was created.
The test dataset has 39 videos in Portuguese about areas such as computer science,
statistics, chemistry and physics, with a total duration of approximately 6 hours.
These videos were watched by experts invited to accomplish the manual annotation
process. Each specialist assigned a DBpedia feature for each subject explicitly spo-
ken during the video, without repetition12. There was no restriction on the number
of resources for each video that the specialist could assign. During the process of
creating the dataset, it was verified how expensive the manual annotation process
is. For every 1 hour of video the experts took an average of 4 hours of manual labor,
totaling approximately 24 hours to write down the entire base. We have evaluated
the following data sources to choose which are the best data sources for semantic
annotation:

Metadata: The texts included by the user, which includes the title, abstract and
the keywords extracted from Videoaula@RNP.

Summary: Each video lecture has a summary that describes the topics that will
be addressed throughout the lesson.

Speech Recognition: The audio was extracted and the automatic audio transcrip-
tion was generated using the techniques discussed in Section 3.2.1.

Subtitle: If available, subtitles can be used instead of the automatic transcription.
However, subtitles are a manual transcription adapted to better suit the reading.
Subtitles are not always present in video repositories due to the high cost of
production. This data source has been inserted into the experiments to simulate
a speech recognition process with optimal word error rate.

Text Recognition: Text is often present in video lectures, recorded during the
slide show, inserted in post-production or in video-related PDF files. OCR
algorithms can be used to extract text from video frames.

Table 2 shows the results. Subtitles and speech recognition results demonstrate
that the subtitle generates a low TopN, especially in the Entity Linking approach,
because it generates a very large set of text and many words that were annotated
were not among the entities of the video. In this case, the use of the summary
or metadata is more appropriate. In the Topic Extraction approach, the com-
bination of subtitles and transcription generates a high TopN because the Topic
Extraction approach is more influenced by the frequency of words in the text. In
the Entity Linking approach, the lack of the subtitles can be suppressed by using

12 https://github.com/ufjf-dcc/LAPIC1-benchmark

https://github.com/ufjf-dcc/LAPIC1-benchmark
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another data source for higher recall. Like the Topic Extraction approach, there
is a satisfactory recall when combining OCR, subtitles and automatic transcrip-
tions.

Source Entity Linking Topic Extraction
Recall TopN Recall TopN

M 0.214 0.102 0.071 0.076
M + O 0.611 0.041 0.286 0.132
M + Sb 0.838 0.019 0.410 0.171
M + Sm 0.304 0.102 0.132 0.118
M + T 0.614 0.019 0.287 0.160
M + O + Sb 0.838 0.013 0.432 0.334
M + O + Sm 0.630 0.041 0.291 0.129
M + O + T 0.713 0.017 0.351 0.165
M + Sb + Sm 0.838 0.019 0.410 0.185
M + Sb + T 0.838 0.017 0.387 0.162
M + Sm + T 0.656 0.020 0.305 0.161
M + O + Sb + Sm 0.838 0.013 0.432 0.372
M + O + Sb + T 0.838 0.012 0.454 0.337
M + O + Sm + T 0.720 0.017 0.356 0.162
M + Sb + Sm + T 0.838 0.016 0.387 0.172
M + O + Sb + Sm + T 0.838 0.012 0.454 0.355

O 0.568 0.042 0.281 0.109
O + Sb 0.838 0.013 0.432 0.303
O + Sm 0.587 0.042 0.285 0.120
O + T 0.688 0.017 0.347 0.145
O + Sb + Sm 0.838 0.013 0.432 0.362
O + Sb + T 0.838 0.012 0.454 0.327
O + Sm + T 0.694 0.017 0.356 0.145
O + Sb + Sm + T 0.838 0.012 0.454 0.344

Sb 0.838 0.020 0.387 0.156
Sb + Sm 0.838 0.019 0.387 0.194
Sb + T 0.838 0.017 0.387 0.151
Sb + Sm + T 0.838 0.017 0.387 0.172

Sm 0.166 0.175 0.098 0.098
Sm + T 0.590 0.019 0.285 0.145

T 0.531 0.017 0.264 0.145

Table 2. Recall and TopN using Entity Linking and Topic Extraction approaches. Read M
as Metadata, O as OCR, Sb as Subtitle, Sm as Summary, and T as Transcription.

It is worth mentioning that any evaluation study is subject to the quality of the
test data. Although the dataset used has been established by experts, it is possible
that terms that have been annotated correctly by both approaches were not found
on the dataset. The test dataset was created to evaluate how similar the result of
the semantic annotation approaches was from manual annotations. Although other
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analyses can be performed to verify the accuracy of the experiments, the test dataset
is adequate for the evaluation that was proposed.

It was possible to see how distinct sources of information can improve the se-
mantic annotation process of educational videos, associating new information that
was not previously present in these repositories. The new information represents
the video content and would help to understand how the repository is semantically
structured. Considering that manually created subtitles are not widely present in
videos, automatic transcriptions are used as the main input for our automatic se-
mantic annotation process.

3.2.3 Knowledge Graph

The issues in searching for a specific content as well as the lack of knowledge of the
administrators about contents within the repository appear due to the increase of
the videos in the repository and a low quality of the tags filled by the users who
are disseminating the video. In this type of scenario, even if someone succeed in
an initial search for some type of content, it is very difficult to find related content
without having to perform a new search. On the other hand, several methods can
be used to allow the user to browse the contents of the repository after the initial
search.

Some authors propose the use of knowledge bases to help identify similarity
between video lectures and other types of videos. In this case, it is common to use
text associated with the video, such as titles, abstracts and other metadata, as well
as captions or tags filled by users. For example, in [4] the authors manually explore
the Wikipedia categories to find the best categories according to the user-created
tags and video titles. Next, the Wikipedia categories are used to improve the video
categorization.

After the Context Association task, each video is associated with a set of DB-
pedia resources, i.e., URIs that identify instances in the DBpedia ontology. We use
the DBpedia graph of resources and categories in order to identify related videos
through a similarity function. The encyclopedic content of DBpedia is suitable for
calculating similarity in educational content repositories by having good coverage in
the main teaching topics. The Wikipedia corpus covers different fields of knowledge
and the organization of its category graph enables the linking of concepts belonging
to different domains [19].

The Algorithm 1 is used to calculate the similarity of two videos and to cre-
ate a relationship among the most similar videos. Let the video vi be defined as
an n-tuple vi = 〈r1, r2, . . . , rn〉 where rj are DBpedia resources, j ∈ [1..n]. The list C
of categories of vi is the union of the direct categories of each resource r ∈ vi, the
broader (α) and the more specific (β) categories of each direct category of r. We
say that the videos vi and vj will be related if sim

(
Cvi , Cvj

)
> ω, where ω ∈ [0, 1]

is a predefined constant.
The similarity between two videos can be calculated as a generic function sim.

The Sorensen-Dice coefficient calculation was used as similarity function. This
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Algorithm 1: Algorithm for relation prediction

Input : ω, α, β
Output: Set R of related videos

1 begin
2 R←Ø
3 for each video vi ∈ repository do
4 Cvi ←Ø
5 for each r ∈ vi do
6 c← getDBpediaCategories(r)

7 Cvi ← Cvi
⋃α,β c

8 end

9 end
10 for each videos vi, vj ∈ repository do
11 Listvi = Ø

12 if sim
(
Cvi , Cvj

)
> ω then

13 append(Listvi , vj)
14 end
15 R← R

⋃
Listvi

16 end
17 return R

18 end

method can be seen in the formula below where Ω represents the percentage of
related categories between two videos vi and vj.

Ω =
2(|Cvi |

⋂∣∣Cvj ∣∣)
|Cvi |+

∣∣Cvj ∣∣ .

The relationships between videos, resources and categories are represented in
a simplified way by the flowchart in Figure 2. Videos are linked to DBpedia re-
sources by the Contextual Association step, and these resources are associated with
categories in the DBpedia graph. Therefore, the similarity is calculated not only
by the number of resources that the videos share, but by the number of categories
associated with those resources that are gathered after a walk in the graph.

A test dataset was created with manual relationships defined by experts in the
area of Exact Sciences in order to evaluate the approach. This version of the dataset
is available to other researchers13 and contains the same set of videos used in the
previous section. The experts were free to define relationships between videos. An
expert might consider that a video is related by addressing exactly the same topic
of a video, but another expert might relate videos considering that they contain
complementary information. Altogether, 211 relationships were defined manually,

13 https://github.com/ufjf-dcc/LAPIC1-benchmark

https://github.com/ufjf-dcc/LAPIC1-benchmark
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Figure 2. Similarity flowchart

with a mean of 5 relationships per video. There is no video without relations. There
are 10 videos with only 1 relationship, and 17 videos with at least 5 relationships.

The approach is expected to find new relationships beyond the existing ones. In
the experiments, some combinations of α and β parameters of the algorithm were
tested in order to retrieve different levels of DBpedia category information in each
of the experiments and to analyze how the amount of information influences the
evaluation metrics.

Figure 3 presents the recall and TopN (Y-axis) for each video (or test) in dataset
(X-axis). The solid line represents recall values and the dashed line represents
TopN values for each experiment. To identify the proportion of videos with good
and bad results in each experiment, the videos were sorted by TopN in descending
order. A desirable but intangible algorithm that always finds the correct videos
would have its constant curves at 1. Figures 3 a), 3 b) and 3 c) show that the
recall increases as more information are processed by the algorithm. For instance,
Figure 3 a) shows that 9 videos reached a maximum recall (videos numbered from 1
to 9), while Figure 3 b) shows that the maximum recall was reached in 20 videos. It
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is verified that walking in broader (α) and more specific (β) categories produces high
recall. The recall does not change with greater depths according to the obtained
results. Although the use of the categories can help in a high TopN, increasing
the depth does not imply in higher TopN. By increasing the depth, more common
categories of videos will be used, and it will be more difficult to rank the result
correctly through the number of categories in common.

a) b)

c) d)

Figure 3. Recall (solid line) and TopN (dashed line) for each experiment

The best configuration found for the parameters was α = 1 and β = 1 (Fig-
ure 3 c)), resulting in 32 videos with a recall of approximately 0.9. According to the
TopN, the algorithm was able to return the correct videos in the first results in more
than half of the dataset. It is also possible to verify that the TopN follows the trend
of generating better results as more information is processed by the algorithm. The
use of specific categories (Figure 3 b)) presents a better result in relation to the non-
expansion approach (Figure 3 a)). Since the list of related videos is ranked for each
video, a threshold can be used to limit the set of videos in the result set. Figure 3 d)
shows the results of the third experiment retrieving only videos that have at least
10 categories in common. This pruning method did not influence considerably the
result of the algorithm. The mean TopN increased from 0.67732 to 0.688215 and
the mean recall reduced from 0.93120 to 0.87715.

Figure 4 presents the dispersion of the recall and TopN for the best experiment
(α = β = 1). Each point represents the recall and TopN values of a specific test.
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The number of points is equal to the number of tests in Figure 3 c) (X-axis). It
can be observed that in the same recall value, the TopN values can vary by up to
20 percentage points. There is a trend in Figure 4, where the higher the recall, the
better the ranking of the videos.

Figure 4. Dispersion of the recall and TopN in the experiment with pruning

Although the results of the experiments were satisfactory, it is important to
analyze the false positives. The dataset was created manually by experts following
personal criteria to determine which videos should be related. As a result, the test
dataset contains videos with few relationships or videos related to others that do
not have any resources in common. Thus, the test dataset presents relationships
and resources that are not skewed by some set of information or selection methods.
Taking into account these particularities, our experiments showed that some false
positive relationships that have a large number of categories in common are, in fact,
relationships that are absent on the test dataset. That is, the algorithm is able
to identify relationships that are not always easily identifiable by a person. Take
as an example the video identified as “fis2tempcalor”, which addresses concepts of
temperature and heat. This video was manually related only to the video identified
as “fis2cap18-part2”. The algorithm, in turn, related 15 videos with “fis2tempcalor”,
among them videos about physics and chemistry that address concepts indirectly
related to temperature and heat.

The experiments presented in these three sections were carried out with the
purpose of demonstrating the feasibility of the proposal. In the following section,
we discuss how the approach can be applied to find the main topics in a real video
lectures repository.

4 RESULTS AND DISCUSSIONS

In this section, we discuss how the proposed framework can be used in a real video
repository. This dataset is composed of 93 randomly selected video lectures from
VideoAula@RNP (about 11 % of the repository at the time of the experiment),
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totaling 3 604 minutes of videos. This repository was created by RNP to make
available video lectures produced by associated educational institutions from Brazil.

The videos were transcribed with our ASR system. In the semantic annotation
process, each video received up to 5 semantic annotations. In our experiments,
the top 5 ranked annotations are enough to generate metadata with high precision.
The topic extraction approach was chosen for the Context Association because of the
results discussed in Section 3.2.2. Then the knowledge graph was created with α = 1
and β = 1 and no threshold (Section 3.2.3). As a result, each vertex is linked to
all others and the edges represent the degree of relationship of the videos (vertices).
Figure 5 shows an example of the undirected complete graph. Blue vertices represent
a video and green vertices are the categories of the video. The categories related to
the videos were extracted from the DBpedia resources automatically annotated in
each video and the final graph does not contain the DBpedia resources. The video
v3 has a strong relationship with the video v2 because of the number of categories
in common. On the other hand, the video v3 shares a few categories with the video
v4 and the edge between them has a low value.

Figure 5. Video relations subgraph. Blue vertices represent videos and green vertices
represent categories. Yellow edges link two videos and are weighted. Green edges are
unweighted and link one video to one category.
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The graph is used to analyze what kinds of content has been produced by users of
the repository. The first step consists of identifying communities in that knowledge
graph. In this case, communities are clusters of videos that are densely connected in-
ternally, that is, groups of videos that share a large number of categories. Therefore,
by identifying these communities, we are finding groups of videos that potentially
address related subjects.

For this process, the graph was submitted to the Label Propagation Algorithm
(LPA), an algorithm for community detection on graphs networks that works by
exploring the neighborhoods between the vertices [37]. The algorithm uses network
structure alone as its guide, and does not require a pre-defined objective function
or prior information about the communities. The algorithm sets a unique label for
each vertex. At every iteration of propagation, each vertex updates its label to
the one that the maximum numbers of its neighbors belong to. Ties are broken
uniformly and randomly. The algorithm reaches convergence when each vertex has
the majority label of its neighbors. Figure 6 shows the groups of videos identified
by the Label Propagation Algorithm. The graph contains 22 groups of videos with
very close subjects. The groups are identified by different colors. The vertices
representing categories were removed from the graph for a better view.

Figure 6. Knowledge graph after the label propagation algorithm

In the second step, we have performed an analysis in the generated groups. For
this task, we perform a new search in the graph of categories from DBpedia. Given
a set of input resources T , we return a percentage of contribution of each Wikipedia
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main topic in T . The set of resources T of the group c contains all DBpedia resources
of each video automatically annotated of each video in group c. Wikipedia main
topics can be seen as end vertices in the DBpedia category graph.

To understand the main topics addressed in each group from the first step, we
performed a search in the graph, passing as input the set of resources and walking
towards the top of the graph by all the shortest paths between the categories of
each resource and the main topics, as proposed in [27]. As a result, a fingerprint is
created for each group. A fingerprint is a vector of weights where each dimension
represents the weight of that DBpedia main topic. Nowadays, the number of main
topics in DBpedia is 19. As an example, the categories used as input for groups 4,
6 and 17 are presented in Table 3. The groups contain 5, 16, and 7 videos, re-
spectively. With the more frequent categories of each group, it is possible to see
the difference between the subjects of each group. Group 4 addresses genetics and
chemistry topics while Group 6 addresses topics related to sociology, philosophy
and law. Group 17 presents subjects focused on artificial intelligence and cryptog-
raphy.

Group

4 6 17

Inorganic carbon compounds Social epistemology Polynomial-time problems
Alcohols Social philosophy Artificial intelligence
Persistent organic pollutants Philosophy of education Turing tests
Genetics by type of organism Theories of law Cryptographic hardware
DNA repair Rights Computer security software
Mitochondrial genetics Internet fraud

Internet search algorithms

Table 3. Example of input resources of groups 4, 6, and 17

The results of this step can be seen in Figure 7. The topics of technology, society,
geography, culture, and history are present in most of the videos. Religion, life, law,
and arts are an example of topics that are not addressed in this videos. Some groups
have very similar fingerprints, such as Groups 11 and 15. Although the groups
contain videos on history, they are distinct groups because of the difference of the
semantic annotations in each group. In other words, the groups encompass videos
about history, but the groups have few direct categories in common, addressing
distinct subjects in this area of knowledge. In fact, Group 11 contains two videos
on political theories and Group 15 contains four videos on wars of independence.

It is possible to see the relationship between Tables 3 and 7. For example, when
analyzed, the categories for the Group 6 presented in Table 3 are found to be focused
in sociology, philosophy and law. In Figure 7, the Group 6 has a greater weight for
the topics of philosophy, presenting 35,65 % of relationships with philosophy and
14.78 % with society. The same occurs in the other groups: in the Group 4 the
categories encompass biology and chemistry and the main topics classifications are
matter (50 %), health (18.75 %) and nature (12.5 %), for the Group 17 the categories
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are focused on artificial intelligence and cryptography. The main topics are sciences
and technologies (36.95 %) and mathematics (27.17 %).

Figure 7. Fingerprint of the groups. The X-axis contains the group numbers and the
y-axis contains the Wikipedia main topics.

It is possible to understand the information of the groups automatically, and it
can be used to recommend to the user a set of videos that are related in a higher
level. Although some topics are classified out of line, as is the case of Group 17
that presents weight in culture (2.17 %), nature (3.2 %) and philosophy (9.78 %),
a threshold can be used to filter the results by discarding the lower values.

5 CONCLUDING REMARKS

In this paper, we proposed a framework for knowledge discovering in video lectures
repositories. This framework is composed of three main stages: content processing
through ASR, context association using semantic annotation and the construction
of a knowledge graph through a walk in the DBpedia ontology and similarity calcu-
lations. Each part of the framework was evaluated separately and, in the end, the
final result of the complete process was used to demonstrate the applicability of the
framework in a real repository of video lectures.

As the main contribution of this work, we highlight the applicability of our pro-
posal in video lectures repositories where there is a lack of metadata to describe
the videos. As explained throughout the text, this lack of metadata hampers in-
dexing systems, which makes search and recommendation in these repositories very
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ineffective. Our proposal can automatically extract knowledge from video lectures
and can improve several applications in large repositories, such as searching, recom-
mendation, and advertising systems. The advances in automatic speech recognition
systems [8, 2, 23] allow developers to easily reproduce these results using well-known
ASR tools. The extracted metadata can be used for indexing or clustering, which are
everyday tasks in information retrieval and recommendation systems. Our experi-
ments have shown that discovering knowledge allows determining the subjects and
relationships of video lectures. Other contributions were the analyses made at each
stage of the framework, where it was possible to raise the main points, challenges
and solutions for the development of our proposal.

Future work includes analyzing the scope of other knowledge bases in the frame-
work. Other knowledge bases make it possible to find different, more specific re-
sources if a domain base is used. We also intend to study a cross-domain approach
with multiple knowledge bases simultaneously. Finally, we also envisage the creation
of an interface for navigation in the information found in the repository.
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