
Open Research Online
The Open University’s repository of research publications
and other research outputs

Keywords of written reflection - a comparison between
reflective and descriptive datasets
Conference or Workshop Item

How to cite:

Ullmann, Thomas Daniel (2015). Keywords of written reflection - a comparison between reflective and descriptive
datasets. In: Proceedings of the 5th Workshop on Awareness and Reflection in Technology Enhanced Learning
(Kravcik, Milos; Mikroyannidis, Alexander; Pammer, Viktoria; Prilla, Michael and Ullmann, Thomas Daniel eds.), pp.
83–96.

For guidance on citations see FAQs.

c© 2015 Thomas Daniel Ullmann

Version: Version of Record

Link(s) to article on publisher’s website:
http://ceur-ws.org/Vol-1465/paper8.pdf

Copyright and Moral Rights for the articles on this site are retained by the individual authors and/or other copyright
owners. For more information on Open Research Online’s data policy on reuse of materials please consult the policies
page.

oro.open.ac.uk

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Open Research Online

https://core.ac.uk/display/30474971?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1
http://oro.open.ac.uk/help/helpfaq.html
http://ceur-ws.org/Vol-1465/paper8.pdf
http://oro.open.ac.uk/policies.html


Keywords of written reflection - a comparison between 
reflective and descriptive datasets 

Thomas Daniel Ullmann 

Institute of Educational Technology, The Open University,  

Walton Hall, MK7 6AA Milton Keynes, United Kingdom 

t.ullmann@open.ac.uk 

http://www.open.ac.uk/iet/ 

Abstract: This study investigates reflection keywords by contrasting two da-
tasets, one of reflective sentences and another of descriptive sentences. The log-
likelihood statistic reveals several reflection keywords that are discussed in the 
context of a model for reflective writing. These keywords are seen as a useful 
building block for tools that can automatically analyse reflection in texts. 

Keywords: reflection detection, thinking skills analytics, log-likelihood, key-
word, key word 

1 Introduction 

Supporting learners with opportunities for reflective practice and fostering their reflec-
tive thinking are important educational goals. The UK Quality Assurance Agency for 
Higher Education (QAA), for example, recommends that all teaching and learning prac-
tices be informed by reflection [1]. The Organisation for Economic Co-operation and 
Development (OECD) places reflection at the ‘heart of key competencies’ [2], and fur-
thermore, the Assessment and Analytical Framework for PISA sees reflection and eval-
uation as part of their assessment framework for reading literacy [3]. 

There are many ways for expressing reflective thoughts. A common representation 
is reflective writing (for example, see [4,5]). Reflective writing is a piece of text that 
contains the reflections of the writer. For example, reflective writing can be a journal, 
diary, blog post, or structured worksheet.  

Researchers frequently analyse reflective writings to determine reflective writing 
quality and evaluate the success of academic writing programmes. This analysis usually 
follows a content analysis approach (for example, see [6,7]). Researchers use content 
analysis to systematically detect all textual evidence that belongs to model categories 
of reflective writing. However, the content analysis of reflective writing is a time-con-
suming process. Automated reflection analytics techniques have the potential of reduc-
ing the amount of time necessary to analyse reflective writings. 

This paper contributes to the research of automated detection of reflection in texts 
(for example, see [8,9,10]). The automated detection of reflection is linked to one of 
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the grand challenges of technology enhanced learning, which is 'e-assessment and au-
tomated feedback' [11,12]. In order to create automated systems to assist reflective writ-
ing assessment, techniques have to be developed first that can automatically detect re-
flection in texts. Once a system can detect reflection, this information can be used to 
automatically assist the assessment of reflection. Therefore, reflection detection is a 
base technology with the potential for several applications, for example, e-assessment 
and automated feedback.  

For the automated detection of reflection, it is important to identify patterns or reg-
ularities found in reflective writings. These regularities bear the potential of being for-
malised in computer programs, which then can automatically detect these patterns of 
reflection in novel texts. This paper shows a method that allows the identification of 
reflection keywords based on the comparison of datasets with the log-likelihood statis-
tic. It then discusses the keywords derived in the context of a model of written reflec-
tion.  

2 Automated detection of reflection in texts 

Research in the area of automated detection of reflection aims at the development of 
those techniques and technologies that can automatically identify the characteristics of 
reflection in texts. Three techniques have been identified that have been used to auto-
matically analyse texts in respect to reflection [13]. They are dictionary-based, rule-
based, and machine learning-based approaches. The dictionary-based approach makes 
use of lists/dictionaries of words. The words contained in a dictionary represent aspects 
of reflection. These dictionaries can be used to analyse texts with regard to the fre-
quency of word occurrences in texts, or to visually highlight detected text passages (for 
example, see [8]). The rule-based approach makes use of a set of rules. Each rule cap-
tures an aspect of reflection. These rules, along with a rule-based system, allow drawing 
inferences from texts, and can be used to analyse reflective writings (for example, see 
[9]). The first two approaches make use of expert knowledge in order to construct the 
dictionaries or rules. The third approach makes use of machine learning. Machine learn-
ing algorithms learn regularities or patterns from many examples that represent facets 
of reflection [13]. The generated machine learning models classify unseen text into cat-
egories of reflection. 

Although machine learning-based approaches can automatically build models to de-
tect reflection, the first two approaches rely on explicit knowledge about either words 
or rules that represent aspects of reflection.  

The literature of research that applied content analysis to investigate reflective writ-
ings indicated that reflective writings exhibit such textual patterns. Hatton and Smith 
[14] touched on language patterns that aided the coding of dialogic reflection. Fund et 
al. [15] noted the coordination between idea units as important for identifying reflection 
types. Poom-Valickis and Mathews [16] mentioned lists of keywords in order to code 
text units. Hawkes and Romiszowski [17] and Hawkes [18, 19] suggested an associa-
tion between discourse markers and reflection. In that research, the guiding framework 
of the analysis was the model of reflection selected by these authors.  
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Another area of the research that investigates patterns of reflection makes use of 
systemic-functional linguistics [20–28]. This research has in common that it investi-
gates text based on a linguistic framework in order to derive a link between the linguis-
tic framework and reflection expressed in texts. The guiding framework for this type of 
research is the linguistic framework. Categories of the linguistic framework are then 
mapped to categories of reflective writing models in order to explore the relationship 
between linguistic resources and reflective writing.  

The approach taken here makes use of the corpus linguistic keyword method using 
log-likelihood statistic as described by Rayson [29] to find reflection keywords. This 
method is based on the frequency analysis of two corpora/datasets in order to investi-
gate words that occur significantly more frequently in one or another dataset. Here, the 
datasets consist of reflective and descriptive sentences. The keyword method is used to 
reveal words that are significantly more or less often used in the dataset of reflective 
sentences compared with the dataset of descriptive sentences.  

This approach is different from the above outlined content analysis and systemic-
functional approaches because it places data first, and not theory. The aforementioned 
approaches use theory to interpret data, whereas the approach taken here derives a set 
of keywords using a statistical method. These empirically derived keywords can then 
be interpreted in the context of theory. This is at first a data-driven approach that may 
inform theory [29].   

The term 'keyword' has several notions, and within this paper it describes those 
words that occur significantly more frequently within one dataset than another [30]. 
Several statistical tests can be used to calculate the 'keyness' of words [31]. Here, the 
chosen test is the log-likelihood ratio test as described by Rayson [29] (see also [32] for 
a similar implementation of the log-likelihood test).  

3 Models to analyse reflective writings  

The datasets used to derive keywords were created according to a frequently found 
distinction made in research that analyses reflective writings: A text can be either de-
scriptive/non-reflective or reflective. The lowest level is often described as descriptive, 
and it contains no reflection; on the other side of the scale are reflective texts, which 
can be further distinguished according to several levels of reflection (for example, see 
[33,34–38]). However, the common denominator of these models is the basic distinc-
tion between descriptive and reflective texts.  

In addition to levels of reflection, research into the analysis of reflective writings 
proposed several models with various model categories that describe constituents of 
reflective writing. These model constituents describe the breadth, and not the depth, of 
reflection as the level models. Manual content analysis of reflective writings uses the 
categories that describe breadth facets of reflective writing, as well as levels of reflec-
tion as their coding category schema. Although the model categories vary from research 
to research, they do share some commonalities. The model used to aid in the interpre-
tation of the keywords is based on the model for reflection detection described by 
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Ullmann [13]. An older version of this model can be found in the study by Ullmann et 
al. [9]. The breadth model categories are: 

Experience: A reflective writing is often about experience or a personal matter. The 
description of what occurred and the capturing of the important characteristic of the 
situation provide the background and focal point for reflective writing. The description 
of the experience captures important parts of the experience, and provides the context 
and/or the reason for the writing. This category can be frequently found in models that 
analyse reflection (for example, see [6,7], [39]).  

Personal: A reflective writing is often of a personal nature. This means that it is 
often about beliefs, personal assumptions, or knowledge about oneself. The text is writ-
ten with a personal voice and shows the development of a perspective on the experience 
at hand. Several models describe this category  (for example, see [20], [39,40]).  

Feelings: Feelings can be the starting point of a reflection. Feelings often associated 
with reflection are the feeling of being concerned, having doubts, a feeling of uncer-
tainty, frustration, but also feelings such as surprise or excitement. Whereas feelings 
can be the starting point of a reflection, they can also be the subject matter of the re-
flection, for example, reflections on the influence of feelings on thinking and action. 
Several models that analyse reflective writings contain references to this category (for 
example, see [7], [39,40]). 

Critical stance: Expressing an alert or critical mindset is an important part of re-
flective writing. Having a critical stance involves being aware of problems and being 
able to identify or diagnose such problems. Being critical is about questioning assump-
tions and opinions, analysing and evaluating problems, judging situations, testing the 
validity of assumptions, drawing conclusions, and making decisions. This category is 
mentioned in many models  (for example, see [6], [20], [39]). 

Perspective: Although reflective writings are often written from the first person per-
spective, considering other perspectives is an important facet of reflective writing. Ex-
amples are the perspective of someone else, a theory; the social, historical, ethical, 
moral, or political context. Several content analysis models contain this category (for 
example, see [20], [39], [41]). 

Outcome: There can be several outcomes from reflective writing. An outcome from 
reflective writing can be a description of lessons learned, better understanding of the 
situation or context, new insights, change of perspective or behaviour, and the aware-
ness of one's way of thinking. An outcome can be also an intention to do something or 
any planning for the future. The category outcome is also frequently mentioned in con-
tent analysis models used to analyse reflective writings  (for example, see [39], [41,42]). 

These six categories, which stem directly from the research on manual content anal-
ysis of reflective writing, form the guiding framework for the interpretation of the re-
sults of keyword analysis.  

4 Dataset generation process and datasets 

The datasets of reflective and descriptive sentences were obtained from research that 
investigated the automated detection of reflection using machine learning (details are 
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found in [13]). These two datasets are mostly based on a sample of the British Academic 
Writing English Corpus (BAWE) [43,44]. The sampled texts are mostly from the dis-
ciplines of health, business, and engineering.  

A sentence splitter divided each sample text from the BAWE text collection into 
sentences. Seven to ten raters ranked each sentence on a six-point Likert scale as to 
whether the sentence is descriptive or reflective. A crowdsourcing solution1 was used 
to distribute the sentences to the raters. An even-numbered scale was used so that the 
raters had to decide whether the sentence is reflective or descriptive, and to avoid mis-
using the neutral point of an odd-numbered scale as the 'don't know' category. The rat-
ings on the six-point Likert scale were then dichotomised into the class reflective and 
descriptive.  

The aim was then to generate two datasets of approximate equal size to aid the com-
parison of both datasets. A sentence was only included into the dataset if it received a 
4/5 majority of ratings for either belonging to the reflective or descriptive classes. The 
decision on which aggregation strategy to choose was based on the 4/5 majority because 
it represents a more strict quality standard compared with the more lenient simple ma-
jority vote. This ensures that only those sentences that received substantial support as 
belonging to one of the two categories were included in this study. For example, a sen-
tence that received ten ratings was included if eight or more of the ten ratings ranked 
the sentence as reflective (or descriptive). Reliability estimates of the ratings aggregated 
with majority and 4/5 majority vote were reported by Ullmann [13], who found as sub-
stantial for the majority vote a Cohen's kappa of 0.62, and almost perfect for the 4/5 
majority vote a Cohen's kappa of 0.92, according to the benchmark of Landis and Koch 
[45]. From this annotated dataset of highly agreed sentences, a random sample of 500 
reflective sentences and 500 descriptive sentences was drawn. 

All sentences from the two datasets were pre-processed with the same data genera-
tion process. This involved the removal of any punctuations, numbers, and superfluous 
whitespaces, sentence tokenisation to words, and word conversion to lower case. The 
R environment for statistical computing and graphics [46,47] was used to develop the 
scripts for data processing and calculation of the log-likelihood ratio.  

The dataset of reflective sentences contains a total of 12,697 words (2,200 unique 
words). The average sentence length is 25.39 words. The dataset of descriptive/non-
reflective sentences contains a total of 10,284 words (2,800 unique words). The average 
sentence length is 20.57 words.  

5 Results 

The frequency of each word of each dataset was counted and compared. Word compar-
ison is based on the log-likelihood of the two terms [29]. The log-likelihood considers 
the frequency of the two terms compared with the size of the entire datasets. Table 1 
lists the log-likelihood of all words with a log-likelihood higher than 10.83, which rep-
resents a p-value < 0.0012, and an effect size calculated with the Bayes Factor2 of > 2 

                                                           
1 CrowdFlower (http://www.crowdflower.com/) 
2 http://ucrel.lancs.ac.uk/llwizard.html 
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[48]. Word pairs below these thresholds are not listed. Table 1 is sorted by the log-
likelihood with the highest log-likelihood at the top, and the lowest at the bottom. Fur-
thermore, the table indicates for each term, the frequency of occurrence in the datasets 
of reflective and descriptive sentences. The column 'Use' indicates with a + and - sign 
whether the term is overused ('+') in the reflective dataset, which means that it has a 
higher relative frequency in the reflective dataset, or underused ('-'), which means that 
it is more frequently used in the dataset of descriptive sentences.  

For example, the word 'i' is frequently present in the dataset of reflective sentences. 
It occurs 700 times in the reflective dataset and 105 times in the descriptive dataset. It 
has the highest log-likelihood ratio of 376.07, which means that the word 'i' occurs 
unusually often (the column use has a '+'-sign) in the dataset of reflective sentences 
compared to the dataset of descriptive sentences. The word 'he' is underused in the re-
flective dataset (see the '-'-sign), which means it appears unusually often in the descrip-
tive dataset according to the used log-likelihood test.  

 

Table 1. Log-likelihood of the datasets words. 

Word 
Reflective 

dataset 
Descriptive 

dataset 
Log- 

likelihood 
Use 

i 700 105 376.07 + 
have 191 35 88.09 + 
me 107 8 81.75 + 
my 201 56 59.11 + 
feel 68 4 56.23 + 
felt 61 4 48.76 + 
not 117 29 39.91 + 
that 285 130 31.25 + 
more 78 18 28.85 + 
better 30 1 28.37 + 
is 72 123 26.41 - 
this 157 63 24.11 + 
believe 26 1 23.91 + 
now 29 2 22.80 + 
he 5 26 20.35 - 
by 36 71 20.23 - 
future 17 0 20.17 + 
of 285 329 19.24 - 
was 181 84 18.84 + 
situation 31 4 18.34 + 
think 31 4 18.34 + 
are 30 61 18.32 - 
if  47 11 17.12 + 
would 83 29 17.01 + 
and 369 402 16.92 - 
but 51 13 16.82 + 
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Word 
Reflective 

dataset 
Descriptive 

dataset 
Log- 

likelihood 
Use 

never 14 0 16.61 + 
bit 13 0 15.43 + 
system 1 13 14.89 - 
their 11 31 14.60 - 
could 56 17 14.55 + 
ae3 0 9 14.47 - 
knowledge 5 21 14.25 - 
aware 12 0 14.24 + 
hindsight 12 0 14.24 + 
learnt 17 1 14.06 + 
although 20 2 13.54 + 
probably 11 0 13.05 + 
it 160 80 12.98 + 
place 2 14 12.83 - 
myself 22 3 12.58 + 

 

6 Discussion 

Table 1 lists the dataset words with the highest log-likelihood. Their relative frequency 
differs between datasets, which makes them distinctive. They are words for which it is 
unlikely that the null hypothesis, where their relative frequencies are the same, is true. 
These are the keywords defined by the statistical procedure. Their p-value and effect 
size act as inclusion criteria. An additional criterion could have been used to exclude 
words that occur relatively infrequently [30]. For example, the word 'ae' for 'A&E' (see 
footnote 3) occurs nine times in both datasets, which makes it the word with the least 
occurrences in Table 1.  

In the following subsections, some of the keywords are discussed, and a link between 
the keywords and their belongings to one of the categories of the model of reflective 
writing is established. Several of the keywords are illustrated with sentences obtained 
from the datasets. The keywords within each sample sentence are highlighted in bold.  

6.1 Experience 

The description of an 'Experience' often entails the description of a situation that oc-
curred in the past. One of the keywords directly addresses a 'situation'. An example of 
a sentence with this key word is, 'On the whole I felt I and the other members of staff 
did all they could to manage a difficult situation and gave Joseph more than ample 

                                                           
3 The word 'ae' represents 'A&E', which refers to the Accident and Emergency service. As all 

punctuations have been removed during the data generation process, also the '&' of A&E was 
removed.  
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opportunity to cooperate however, in hindsight I feel some aspects could have been 
handled differently'. Another example is the sentence, 'My reaction to her and the situ-
ation surprised me as I became quiet agitated and in hindsight was probably just as 
unaccommodating as she was'. The two sentences also contain the keyword 'hindsight', 
which is used to express a retrospective understanding of a situation.  

6.2 Personal 

It is notable that first person singular pronouns, such as 'I', 'me', 'my', and 'myself', are 
keywords overused in the reflective dataset. This may indicate that reflective writings 
are frequently written from the first person perspective, which is also in line with the 
category 'Personal' of the reflection model as outlined above. The third person singular 
pronoun 'he' is more associated with a descriptive text. The category 'Personal' is also 
about own beliefs. The keyword 'believes' may be indicative for expressing beliefs. The 
following sentence is an example of this: 'Reflecting about conflicts I had in the past, I 
believe that I could have handled some of them better'. Another example of this is the 
sentence, 'When the time came to allocate work for the plan I believe the team dynamics 
were developed enough to assess accurately everybody's strengths and apportioned 
work accordingly'. The modal verb 'would' can also refer to beliefs. An example is the 
sentence, 'I felt that as team leader I would have control in the group and I would have 
more say in the way our team was run, little did I know then'. Another example is the 
sentence, 'Knowing about the tradition, I would definitely have acted differently, hope-
fully being in the position to speak at least a bit of the language'. 

6.3 Feelings 

The words 'feel' and 'felt' are at top of the list, and they occur relatively more often in 
the dataset of reflective sentences. This is in line the category 'Feelings' of the reflection 
model. Expressing feelings is often mentioned as part of reflective writing.  

6.4 Critical stance 

Several words can be associated with the category 'Critical stance', for example, the 
keywords: 'more', 'better', 'if', 'but', 'never', 'could', and 'although'.  

The word 'more' could relate to the critical thought of a writer that something is 
lacking and that more of something would be better, or it could relate to the realisation 
that there is now more of something that was previously not there. For example, the 
sentence, 'I should be more aware about the power issues and how they silence patients', 
expresses the first sense, which is the realisation that something is still lacking. The 
sentence, 'I noticed more discussions taking place after the first couple of sessions, and 
I felt our group was more established as we began to get to grips with what the vignette 
would entail and felt comfortable with each other', refers to the second meaning—the 
realisation of a change.   

The word 'better' could refer to the critical awareness of the writer that something is 
now better, as expressed in the sentence, 'I hadn't really thought of it like this before 
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but by empathising with Mary's situation I better appreciate the importance of the pa-
tient's perspective'. It could also express that something should have been better, as in 
the sentence, 'I might have better explored Jim's internal thoughts and his wondering 
about what he finds in the cave'.  

The conjunction 'if' could express a premise followed by a conclusion as part of 
reasoning about something. For example, the sentence, 'It would have been helpful if I 
had shared my concerns about the group with the LSA to start with'. If he had shared 
his concerns (premise), then it would have been helpful (conclusion).  

The conjunction 'but' could express a contrasting thought. An example is the sen-
tence, 'Looking at it from Marissa's point of view, she may have known that I was on 
the wrong track, but she probably would not have been able to do anything about it 
because I am a doctor'. Another example is the sentence, 'I did not do all that well in 
the exam so maybe I need to prepare differently - but I really don't know how to do it'.  

A writer could flag with the adverb 'never' a realisation that something was never 
experienced or that something never happened before. The following sentence is indic-
ative for this: 'In the topic I found it most interesting about the lack of invariance prob-
lem as I have never realised the fact before although the point is reasonably under-
standable'. Another example is the following sentence: 'I had never experienced those 
same feelings of disconnect in real time though, never felt as though the person talking 
was somehow not me, until last Tuesday'.  

The verb 'could' might indicate the awareness of a possibility or alternative. The 
sentence, 'On the whole our group worked well but could have been improved by more 
openness and discussion about issues affecting the group, such as social loafing', shows 
that the writer describes a realisation that there is a real possibility for improvement. 
Another example is the sentence, 'Reflecting about conflicts I had in the past, I believe 
that I could have handled some of them better'.  

The word 'although' could be used in a contrasting way. An example is the following 
sentence: 'Although throughout my training to date, I have dutifully reflected on vari-
ous clinical situations and considered learning objectives within the practice portfolio; 
I can not say that I had actually fully taken on the implications of what it is to be a truly 
reflective practitioner'. The writer describes the contrast between the perception of re-
flection in previous trainings and the current perception. Another example is the sen-
tence, 'Applying the learning cycle proved to be a useful tool, although I was very 
sceptic at the beginning'. This sentence describes a contrast in perception. The sceptical 
few dissolved over time.  

6.5 Perspective 

The keyword list from Table 1 does not contain a keyword that allows us to establish a 
strong link between a keyword and the category 'Perspective'.  
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6.6 Outcome 

The 'Outcome' category of the model contains a retrospective dimension that entails, 
for example, the description of lessons learned, but also a prospective dimension di-
rected to statements about what to do in future. The keyword list contains the word 
'learnt'. This word could express that something was learned. An example of this out-
come facet is the sentence, 'I have learnt that when I am requesting something different, 
I must explain my needs fully, and communicate the message more effectively'. An-
other example is the sentence, 'I have also learnt from participating in this group that I 
was, in this case, one of the more dominant group members, and felt confident in ex-
pressing my views and ideas'. Another keyword is the noun 'future'. This keyword could 
be used to express future intentions. An example is the sentence, 'Although this situa-
tion didn't have a satisfactory outcome I hope to have learned from the experience and 
aim to use my new insight to develop my future practice'. Another example is the sen-
tence, 'This makes you realise that you could come across this within the profession 
and luckily from this activity I am now aware of this and I can now make the most of 
any opportunities that a rise to enable me to take this into account and maybe build up 
my confidence so in the future I can maybe go onto stand up for what I believe in and 
also get my opinions noticed if I feel this necessary'.  

6.7 Summary 

Overall, this discussion showed that for several keywords, the log-likelihood statistic 
can derive words that are in line with the categories of the chosen model of reflection.  

The keywords listed in Table 1 can be seen as good candidate words for the con-
struction of dictionaries. With the shown approach, we can form a set of words, such 
as a dictionary, that can be used to automatically summarise texts with regard to the 
frequency of occurrence for each category. However, Table 1 also shows that words, 
although they are found frequently in one dataset, cannot be used to distinguish com-
pletely between reflective and descriptive use. For example, the keyword 'i' is found 
700 times in the reflective dataset, but 'i' is also used 105 times in the dataset of de-
scriptive sentences. A definite classification of text passages based on single words is 
also not the aim of dictionary-based approaches. One of the use cases there is that the 
dictionaries are used to predict important outcomes. This is a quantitative indicator that 
can be used to corroborate the findings of a study (for example, see [49]).  

7 Conclusion and outlook 

This paper demonstrated the application of the keyword method on a dataset of reflec-
tive and descriptive sentences. The log-likelihood statistics was used to determine 
words with high 'keyness' in either the dataset of reflective sentences or that of descrip-
tive sentences. The words derived with the described method represent words that occur 
with unusual relative frequency in the datasets. In the discussion of the results, several 
of these keywords were assigned to categories of a model of reflective writing. This 
step illustrated that the investigated keywords can be associated with the reflection 
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model categories. This supports the applicability of the keyword method to derive 
words important for reflection.  

An extension of the shown approach is to investigate the 'keyness' of the categories 
of the reflection model. For example, a comparison of a dataset that describes the out-
comes of reflective writings with a reference dataset would allow us to derive keywords 
of reflection outcomes by adding an in-depth study of keywords for this category.  

Furthermore, reflection dictionaries can be combined with rule-based systems [9]. 
Rule-based systems provide more control in modelling relationships between diction-
ary words, which could add to the precision of the automated method.  

As outlined, the automated detection of reflection in writings relies on patterns of 
reflection, because these patterns can be codified and used for the automated analysis 
of writings. The study showed that reflective writings contain such patterns at the word 
level, because there are words that occur significantly more often in the dataset of re-
flective sentences than in the dataset of descriptive sentences.  
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