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Abstract

Precipitation forecasts made by Numerical Weather Prediction (NWP) models
are typically verified using precipitation gauge observations that are often
prone to the wind-induced undercatch of solid precipitation. Therefore, appar-
ent model biases in solid precipitation forecasts may be due in part to the mea-
surements and not the model. To reduce solid precipitation measurement
biases, adjustments in the form of transfer functions were derived within the
framework of the World Meteorological Organization Solid Precipitation Inter-
Comparison Experiment (WMO-SPICE). These transfer functions were applied
to single-Alter shielded gauge measurements at selected SPICE sites during
two winter seasons (2015-2016 and 2016-2017). Along with measurements
from the WMO automated field reference configuration at each of these SPICE
sites, the adjusted and unadjusted gauge observations were used to analyze the
bias in a Global NWP model precipitation forecast. The verification of NWP
winter precipitation using operational gauges may be subject to verification
uncertainty, the magnitude and sign of which varies with the gauge-shield
configuration and the relation between model and site-specific local climatol-
ogies. The application of a transfer function to alter-shielded gauge measure-
ments increases the amount of solid precipitation reported by the gauge and
therefore reduces the NWP precipitation bias at sites where the model tends to
overestimate precipitation, and increases the bias at sites where the model
underestimates the precipitation. This complicates model verification when
only operational (non-reference) gauge observations are available. Modelers,
forecasters, and climatologists must consider this when comparing modeled
and observed precipitation.
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1 | INTRODUCTION

Winter precipitation forecasts are needed to help address
meteorological and hydrological hazards; however, solid
precipitation measurements available for data assimila-
tion and forecast verification are affected by potentially
large undercatch errors (Goodison et al., 1998; Rasmus-
sen et al., 2012). These errors propagate directly into pre-
cipitation forecasts, and affect model climatology, data
assimilation, and nowcasting.

Brun et al. (2013) determined that the total amount of
ERA-Interim precipitation during December, January,
and February in northern Eurasia exceeded the
uncorrected measurement from standard precipitation
gauges by 18%. Lespinas et al. (2015) demonstrated that a
strong negative bias in observed winter precipitation
makes the assimilation of such observations difficult in
the Canadian Precipitation Analyses product (CaPA; Fortin
et al., 2018), and determined that winter season precipita-
tion could not be used for verification because of the large
observational errors. Vionnet et al. (2015) analyzed the per-
formance of the Global Environmental Multiscale Model
(GEM) in complex terrain during the winter, but excluded
winter precipitation. To minimize false verifications due to
known undercatch, Schirmer et al. (2015) attempted to ver-
ify Numerical Weather Prediction (NWP) model forecasts
in mountainous terrain using observations from ultrasonic
snow depth measurements and snow pillows instead of
gauge measurements. Likewise, Lopez et al. (2013) dis-
carded precipitation gauge measurements during snowfall
events to avoid errors in the experimental 4D-Var assimila-
tion of SYNOP rain gauge data at the European Centre for
Medium Range Weather Forecast (ECMWF).

Discrepancies between the magnitude of measured
and actual solid precipitation hinder the use of auto-
mated gauge measurements in winter for NWP assimila-
tion and verification. For this reason, procedures,
methodologies and related studies attempting to adjust
the bias in solid precipitation measurements are vital to
the scientific and operational communities using NWP
precipitation data. In the framework of the WMO-SPICE
(Nitu et al., 2019), a set of transfer functions was derived
for adjusting the wind-induced undercatch of solid pre-
cipitation measurements recorded by weighing gauges
(Kochendorfer et al., 2017a, 2017b, 2018).

Recently, a unique precipitation dataset consisting of
high-quality post-SPICE data recorded at selected sites
(Smith et al., 2019a) became available for the 2015-2016
and 2016-2017 winter seasons. This new dataset is inde-
pendent from the data used for the SPICE transfer func-
tion development, and it is used in this study to analyze
the uncertainty in winter precipitation verification associ-
ated with the wind-induced undercatch.

The goal of this work is to demonstrate the potential
for uncertainty when solid precipitation measurements
from automated gauges are used for NWP verification.
This is accomplished by evaluating the biases between a
Global NWP Model and each of the following: the refer-
ence precipitation measurement from a double-fence
shielded gauge; the measured (unadjusted) precipitation
amount from automated gauges; and the measured pre-
cipitation amount adjusted using the SPICE transfer
functions. This evaluation is conducted using measure-
ments from the SPICE sites in different climate regimes
that operated a WMO Double Fence Automated Refer-
ence (DFAR; Nitu et al., 2019) serving as the reference
configuration. The potential magnitude of verification
uncertainty, their dependency on the precipitation gauge
and wind shield configuration, and their relation to the
model forecast accuracy is assessed for each site.

For this analysis, the “true bias” is the observed bias
between the reference (DFAR) and the model, the
“apparent bias” is the bias between the unadjusted opera-
tional automated precipitation gauge and the model
(i.e., the configuration that can lead to verification uncer-
tainty), and the “adjusted bias” is the bias between the
adjusted precipitation (from the operational gauge) and
the model. We tested the hypothesis that adjusting the
operational gauge measurements using the SPICE trans-
fer functions provides a more accurate NWP verification
in the absence of a reference. Transfer function limita-
tions are also evaluated and discussed (Kochendorfer
et al., 2017b; Smith et al., 2019b). The overall assessment
and characterization of the bias in the NWP precipitation
product is not within the scope of this study.

2 | DATA AND METHODS

The precipitation data used in this analysis were obtained
from post-SPICE observations during the 2015-2016 and
2016-2017 winter seasons at the CARE, Bratt's Lake,
Marshall, Haukeliseter, Sodankyld, Weissfluhjoch, and
Formigal-Sarrios SPICE sites. A map is provided in
Figure 1, with details pertinent to the present analysis in
Table 1. A detailed layout and description of each site is
included in the WMO-SPICE site commissioning reports
(see link to reports in reference section) and in the
WMO-SPICE final report (Nitu et al., 2019). The in situ
observations used in this analysis were derived from
either the DFAR (reference gauge), which consisted of
a Geonor T-200B3 or OTT Pluvio® automated gauge with
a single-Alter shield inside an octagonal double fence, or a
single-Alter shielded Geonor T-200B3 or OTT Pluvio®
automated gauge (operational gauge). The Haukeliseter
(Norway) site is shown in Figure 1 as an example.
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FIGURE 1 Mapofthe
SPICE sites included in this
study. © Google Maps/Google
Earth. Inset photo is an image of
the Haukeliseter site showing
the operational gauge (OTT
Pluvio® weighing gauge with a
single alter shield) in the
foreground and the reference
configuration (DFAR) in the
background. Similar

@ Brattis|l'aKe!

@ (Marshall

configurations exists at each of
the sites in this study

TABLE 1 List of SPICE sites used in this study, including their climate zone and elevation (geographical and nearest grid point from
the model)
Elevation (m)
geographical DFAR (mm) Pearson
Site Acronym Country Climate zone /nearest grid point D/A/W (%) correlation
Centre for CAR Canada Humid continental 251/242 780.19 0.77%*
Atmospheric subject to lake effect 32/97/50
Research
Experiments
(CARE)
Formigal-Sarrios FOR Spain Alpine climate with 1,800/1,919 1,772.9 0.87+*
Atlantic influence 41/92/20
Haukeliseter HKL Norway Mountains, well above 991/1,071 1,451.04 0.90**
the tree line 36/97/65
Marshall MAR United States  Continental 1,742/1,646 540.61 0.88**
15/71/45
Sodankyla SOD Finland Northern Boreal 179/204 583.27 0.86™*
29/100/0
Weissfluhjoch WEJ Switzerland ~ Alpine 2,537/2,130 1,495.36 0.83**
33/92/28
Bratt's Lake XBK Canada Continental 585/583 100.74 0.81**
16/100/61

Note: The sixth column shows the accumulated precipitation in the reference (DFAR) during the study period and the percentage of days
from total with precipitation (D) (accumulation > 1 mm), percentage of these days that were adjusted (A), and percentage of these days with
wind conditions higher than U > 4 m/s that were adjusted (W). The last column shows the Pearson correlation coefficient between daily

observed (DFAR) and model forecasted precipitation **p-value < .01.

The precipitation measurement data were processed
as described in Smith et al. (2019b); outliers (e.g., from
gauge servicing) were removed from the 1-min time series
using range checks and a jump filter, and high-frequency
noise was reduced using a Gaussian filter. Precipitation
amounts were then identified using a signal aggregation
processing technique (Pan et al., 2016; Smith et al., 2019b)
for all weighing gauges (Geonor T-200B3 or Pluvio®)
in the following configurations: Double Fence

Automated Reference (DFAR) and Single-Alter
shielded (SA). Finally, the 1-min time series were
resampled to produce 30-min accumulation datasets.
The daily accumulations were calculated based on the
sum of all 30-min data both before and after adjust-
ment for wind bias.

The 30-min data from the SA precipitation gauges were
adjusted using the WMO-SPICE single-Alter eq. 3 from
Kochendorfer et al. (2017b):
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CE = ¢~0-0348(U)(1—tan"" (1.366(Tuir)) +0.779)

where (CE) is the catch efficiency calculated for each
30-min period, U is wind speed in m/s and Tair is air
temperature in degrees Celsius. Both U and Tair were
30-min means. Finally, the adjusted precipitation is cal-
culated as follows:

Adjusted precipitation

_ Observed precipitation at operational gauge
B CE

Because the transfer function requires both wind
speed (U) and air temperature (Tair), if either of these
are missing for a 30-min period, the adjustment cannot
be made. This impacts the amount of data available for
intercomparison. Days with missing 30-min precipitation,
wind speed, or air temperature measurements were
excluded from the intercomparison, but this comprised
fewer than 5% of the available days. The length of the
winter period also varied depending on the site, so the
number of intercomparison days was different for each
site. However, a minimum of 150 days for each winter
season were available for analysis at each site.

The 24-hr forecasted accumulations were retrieved at
the nearest grid point of each SPICE site from the high-
resolution operational ECMWF model run at 00 UTC.
The elevation of the nearest grid point (Table 1) is, in
general, close to that of each site, with the exception of
Formigal and Weissfluhjoch that are both located in
alpine environments. The assumption that the in-situ
precipitation measurement was comparable to the NWP
gridded output was based on the following: relative to

(a) 900

800 DFAR

=== ECMWF
— SA

600 - SA (adjusted)

700 -

500 -

400 -

Accumulation (mm)

300 -

200 A

100 ~

0 T T T T
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Days

other seasons, winter precipitation is usually more spa-
tially homogeneous, as it is not typically caused by con-
vective activity, and the longer 24-hr accumulation
period reduced the uncertainty associated with shorter
forecasted periods for precipitation accumulation.

3 | RESULTS

Table 1 shows the percentage of days from total (D) with
precipitation (accumulation > 1 mm), percentage of these
days that were adjusted (A), and percentage of these days
with wind conditions higher than U > 4 m/s that were
adjusted (W). At all sites, more than 90% of the days with
precipitation during the winter were adjusted, with the
exception of Marshall (70%), where winter seasons were
characterized by a larger proportion of liquid precipitation
events. Haukeliseter and Bratt's Lake experienced more
windy adjusted days than the other sites, which was in
agreement with SPICE results (Nitu et al., 2018).

Table 1 also shows that significant precipitation events
were captured consistently by the model at all sites, as illus-
trated by the Pearson correlation (r) between daily ECMWF
forecasted and DFAR observed precipitation amounts.
For all sites, there was a significant statistical correlation
(p-value < .01), with maximum values of r close to .90 at
Haukeliseter and minimum values of 0.77 at CARE. The
relatively high correlations may demonstrate the overall
quality of the model forecast, but does not address the bias,
whether real or related to the observation bias.

Figure 2 shows the time series of accumulated precip-
itation measurements and the accumulated ECMWF
modeled precipitation at the CARE and Weissfluhjoch
sites. As shown in the figure, the true bias was site

(b) 700
-
600 DFAR L
——— ECMWF "
SA

£ %001 SA (adjusted) o
£
= 400 -
Kl
©
g 300 -
= |
8
< 200 4

100 -

0 : : : : : :
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FIGURE 2 Seasonal accumulation of precipitation 2016/2017 as forecasted by ECMWEF (blue), and measured by DFAR (red), SA
(orange) and adjusted precipitation using eq. 3 (adjusted) at two selected sites (a) Weissflujoch and (b) CARE
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FIGURE 3 Daily bias (%) (a)
between the DFAR precipitation,
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the SA precipitation, and the
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(adjusted) compared to the = 50-
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DFARMISANISA(adjusted)

dependent, as illustrated by the differences between the
ECMWEF total accumulation and the DFAR-measured
accumulation. Weissfluhjoch shows a negative true bias
(150 mm or 20% of total precipitation) in ECMWF total
precipitation relative to the DFAR. However, the appar-
ent bias is near zero; without the DFAR measurements
or an adjustment, this would incorrectly validate the
model performance. When the universal transfer func-
tion was applied, the adjusted bias more accurately
assessed the model performance at this site. CARE shows
a large positive true bias (200 mm or 45% of total precipi-
tation) in ECMWF total precipitation relative to the
DFAR; the model overestimates the winter precipitation
at this site. The apparent bias is even higher, so without
DFAR measurements or an adjustment, this would lead
to a larger error (250 mm or 55%). At CARE, the adjusted
bias agrees with the DFAR measurements and with the
true bias. Following the same procedure, the behavior
and potential uncertainty in the verification results for all
of the SPICE sites shown in Table 1 were analyzed.

There were significant differences in total accumula-
tion among the SPICE sites, which were higher for alpine
sites and lower for continental and boreal sites (Table 1).
Measurement differences among the sites are summarized
in Figure 3, which shows biases (true, apparent, and
adjusted) for each site. To avoid the impact of the site-
specific amount of precipitation accumulation on the site
inter-comparison, instead of absolute bias we use percent-
age bias (%). This parameter was calculated as the differ-
ence between the model and the observation relative to
the model, and was used to demonstrate the potential for
verification uncertainty across sites. The apparent bias in
the model (i.e., as compared to the unadjusted gauge) var-
ied substantially by site. These differences may be related
to regional differences in model performance, but may also
be highly dependent on the catch efficiency of the gauge
(which in turn is dependent on wind speed and precipita-
tion type). The effects of the adjustment on the bias were

2015/2016

(b) 2016/2017

100-

50- I
I g i I o . - - I
0

-50-

Percent bias (%)

-100-
CAR FOR HKL MAR SOD WFJ XBK

DFARMISANISA(adjusted)

also site-dependent, partially due to the inherent
differences in the model biases across sites, and partially
due to the appropriateness of the universal transfer
function for a specific site (Kochendorfer et al., 2017b;
Smith et al., 2019b).

For measurements from CARE, the model significantly
overestimated the precipitation in both seasons, and the
adjustment performed well (the adjusted SA accumulation
was closer to the reference amount). At Formigal, the model
significantly underestimated the precipitation in both sea-
sons, but to a lesser degree (the model amount was closer to
the reference amount) during 2015-2016. The universal
adjustment for Formigal is too mild, and therefore only par-
tially corrects the undercatch. The unadjusted SA amounts
and modeled precipitation estimates agreed with each
other, which could lead to erroneous conclusions on the
model performance because undercatch was not accounted
for. At Haukeliseter the model showed good agreement
with the DFAR during 2015-2016, but verification
against unadjusted measurements showed an apparent
over-estimation. Verification against adjusted measure-
ments still resulted in a large positive bias, because the uni-
versal transfer function under-adjusted the SA at this site
(as in Formigal), although the adjusted bias was still smaller
than the apparent bias. Similarly, during 2016-2017 the
model overestimated precipitation compared to DFAR, and
the precipitation overestimation was even larger when
compared to unadjusted measurements. Using the adjusted
SA precipitation, as expected, the positive bias was reduced
compared to the unadjusted measurements, but was still
larger than for the DFAR (since the transfer function
under-adjust at this site).

At Marshall, during the 2015-2016 winter season, the
model agreed with the DFAR, and the adjustment
slightly underestimated the precipitation amount relative
to that measured by the DFAR. During the 2016-2017
winter season, the model continued to agree with the
DFAR, and the adjustment slightly overestimated the
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seasonal accumulation. At Sodankyld, the model slightly
underestimated the precipitation for both seasons. The
adjusted Sodankyld SA precipitation was slightly over-
estimated compared to the DFAR, but in general, the
agreement was quite good. Because the wind speed was
generally quite low at Sodankyld, the percent differences
between the SA, the DFAR, and the adjusted SA mea-
surements were smaller than at the windier sites. At Wei-
ssfluhjoch, the model underestimated the precipitation
for both seasons as compared to the DFAR. The universal
adjustment for Weissfluhjoch was too strong, and there-
fore over-adjusted the precipitation for both winter sea-
sons when compared to the DFAR. The operational
unadjusted gauge showed good agreement with the
model, especially during 2015-2016, and this could influ-
ence verification interpretation. At Bratt's Lake, the
model overestimated the precipitation amount relative to
the DFAR, and the universal adjustment under-adjusted
the precipitation, especially during the 2016-2017 winter
season.

At CARE, Haukeliseter and Bratt's Lake, the apparent
bias was positive and greater than the true bias, but it
was improved when the precipitation was adjusted
(adjusted bias), increasing the measured amounts such
that they compared better with the model. At Haukeliseter,
a significant difference between the true and apparent bias
was evident, which was attributed to the low catch ratio of
the SA relative to the DFAR, the universal adjustment is
however too mild for Haukeliseter, and leads to under-
adjustment, so that the adjusted bias remains largely
positive (indicating an over-forecast). At Formigal,
Weissfluhjoch, and Sodankyld, the apparent bias was
negative and smaller in absolute value than the true
bias. Because the model underestimated precipitation
at these three sites, the bias actually worsened after
increasing the SA precipitation measurements with the
adjustment (adjusted bias). This change was noticeable
at Formigal, but almost negligible at Sodankyld. In the
case of Weissfluhjoch, where the SA measurements
were over-adjusted, the adjusted bias was worse than
the true bias. Finally, at Marshall, the over-adjustment
produced a negative adjusted bias, whereas the apparent
bias was positive (in 2016/2017).

Figure 3 shows that the highest apparent bias (and
largest difference between this apparent and true bias) is
at Haukeliseter and Bratt's Lake. Since Haukeliseter is
the site with the highest mean 30-min wind speed during
snowfall events (6.7 m/s), with values up to 20 m/s
(Kochendorfer et al., 2017b), there were numerous events
for which the SA catch ratio was very small or even zero.
The adjustment of a very small amount results in high
uncertainty in the adjusted value and the adjustment
when the catch is zero is not possible. The finding also

applies to Bratt's Lake, which had the second highest
mean wind speed (4.4 m/s). For other sites with higher
rates of precipitation, such as Formigal, Weissfluhjoch,
and CARE, the apparent bias was similar or lower than
for Haukeliseter and Bratt's Lake.

To evaluate the impact of wind on the results, the data
were filtered to include only days with daily average wind
speeds lower than 4 m/s. Figure 4 shows that for the sites
that exhibited a higher apparent bias (Haukeliseter and
Bratt's lake), this bias was reduced for events occurring at
lower wind speeds, producing results similar to the other
sites where the apparent bias was similar to Figure 3. This
result indicates that transfer functions are difficult to apply
under high wind conditions because the catch ratios can be
low (and potentially zero), such that errors and biases can
be significantly augmented by the large adjustment that is
required. This is consistent with the large uncertainties
noted for windy sites with single-Alter or unshielded gauges
by Kochendorfer et al. (2017b) and Smith et al. (2019b), and
an uncertainty analysis performed using several different
wind shields (Kochendorfer et al., 2018).

4 | DISCUSSION AND
CONCLUSIONS

This work illustrates the complexity of NWP model fore-
cast precipitation verification for winter precipitation
using automated gauge measurements. The main conclu-
sions are:

i The adjustment of SA-shielded gauge measurements
always resulted in precipitation amounts that were
closer to the DFAR measurements.

ii At sites where the model overestimated precipitation
as compared to the DFAR, such as CARE,
Haukeliseter, and Bratt's Lake, the adjusted precipi-
tation reduced the bias.

iii At sites where the model underestimated precipitation,
such as Weissfluhjoch, Formigal, Sodankyld, and Mar-
shall, the adjusted precipitation increased the bias.

iv The universal SA transfer function performance was
variable (Smith et al., 2019b), as it under-adjusted
certain sites and over-adjusted others. This intro-
duces additional uncertainty in model verification
results. However, adjusted measurements were still
more accurate (i.e., closer to the reference) than
unadjusted measurements.

v DFAR observations, which provide more accurate
measurements of solid precipitation, are necessary to
evaluate model-forecasted precipitation estimates. In
the absence of a DFAR, adjusting gauge measure-
ments of winter precipitation with transfer functions
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FIGURE 4 Daily bias (%) (a)
between the DFAR precipitation,
the SA precipitation, and the

100-

adjusted precipitation SA
(adjusted)compared to the ECMWF 50-
forecasted precipitation for days
where the daily average winds
were below 4 m/s (scale is

Percent bias (%)
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I
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is critical for a better assessment of the model precip-
itation bias, but the limitations and uncertainty of
transfer functions cannot be quantified without refer-
ence (DFAR) precipitation measurements.

vi For the verification of modeled winter precipitation,
data from locations characterized by high wind
should be used with caution, as the unadjusted catch
efficiency may be low or zero, as was the case for
Bratt's Lake (Smith et al., 2019b), hampering the effi-
cacy of the adjustment.

The verification of winter precipitation with opera-
tional gauges in the absence of a DFAR will only provide
an estimate of the apparent bias between the observation
and the model, and may therefore result in potential veri-
fication misinterpretation. The application of transfer
functions to adjust measurements from operational
gauges allows for the estimation of the adjusted bias,
which, depending on the specific site, may be more repre-
sentative of the bias between the operational gauge and
NWP forecasted amounts.

Other transfer functions found in the literature
(Goodison et al., 1998; Wolff et al., 2015; Buisan et al., 2017,
Colli et al., 2018; Kochendorfer et al., 2018) can be applied
to weighing gauges in different configurations, manual
gauges, or even tipping buckets for model verification, but
the potential verification uncertainty would still persist.

These results, as well as those from Smith et al. (2019b),
demonstrate varied performance of the SPICE transfer
functions at different sites, suggesting that further work is
required to develop and test site- or climate-specific trans-
fer functions, for example, by using a multi-year analysis.
Additionally, more work is needed to evaluate the perfor-
mance of the adjustment function in areas without
DFARSs, but with similar climatic conditions. Hydrome-
teor characteristics and fall velocity have also been shown
to affect catch efficiency (Thériault et al., 2012) and should
be considered in further development and application of
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transfer functions. This could also lead to recommenda-
tions on improving ancillary measurements at operational
sites such that solid precipitation measurements and
adjustments are improved for better NWP verification.

These conclusions and recommendations were based on
the intercomparison with the ECMWF model, with a simple
verification method, but the same conclusions on the poten-
tial verification uncertainty could apply to any other model
evaluation. Irrespective of the details of the model verifica-
tion approach employed, in the absence of a DFAR or other
reference observation, winter precipitation verification is
complex and subject to uncertainty. The amplitude of the
undercatch as well as the performance of the undercatch
adjustment could potentially change from year to year and
from site to site, but in general, the problems associated with
winter verification will persist. Although the number of
SPICE sites is limited, the solid precipitation data collected
at these sites is of the highest quality, and can be used to
continue to inform the development, refinement, and appli-
cation of transfer functions in various climate regimes for
applications such as model verification.

These findings should be considered by modelers, fore-
casters, and climatologists to avoid misinterpreting verifica-
tion results between modeled and observed precipitation.
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