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Abstract

Convective dissolution is a phenomenon induced by a buoyant instability between two

fluids resulting in characteristic finger-like mixing patterns. One important example is a

key trapping mechanism during CO2 sequestration in deep saline aquifers. The Rayleigh

number, Ra, which is a measure of convective vigour and the Sherwood number, Sh, which

indicates the strength of mass transport are used to parameterise this process. We present

a novel methodology to image convective dissolution using X-ray CT in a three-dimensional

porous medium formed of glass beads with a model fluid pair MEG/water and BEG/water.

3D reconstructions allow us to visualise the spatial and temporal evolution of the plume

from onset to the shutdown of convection while quantifying the macroscopic quantities

such as the rate of dissolution and horizontal concentration profiles. We investigate

convective dissolution with and without permeability heterogeneity over the Rayleigh

range, Ra = 2000 − 5000, in a spherical, cuboidal and cylindrical geometry. Simple

heterogeneity patterns such as single inclined layers and a series of discontinuous layers

were included. It was concluded that the spatial configuration of the less permeable layers

was the most important factor in either enhancing (due to flow focusing) or impeding

(due to compartmentalisation of the plume) the rate of dissolution compared to the

homogeneous case. However, linear trends in the Sherwood and Rayleigh numbers were

consistency reported in both the homogeneous Sh = 0.025Ra and heterogeneous studies

Sh = 0.0236Ra. 2D COMSOL numerical simulations were performed to extend the Ra

range explored by the experiments and allow an investigation of permeability heterogeneity

configurations not possible in the laboratory. The results confirmed the experimental

findings with very similar scaling observed Sh = 0.022Ra. The results also shed light on

the plume structures responsible for flow focusing. Finally, we present suggestions for

future work in CO2-brine-rock systems.
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Chapter 1

Introduction

The study of convective dissolution in porous media continues to find applications in both

traditional and emerging engineering problems, many of which occur in nature [1, 2].

We focus here on density-driven free convection, a mixing process which is induced and

sustained by a buoyancy effect, in the absence of advective flow. In particular this research

is aimed to answer questions related to subsurfurce flow and in specifically carbon storage.

However, this work could be adapted to other applications such as industrial mixing or

near surface saline water intrusion.

1.1 Rayleigh - Taylor Instability

The underpinning principle behind the process of convective dissolution is a Rayleigh-

Taylor Instability. In the case where there is a heavier fluid atop a lighter fluid, instability

in the interface will develop due to buoyancy effects of the migrating lighter fluid upwards

as illustrated in Figure 1.1. The wavelength of the instability will grow exponentially

over time and develop into characteristic finger projections, and thus convection will be

initiated [3].

The Rayleigh number, Ra, is commonly used to parametrise the process resulting from

a Rayleigh-Taylor instability and indicates the vigour of convection. It is a ratio of the

buoyancy forces compared to the diffusive forces and in a porous medium is expressed as
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Figure 1.1: A sketch of the fluid-fluid interface between a heavier fluid and a lighter fluid where a
Rayleigh-Taylor instability forms as the lighter fluid pushes up due to buoyancy and the heavier fluid
moves downwards. The initially flat interface is also indicated with a dashed line.

shown in Equation 1.1

Ra =
k∆ρmaxHg

µ2φD
(1.1)

where k is the permeability of the porous media, ∆ρmax is the maximum density difference

between the fluids, H is the characteristic length which is usually defined as the height of

the domain, g is the acceleration due to gravity, µ2 is the viscosity of the lighter fluid, D

is the average diffusion coefficient in the bulk solution, and φ is the porosity.

Depending on Ra the process will tend either to the diffusive regime at low Ra or the

convective regime at high Ra. The transition between pure diffusion and convection is

debatable; in the classical, analogous heat problem the critical Rayleigh number (Rac,

below which convection will not take place) is Rac = 4π2 [4, 5, 6, 7]. However, for the

solute case it has been suggested there is no analytical solution and instead approximations

have been made such as Rac ≈ 31.5 [8] or that when Rac < 55 [9] convection does not

occur. Although there are many similarities between convective driven by heat and density,

solute mixing is intrinsically a transient problem.
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1.2 Flow and Mixing in a Porous Medium

When dealing with a porous medium, the flow can be described by the Darcy’s law as

shown in Equation 1.2

u = −k
µ

(∇p− ρg) (1.2)

Darcy’s law allows the calculation of the Darcy velocity, u via a comparison of the driving

forces to the viscous drag. Here ∇p is the pressure gradient, ρ is the local fluid density

and, g is the gravitational acceleration, µ is the viscosity and k is the permeability. Of

course in a real system, the connectedness of the pore structure and size distribution are

key factors that influence the permeability.

Equation 1.2 is predicated on the definition of the interstitial velocity, v, being the mean

velocity of the entire pore space in a given representative volume consisting of many pores.

Thus, as the Darcy velocity encapsulates the velocity over both the pore and grain, it can

be written in terms of the mean velocity where u = φv and φ is the porosity of the porous

medium. It also assumes the porous media is completely saturated and the length scales of

the flow are much larger than the representative volume chosen, otherwise this calculation

will not be representative of the whole. Further details of the transport equations used to

describe this process can be found in Chapter 7.

1.3 Applications in Subsurface Flow

One particular application that has increased the interest in this phenomenon is geologic

carbon sequestration (GCS) [10] because of its potential impact on the dissolution rate

of CO2 into formation fluids. There are four main trapping mechanisms in CO2 storage

which have been set out in Figure 1.2 [11]; (1) structural trapping is where an impermeable

‘cap-rock’ is a physical barrier preventing the carbon dioxide from rising upwards, (2)

capillary trapping as a result of the disconnection of the free CO2 phase in the pore space,

(3) mineral trapping is the long term trapping of CO2 as precipitate and the finally, (4)

focus of this work, solubility trapping.

In this scenario, the buoyancy effect may be due to the naturally occurring geothermal

gradient in the reservoir, but also -and primarily- to varying composition of the aqueous
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phases [12]. In fact, CO2 dissolution into brine leads to a local density increase on the

order of 0.1 to 1% (depending on pressure and temperature [13]), which is sufficient to

create a buoyant instability that in turns induces a convective overturn in the brine; the

denser CO2-rich aqueous mixture flows downwards and pushes fresh brine up towards the

CO2-brine interface. The ability of CO2-saturated brine to sink deeper into the aquifer

reduces the likelihood of CO2 leakage, thereby increasing long-term storage security.

Figure 1.2: A Schematic illustration of fluid dynamics and trapping mechanisms associated with seques-
tration of CO2 in saline aquifers, including structural trapping, and capillary trapping, solubility trapping,
and mineral trapping adapted from a review paper [11]. Image reproduced with permission of the rights
holder, Elsevier see Appendix A1.

Dissolution of CO2 is considered a key trapping mechanism in GCS [14] and convective

dissolution is expected to contribute largely to this process [15], partly because mass

transfer by diffusion is very slow. Recent surveys of potential storage sites around the

world suggest that the conditions are often met for convective mixing to occur (e.g., [16]

using data compiled in [17]). However, estimates on its actual contribution towards

storage, its spatial footprint and its time-scale are still mostly uncertain, because of

the lack of direct observations at representative subsurface conditions and the intrinsic

difficulty in estimating dimensions and properties in heterogeneous rock formations [16].

There has been a wealth of numerical and some experimental studies over the past 10

years aimed at understanding the fundamental physics to assess the trapping potential of
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a site accurately. However, the initial condition of the CO2 brine interface will heavily

depend on the nature of the formation and the location of the injection site. In particular,

the modelling of convective dissolution has been, by and large, simple 2D representations

of a homogeneous, isotropic porous media where a.) the CO2-brine interface is represented

with constant concentration top boundary [18, 19, 20] or b.) a fixed volume of CO2-brine

model with a receding interface [21].

The reality, of course, is a two-phase system where the supercritical CO2 sits atop an

aqueous boundary and between the two exists a capillary transition zone where the effects

of capillarity and wettability dictate the distribution of the CO2 and brine meaning

relative permeability effects are important. Additionally, there are swelling effects of the

brine as mass is added in the form of CO2 and so an upward movement of the interface.

The true nature of the interface, therefore, is dramatically simplified for the ease of

experimentation and simulation; however, increasingly these complexities are being taken

into account [22, 23, 24].

At depth in potential geologic carbon sequestration sites, a regime of Ra = 40− 12000 is

the most likely to be expected [16]. A bar chart is presented in Figure 1.3 which complies

38 aquifers from around the world sorted according to the expected Rayleigh number.

These include 11 major saline aquifers in the United States (Ra ∼ 40− 4000, 21 reservoirs

in total compiled in [17]), 13 injection sites in the Alberta Basin (Ra ∼ 40− 400) [25])

and the Sleipner site in the North Sea (Ra ∼ 4000 − 40000, 4 cases depending on the

assumed pressure/temperature conditions [12]). While these estimates must be used with

some precaution due to the intrinsic difficulty in estimating suitable mean permeabilities

and dimensions in heterogeneous reservoirs, the perception is that the condition Ra < 4000

may be typical in many geologic reservoirs.

Another subsurface application is CO2 enhanced oil recovery (EOR) where CO2 is used

to increase the amount of oil which can be extracted from a reservoir. The interaction

between miscible CO2-oil systems which cause a similar density instability where the CO2

rich oil is more dense than the oil [26, 27]. However, CO2 in oil have a higher solubility

limit than CO2-brine so the density difference can be up to 10% [28] indicating that this

could be a much more prevalent phenomenon than CO2-brine mixing. However, only

recently is this becoming a topic of interest with the use of CO2 for enhanced oil recovery.

Interestingly, the CO2-oil mixture density and viscosity profiles have both been shown to
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Figure 1.3: A bar chart representing 38 aquifers around the world according to the expected Rayleigh
number compiled from reported data [17, 25, 12].

be non-monotonic, where, as density increases viscosity decreases [29], as will be shown in

the next chapter these are the characteristics of the model fluid system used throughout

this Thesis. However, much more thorough investigation is required on this topic, as the

fluid properties heavily depend on the oil composition which can vary dramatically from

site to site.

1.4 Convective Dissolution: Regimes and Scaling

Convective dissolution is a process whereby the dissolution of a solute results in a density

driven convective overturn and this is followed by a mixing process known as convective

mixing. The stages of convective dissolution have been categorised into three [25],

five [21, 30, 31, 6], six [8] or even seven [9] independent regimes. However the main ideas

are that convection starts, the fingers grow, and then the convection ceases. The details

of which are determined by the Rayleigh number and initial conditions.

1.4.1 Onset

Instabilities in an initially flat fluid-fluid interface, occur naturally in real systems both in

the field and in the laboratory due to physical imperfections in the interface. These defects

may be caused by variations in porosity, permeability or other structural irregularities.

When simulating this problem the system must be perturbed numerically, and it has

been done via implementing small variations in permeability [32], porosity [30, 33] or

concentration [7] field at the interface. Of course, there is a wide body of literature which

focuses on the sensitivity of the onset time to the specifics of the perturbation and the

37



CHAPTER 1. INTRODUCTION

Figure 1.4: An example of the typical profile for the dissolution rate with respect to time for the convective
mixing process, the data has been adapted from a recent review paper [11]. Snapshots from the simulation
work presented in Chapter 7 are used to illustrate different stages of the process.

analysis methodology employed; Linear Stability Analysis with either the initial-value

approach or quasi-steady state approximation are most widely favoured [11].

However, when thinking about convective mixing, the onset, can refer to either the onset

of the initial instabilities in the fluid interface or the onset of convection where the process

departs from a purely diffusive behaviour. In a recent review [11], the onset of convection

is empirically determined by the deviation from the diffusion-only scenario which fits well

with description and observations by others. Numerically, the transition between pure

diffusion and convection can be described as a function of Ra where the critical time is tc

= a1Ra−2 and the critical wavenumber is kc = b1Ra; a1 and b1 are pre factors dependant

on the initial perpetuation in the system [11]. But, in practical terms, the onset time

compared to the subsequent development of the fingers has been suggested to have little

effect on the eventual long-term trapping of CO2 as the subsequent rate of convection is

much more important [34].

1.4.2 Growth

After the onset of convection, there is some debate about the nature of the subsequent

regimes. Some authors describe a general ’early convective’ regime [18, 25] or simply refer

’fingering’ [9]. Others classify the fingering patterns into different regimes such as ’flux
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growth’ when the process deviates from the classic diffusive time behaviour, characterised

by a linear scaling with the square root of time; the ’merging regime’ when the initial small

fingers merge into larger dominant fingers and the ’reinitiation regime’ where new fingers

form at the interface [8, 35]. However, importantly, all these behaviours are reported

before the plume reaches the bottom of the domain.

The convective mass flux is a tangible metric which quantifies the rate at which CO2 (for

example) dissolves into the brine. There is a characteristic shape of the flux curve which

has been reported for density-driven convection and we show an example of this curve in

Figure 1.4 where we use data adapted from a recent review paper [11] and 2D COMSOL

simulations as illustrations of different stages of the process. Initially, the curve follows

the rate predicted by diffusion. As shown in Figure 1.4 during this diffusion controlled

period the rate of dissolution is consistent with a purely diffusive scenario. Using 2D

simulation results as an example it can be observed that a diffusive boundary layer has

accumulated between the fluids but the finger structures are not yet visible.

At the onset of convection, there is a sharp increase in the flux [8, 35, 11] due to increasing

surface area of the fingers as a result of lateral dispersion. The fingers then continue to

grow and merge together propagating downwards as fresh brine pushes up as visualised

in Figure 1.4. Subsequently, there will be a peak in the rate of dissolution followed by,

at high Ra (> 103) a clear, constant flux regime [36, 6, 5] due to the constant supply of

fingers or at low Ra (< 103) the flux continues to decline [11].

The flux can be non-dimensionalised via the Sherwood number Sh, as shown in Equation 1.3

which is essentially a comparison of convective mass transport, km to diffusion-only

transport, D with the appropriate length scale, H.

Sh =
kmH

D
(1.3)

Thus, by evaluating Sh as a function of Ra, the trapping potential of a given site can

be estimated based on the physical properties such as the permeability. However, the

question then becomes ’What is the accurate Sh- Ra scaling relationship’ and ’Over what

range of Ra is it applicable?’

The answer to these questions is, of course, not straightforward. In the classical problem

of steady-state heat transfer, the scaling proposed is linear in the high Ra range. Many
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experimental studies have aimed to reproduce this scaling for the solute case and focused

on the high Rayleigh number regime (O(Ra) ∼ 104 − 106) [21, 19, 31, 37, 38, 39].

Interestingly these studies have reported sub-linear scaling in the form of Sh = c1Ran,

where c1 ranges from 0.017 to 0.12 and the exponent is 1 where the scaling is linear

and 0.7-0.9 in the sublinear cases. However, this has recently been linked to the use of

analogue fluid pairs with mixture density profiles non-monotonic [34, 40]. These profiles

which will be discussed throughout this thesis are the result of the solutions where the

mixture density is greater than the density of either pure fluid. However, as discussed

in Section 1.3 in reality it is likely that reservoirs have a low Ra and as yet there is no

consensus on the proper scaling due to variations in experimental protocol and modelling

approaches; this will be discussed further in Chapter 3.

1.4.3 Shutdown

Convective shutdown is characterised by the cessation of convection due either to the

saturation of the domain where the recirculation of material is no longer possible or the

exhaustion of the initial reservoir of CO2. So, shutdown can be identified by a rapid

decrease in the convective flux. Only one study discusses regimes after the shutdown of

convection [9] where three additional regimes are observed; slumping, Taylor slumping

and late diffusion. These regimes are strongly linked to the nature of the domain which in

that case represented an inclined stratified trap in a 2D geometry. The unique behaviours

such as accumulation of the heavier CO2 rich brine at the bottom of the domain while

fingers were still being developed leading to late time diffusive behaviours, which were

not previously seen in standard rectangular geometries. Further investigation is needed,

therefore, for non-ideal and 3D systems as it is clear very small changes to the initial

conditions or the nature of the domain can result in radically different regimes.

1.5 Previous Experimental Work

There have been many experimental studies where density-driven convection has been

investigated in the context of GCS. These efforts may be broadly divided into two

categories, namely (i) studies using high-pressure blind PVT cells and (ii) those using 2D
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transparent Hele-Shaw cells. The former can be operated with representative fluids (e.g.,

supercritical CO2 and brine) and the rate of dissolution is typically inferred from pressure

decay [41, 42, 43] and/or changes in weight [44] inside the closed reactor, or is measured

directly by recording the make-up liquid volume needed to maintain a constant pressure

in the system [45]. For data reconciliation, some authors have applied the diffusion

equation with an effective diffusion coefficient [41, 46], while others have used more

rigorous mathematical models that account for both mass- and momentum-conservation in

the liquid phase (and that use the bulk molecular diffusivity) [43, 42]. Results from these

studies consistently show that under the convective regime the mass-transfer rate across

the CO2/brine interface is indeed much faster than that predicted by Fickian diffusion

(with an effective diffusion coefficient that is one to two orders of magnitude larger than

the (bulk) molecular diffusivity, depending on initial gas pressure and salt concentration in

the brine). Unfortunately, the majority of these observations still refer to the dissolution

of CO2 into the bulk brine, and experiments using porous media have just begun [45, 47].

Also, only in rare cases, the experiment enabled direct visualisation of convective patterns

(through an embedded optical side-cell) [43, 44].

1.5.1 Visualisation Protocols

In an early seminal work, [48] photographs of the top free surface of a liquid-saturated

(70× 50× 8) cm3 rectangular beadpack were used to infer fluid movements within the

medium itself; most significantly, the authors demonstrated that cellular structures appear

with length-scale O(l) ∼ 10 cm, which are not possible in two-dimensional settings, as

the latter limit the growth of the plume to two orthogonal directions. These findings

were later confirmed by [49], who used a similar experimental approach and extended

these observations to the regime O(Ra) ∼ 1000. The first images of the convection

pattern within a porous medium were reported only a few years later by [50, 51] using

a shadowgraphic technique and by [52] using Magnetic Resonance Imaging (MRI) for

both regular and disordered packings. In these experiments, observations were limited to

O(Ra) ∼ 100 and to two-dimensions (horizontal flow patterns), and temperature gradients,

rather than dissolution driving the mixing process. Nevertheless, by demonstrating a novel

ability to image the convective process within opaque media non-invasively, these studies

have provided direct evidence that the structure of the medium plays a fundamentally
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important role in the determination of the flow pattern.

More recently, with the renewed intent of visualising the convective process, several

authors have made use of Hele-Shaw cells with or without beads inside, with analogue

fluid-pairs (e.g., methanol and ethylene glycol(MEG)-water [21], water-propylene glycol

(PG) [31, 37, 53, 54], gaseous CO2-water [19, 55] and KMnO4 in water [56, 38]). However,

questions have been raised about the use of colour indicators used to visualise flow [19, 55]

as they were not capturing the details of the fingering patterns. Instead, the Schlieren

technique was proposed, which is extremely sensitive to the refractive index and hence

the densities of fluids [55]. With this technique, colour indicators are no longer required,

but the drawback is that bead packings cannot be used. Instead, the porous media is

represented by a narrow aperture whose width is the reciprocal of which is a proxy for

permeability.

Nevertheless, overall, Hele-Shaw experiments have enabled direct access to local measures

of convection (e.g., wavelength of the instability, vertical plume velocity, plume width

and their statistics) [56, 57]. These experiments have been pivotal in supporting the

significant effort that has been dedicated to the study of density-driven convection in

porous media by means of numerical simulations (see the recent review [11] and references

therein).

Evidence [58, 34, 40] now exist that results using glycol-water analogue fluid pairs may

not be directly applicable to the subsurface CO2/brine system. There are two critical

differences between these analogue fluids and the CO2 brine case i) the analogue is a fully

miscible system; this compared to a situation where solubility is finite (CO2 into brine)

changes the nature of the boundary layer, and so the theory shows this can further enhance

the dissolution [59]. ii) Crossover in the mixing curve can be manipulated. The methanol

and ethylene glycol - water system can be tuned by changing the ratio of methanol to

ethylene glycol. As will be shown in the subsequent chapters this changes the maximum

density of the fluid but also the mass fraction at which the mixture becomes denser than

water. In this case, there is, therefore, a second variable which governs the onset of

the process and the fingering dynamics thereafter [40]. These two factors can result in

the glycol-water system an overestimation of CO2-brine if direct comparisons are made.

Nevertheless, these studies have demonstrated that despite its inherent chaotic nature, the

process of convective mixing can be parametrised in terms of useful macroscopic variables,
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such as the Rayleigh, Ra, and Sherwood numbers, Sh (or its counterpart for heat transfer

studies, the Nusselt number, Nu).

1.6 The Role of Permeability Heterogeneity

The studies discussed in the previous section are all focused on homogeneous porous

media or porous media analogues (Hele-Shaw cells). However, in reality the subsurface

is neither homogeneous nor isotropic. Geological formations form a variety of complex

permeability patterns that range from the pore to the reservoir scale, and this permeability

heterogeneity will have significant impacts on each stage of convective dissolution as the

permeability is a key parameter in the theoretical scaling of onset time, dissolution flux

and shut-down time.

In natural formations, sedimentary layering can cause orders of magnitude differences

in the vertical and horizontal permeability and this can be conceptualised with the idea

of permeability anisotropy. This idea can be readily applied to models by varying the

permeability tensor in different directions.

Many early studies focus on how the onset of convection is influenced by anisotropic

conditions [60, 61, 62, 15, 63] because from a practical point of view it is first critical to

verify (at least theoretically) that the presence of heterogeneity does not suppress the

convective process completely. The consensus is that vertical permeability is the primary

determiner for changes to the onset and rate of dissolution. So as the vertical permeability

is usually lower compared to the horizontal permeability, the instability will be increasingly

stabilised until a purely diffusive regime is reached and convection is halted. Similarly, in

some cases, the flux has been found to scale with the square inverse of the permeability

ratio [60, 62]. Experimentally, it would be challenging to replicate anisotropic conditions

with a bead pack, but in one study the effect of grain size distribution was investigated.

In that study, it was reported that there was have little effect on the dissolution rate but

only when the effects of hydrodynamic dispersion, as a result of larger grain size, are

taken into account [64].

Heterogeneity can be quantified by the Dykstra-Parsons coefficient (DP) where DP = 1 -

k16/k50 where k16 and k50 are the 16th and 50th percentile of a log-normal distribution

of the permeability [61]. So, when DP = 0 there is no variation, and this increases as
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there permeability field becomes more heterogeneous. The behaviours of the fingers were

categorised into three regimes [63]. At DP< 0.2 the fingering behaviour resembles the

homogeneous analogue, but the flux is higher for the heterogeneous case. The second

regime is ’Channelling’ for 0.2 < DP < 0.6 (depending on the correlation length) where

preferential pathways of flow were observed and a flux also slightly higher than the

equivalent homogeneous case. The third regime is at high DP where there is a high

degree of heterogeneity, and the flow becomes dispersive as convection is not observed.

These results were replicated in later works [65, 66]. However, the DP coefficient is a

rather simplistic measure of heterogeneity and takes no account of the spatial distribution

thus the results would be strongly dependent on the correlation length which is not fully

addressed in the literature.

Thin horizontal barrier heterogeneity is another common configuration of heterogeneity

that has been presented in the literature [60, 67]. The thickness of the barrier, the spacing

between the gaps and the distance between layers are all parameters which can be varied

and used to calculate an effective permeability. In general, it was concluded that as the gap

size or the distance between layers is increased, the dissolution flux increases as, similar to

the anisotropic case, the vertical permeability is higher. Furthermore, it was found that

the rate is well approximated by the equivalent homogeneous anisotropic model, indicating

that the flow is determined by the bulk properties and not the specific configuration of

the barriers [68]. However, the onset time is coupled to the barrier configuration and

cannot be scaled with the effective permeability. Both of these assertions have also been

observed in 2D [67] and 3D simulations [69] and will be discussed in Chapter 6.

The final configuration of heterogeneity is at an even larger scale where flow encounters

lithological interfaces. Experimentalists have used bead or sand packs with simple

heterogeneity structures to investigate the effects of large-scale heterogeneity [54, 70, 69].

In one recent study, sand packs have been used in a layered or ‘patch-work effect’ to

imitate the effects of heterogeneity [54]. In the layered case, the results yielded more

slender fingers in the layers of high permeability and a faster formation time compared to

the layers with lower permeability where there was greater lateral finger spreading, and

later onset of convection flowed by a progression of the fingering. These cases highlight

that in very low permeability zones convection is not the dominant mixing mechanism

but can lead to trapping due to immobilisation of the plume. In the chequered case, in
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addition to the previous results, preferential channelling was seen in the path of higher

permeability. These results can be viewed to have some similarity to the Sleipner field

where the mudstone horizons act like areas of low permeability directing the plume and

increasing the surface area for dissolution [53].

Throughout the current literature, there have been calls for experimental observations in

non-homogeneous idealised systems. However, as yet, there are very few experimental

studies on the effect of large or small scale heterogeneity on the process of convective

dissolution. Nor, have there been any 3D observations of the effects of heterogeneity on

convective mixing.

1.7 From 2D to 3D

For the particular problem of convective dissolution it has been argued that the theoretical

linear stability analysis predicts identical wavenumbers for the 2D and 3D case [11]

implying that 3D investigation was not an imperative. The assumption that parallels

could be drawn between the 2D and 3D case along with the computing limitations resulting

in a large body of work in 2D. These models provided a great insight into the fundamentals

of the process where theoretical estimated for the onset and flux could be compared to

numerics. However, these 2D models represent idealised systems with unrealistic boundary

conditions such as constant concentration or infinite boundaries. Recently though, with

advances in technology, there have been a handful of studies which examine convective

mixing in 3D [30, 71, 72, 73]. As the reality of the subsurface can now be incorporated

more fully into the models the need for 3D experimental validation has never been more

great.

However, the convection process in a porous medium is inherently three-dimensional and

concerns have been raised with regards to the limitations of two-dimensional experiments

(or of their numerical counterparts) [49] and to the applicability of the obtained scaling

laws. On the one hand, some authors have proposed that for Ra > 2000, a scaling

relationship exists for the convective mixing process that is universal, both in two- and

three-dimensions [71]. On the other hand, results from numerical simulations suggest

that in three-dimensions the dissolution flux is 25-40% larger than in two-dimensions

[30, 74] and the fingers grow bigger (thus leading to faster penetration) [75]. Experimental
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validation of these findings is still lacking, and, as yet, we have been unable to find any

reports of direct observation of convective dissolution in a real rock sample.

Because of the inherent difficulty of imaging the convective process within an opaque

medium non-invasively, very limited experimental observations exist of density-driven

convection in three-dimensional porous media. In recent work, X-ray CT and the MEG-

brine fluid pair [76] and brine-water fluid pair [39] are used to visualise flow in a 3D

cylindrical cell with an emphasis on the effect of dispersion. They report that mechanical

dispersion strongly affects the finger structure, by resulting in merging of adjacent fingers

and a reduction in the onset time [39] in line with numerical studies which report up to two

orders of magnitude decrease in the onset times by accounting for dispersion [77]. However,

these studies are conducted at length scales on the order of mm with permeabilities and

Ra (5000-16,000) outside the range that is expected in the field.

So, with the increasing computer power and investment in imaging equipment for geosci-

entific applications, the questions of 3D convective mixing may be finally answered. This

thesis aims to shed some light on these questions and fill gaps in the literature.

1.8 Layout

In this thesis we aim to address questions surrounding 3D convective mixing. First in

Chapter 2 we characterise the components and then present the experimental methodology

that will underpin all but one of the subsequent chapters. In all of the experiments,

commercially produced boro-silica beads are used to create an optically opaque porous

media requiring CT scanning to visualise the flow processes occurring due to buoyancy. In

the first part of Chapter 2, the beads are characterised via the micro-CT images where the

particle size distribution, i.e. average bead diameter is obtained along with the porosity.

Both these parameters are vital in determining the correct Rayleigh number. We go on

to characterise the fluids used in the experiments fully; the densities and viscosities of

the pure fluids and the fluid mixtures are presented. We confirm the non-monotonic

mixture curve and report the density difference used to calculate Ra. Next, we describe

the equipment used and the novel protocol established to run and process the data from

these experiments. And finally, a simple diffusion model is presented.

In Chapter 3, we present multidimensional observations of convective dissolution in simple
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porous media using X-ray Computed Tomography (X-ray CT) for the MEG-brine fluid

pair and then the BEG-brine fluid pair in spherical geometry. Together with the recent

work by [39, 76], we provide the first non-invasive determinations of three-dimensional

patterns in opaque, random porous media. Experiments are carried out in the regime

O(Ra) ∼ 1000, and the mixing process is quantified using various metrics, including the

rate of dissolution and effective diffusion coefficients. Observations are compared to the

limiting case of a purely diffusive scenario, which further enables the investigation of a

Sh − Ra scaling law and its comparison with results reported in the literature using a

similar fluid pair.

The work of Chapter 3 is extended in Chapter 4 to explore the effect of the system geometry.

A cube and cylinder are selected as a comparison to the sphere used for the previous

experiments. We supposed that the changing cross section of the bowl was affecting the

flow of the fingers and the three-dimensional nature of the fingers. We hypothesised that

in the bowl the fingers would grow larger and have a greater potential for lateral movement

than in a system with a constant cross section. A similar analysis as presented in Chapter 3

was conducted on each of the experiments carried out in the two new geometries. The

results were compared by way of the mass flux, onset times and shut down times along

with 3D reconstructions at various times. It was found that indeed the geometry has an

impact on the flow behaviours and specifically the macroscopic behaviours of a cube and

the cylinder were always slower than the sphere. We suggest based on the evidence here

that this slowdown of the fingers is due to the smaller more well-defined fingers in the

cube and cylinder. If the finger speed is only a result of the density differential, then the

speed of dissolution should be the same for each geometry. However, we hypothesize that

in the bowl, the fingers a subjected to more lateral dispersion and so this enhances the

speed of mixing. We also observe in this chapter that the macroscopic behaviour is a

function of a changing or constant cross section and not on the precise geometry itself.

In Chapter 5 & 6 we return to the bowl but with the addition of simple heterogeneity

and conduct a systematic review of a single layer of lower permeability in Chapter 5 and

look at the influences of discontinuous heterogeneity in Chapter 6. A new metric, the

Impedance, is introduced to quantify the resistivity of the packing which is varied from

0.3-7 in Chapter 5 by varying the thickness and permeability of the layer. Interestingly

we did not find a clear relationship between the impedance and the rate of dissolution.
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Initially we assumed that as the impedance was increased the rate of dissolution would

decrease however the results suggest that the rate is dependent on how the impedance

was changed (by either changing the thickness of the layer or the permeability ratio)

and not only the absolute value of impedance. If the flow cannot be predicted by the

global measures of impedance it suggests that the flow behaviours are highly localised,

and this also calls into question the validity of other global scaling parameters such as

Ra. However, this assertion is questioned in Chapter 6 where we observe that the rate of

dissolution can be parametrised by Ra using averaged permeability. In Chapter 6 three

cases are considered with increasingly complex patterns; first, two discontinuous layers

are introduced then a patchwork of 3D layers and finally a random permeability field.

The final results chapter presents numerical simulations conducted in a 2D domain

using COMSOL. In the first part of the Chapter the Ra is investigated by changing the

permeability and the dissolution flux and dilution index are compared. A Sh−Ra scaling

law is reported which is surprisingly close to the experimental scaling shown in Chapter 3

and Chapter 6. The second part of Chapter 7 introduces permeability heterogeneity

similar to that used in the experimental chapters.

This thesis concludes with a summary of the significant findings from this work and

proposals for its continuation.
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Chapter 2

Characterisation of Fluids and

Materials and the Experimental

Methodology

This Chapter provides details of the porous medium and the fluid pairs used in the

experiments presented throughout this Thesis. The experimental apparatus is outlined

along with the equipment used and the data processing techniques which are implemented.

Finally, a simple diffusion model is presented.

2.1 Characterisation

2.1.1 Porous Medium

The porous media used in all the experiments presented in this Thesis is a random close

packing of soda glass ballotini (SiLibeads R©, supplied by VWR, UK). We chose to use bead

pack instead of consolidated rocks mainly for reasons of practicality. We saw the bead

pack as a step in between empty hele-shaw cells and a real rock system. Our aim was to

visualise convective mixing in an idealised packing first at ambient conditions. Secondly,

a bead pack is simple to set up and removed many of the complications of pumping liquid

into a consolidated sample whist achieving a flat initial interface. Finally, the bead pack

enabled precise placement of layers with well characterised permeabilities in the later

experimental campaigns.
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The porosity of this type of packing is φ ≈ 0.36 and its permeability, k, is estimated from

the Kozeny-Carman equation which is based on the porosity and the particle diameter dp

k =
φ3d2

p

150(1− φ)2
(2.1)

Figure 2.1: Aviso reconstructions of micro CT x-ray images of SiLibeads R© with an average particle
diameter of a. 522µm b.1044µm. In each image the colours denote individual beads.

Permeability is one of the parameters that is used to calculate Ra and so it is important

that this be accurate. In this case, as the permeability is estimated from these two

quantities, it is important to verify manufacturers specifications for both the porosity

and the particle size of the beads. To that end, dry micro-CT x-ray scans were taken by

Dr. Saurabh Shah with a resolution of 4µm of two of bead sizes used in the experiments

presented in later chapters. Figure 2.1 shows the reconstructed micro-CT images for

a. 0.5mm and b. 1mm beads, these images were prepared by Dr J.P.Crawshaw. Using

Avizo, a commercially available image processing software, the averaged diameter was

estimated and found to be a. 522 µm and b. 10448 µm for each of these samples. This is

fairly close to the manufactures estimate of bead diameter and we can observe there is a

random close packing therefore the assumptions of the Kozeny-Carman are vilified so for

a. kdp,a = 1.9× 10−10 m2 and b. kdp,b = 7.6× 10−10 m2.

2.1.2 Fluids: Methanol and Ethylene Glycol - Brine

Convective dissolution is a process which is underpinned by a small density difference

between two fluids which are lying one atop of the other. The practical applications
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include carbon sequestration and CO2 enhanced oil recovery. These processes occur deep

underground at high temperatures and pressures by using analogue fluids convective

dissolution can be investigated at laboratory conditions. In the literature, the two most

commonly used fluid pairs which have been used to study convective dissolution are the

water-Propleyne Glycol system [31, 37, 53, 54] and the MEG-water system [21, 76]. Both

of these systems have an interesting and useful mixing curve as the mixture of the two fluids

is more dense than either of the constituents across parts of the concentration range. Hence,

the system is initially stable which lends itself to establishing a flat interface between the

fluids. Here, the MEG-water system is used for the majority of the experiments which

are solutions of methanol and ethylene glycol (MEG, fluid 1) and brine (fluid 2). This

fluid pair has many advantages over the PG system as it allows for the density difference,

∆ρmax, to be varied by changing the ratio of methanol to ethylene-glycol and thus by

changing the maximum density difference a range of Ra number can be investigated.

Practically it is necessary to dope fluid 1 with a high atomic weight chemical such as

potassium iodine for visualisation by X-ray CT. However this is will also increase the

density of that fluid so, in order to maintain the proper mixing curve, fluid 2 must also be

doped with a lower weight salt, sodium chloride, which will not be visible to X-rays; this

procedure was first published by Wang et al., 2016. In the case of water-PG, it is possible

to dope the water with KI, but sodium chloride is not soluble in propylene glycol. Thus

MEG was chosen as the surrogate fluid.

In particular, three mixtures of ethylene glycol and methanol (both anhydrous, 99.8%,

Sigma-Aldrich) were prepared that differ in wt% ethylene-glycol, namely 55 wt% (MEG55),

57 wt% (MEG57) and 59 wt% (MEG59). The obtained solutions are subsequently doped

with 9 wt% potassium iodide (KI, ReagentPlus R©, 99%, Sigma Aldrich) to achieve high

X-ray imaging contrast for the experiments. Only one brine solution is used that contains

6 wt% sodium chloride (NaCl, > 99%, Sigma Aldrich) in distilled water.

The density of the pure solutions and their mixtures have been measured using an

oscillating U-tube density meter (DM5000 by Anton Paar) at 20◦C and 1 atm. For each

measurement, approximately 3 mL of the solution was used, and the density was taken to

be the average of three repeated measurements. The obtained density curves are shown

in Figure 2.2 as a function of the mass fraction of MEG, w, where the experimental

values (symbols) are plotted together with fitted polynomial curves (parameters provided
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Figure 2.2: (a) Density and (b) Viscosity curves of the three solution-pairs used in this study, namely
MEG55, MEG57 and MEG59 (solution 1 with mass fraction w) mixed with brine (solution 2 with mass
fraction, 1− w). In both plots, symbols are experimental results, while in (a) the curves represent fitted
polynomials of the form, ρ = a0 + a1w + a2w

2 + a3w
3. Characteristic points on (a) are the maximum

density difference achieved upon mixing (∆ρmax), the corresponding weight fraction of the solution (wmax)
and the point of neutral buoyancy, w0). The values of these parameters are given in Table 2.1.

in the Appendix A2. These curves present a characteristic non-monotonic profile with

a maximum at intermediate MEG concentrations (w = 0.4 − 0.5) and a density larger

than that of pure brine (ρ(w) > ρ2), whereas at larger concentrations (w = 0.7 − 0.9)

the solution becomes buoyant (ρ1 < ρ(w) < ρ2). Error bars are not shown in the figure

because they are smaller than the symbols.

The viscosities of the pure solutions and their mixtures were rheologically characterised

using a Thermo Scientific Haake Mars 60 Modular Advanced Rheometer System and Haake

RheoWin software by Andrew Russell. The fluids underwent two shear rate controlled

tests, both at 20C, sweeping stepwise from 200-10 s−1 and then back up from 10-200 s−1,

in increments of 10s−1. 20 data points were measured per test, with each data point being

measured for 30 s, resulting in a total time of 600 s per shear rate sweep. The resulting

viscosity and shear stress data were collected using the Haake Rheowin software, and due

to the Newtonian behaviour of the fluids, the viscosity values were averaged to obtain

an absolute value for each fluid. The obtained viscosity curves are shown in Figure 2.2b

as a function of wt% MEG, w, where the experimental values (symbols) are plotted. It

is observed that the viscosity of the pure MEG is ≈ 3× larger than the brine. Looking

more closely for each MEG ratio the curves are almost identical until a mass fraction
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of MEG of 0.4 then the curves spilt according to MEG ratio where the 59 is the most

viscous (as it contains the most ethylene glycol) and 55 the least viscous. Unexpectedly,

at a mass fractions of MEG = 0.8, a maximum is observed. This peak is a very unusual

as it indicates non-linearity in the viscosity which has so far not been reported in the

literature nor has this been investigated with respect to the problem of convective mixing.

For the sake of curiosity, the viscosity of the fluids without salts was also measured. In

Figure 2.3 the viscosity of MEG59 with (filled symbols) and without (empty symbols)

the addition of salts is presented. The viscosity of the solutions with salts is consistently

higher than without salt. Therefore, it appears that the addition of salts dampens the

underlying non-linearity in the viscosity mixing curve.

Figure 2.3: Viscosity curves of MEG59 (solution 1 with mass fraction w) mixed with brine (solution 2
with mass fraction, 1−w) with the addition of salt (filled points) and without the addition of salts(empty
points). The points represent experimental data and the lines are fitted curves for clarity.

2.1.3 Fluids: Tertiary Butanol and Ethylene Glycol - Brine

The fluid pair MEG/brine was initially chosen as it allowed for the Rayleigh number range

to be investigated by changing the maximum density difference from the different MEG

ratios. Another fluid-pair under investigation is tertiary butanol (other isomers of butanol

are not miscible with water) and ethylene glycol with water or BEG-water. BEG is used

to investigate the impact of viscosity ratio on the process of convective dissolution.

The density and the viscosity of the BEG-water was characterised by the same method
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Figure 2.4: ((a) Density and (b) Viscosity curves of BEG65 (solution 1 with mass fraction w) mixed with
brine (solution 2 with mass fraction, 1− w). In both plots, symbols are experimental results, while in (a)
the curves represent fitted polynomials of the form, ρ = a0 + a1w + a2w

2 + a3w
3. Characteristic points

on (a) are the maximum density difference achieved upon mixing (∆ρmax), the corresponding weight
fraction of the solution (wmax) and the point of neutral buoyancy, w0). The values of these parameters
are given in Table 2.1.

outlined in the previous section and is presented in Figure 2.4 a&b. A very similar

density curve emerges for the BEG as compared to the MEG system where the mixture

is more dense than either of the constituents. The density difference observed is within

a similar range to the MEG as is the crossover point. The viscosity curve, however, is

completely different. Here no maximum is observed instead a smooth concave transition

was measured.

Table 2.1: Characteristic metrics of the density curves that represent the three solution pairs used in this
study, namely maximum density difference between the two solutions (∆ρmax/ρ2, where ρ2 = 1.040 g/mL
is the initial density of the brine), weight fraction at maximum density (wmax) and at neutral buoyancy
w0. The Rayleigh number, Ra, is calculated from Eq. 1.1 assuming kdp,a

= 1.9× 10−10 m2.

Solution ρ1[g/mL] ∆ρmax/ρ2 wmax w0 Ra

MEG55/brine 1.018 0.4% 0.41 0.68 2150
MEG57/brine 1.025 0.6% 0.47 0.78 3230
MEG59/brine 1.032 0.9% 0.50 0.88 4610
BEG65/brine 1.045 0.85% 0.53 0.8 3900

The key characteristic properties of the solutions are summarised in Table 2.1, together

with estimates of the Rayleigh number, Ra as shown in Eq. 1.1. Where g = 9.81 m/s2 is

the acceleration due to gravity and HB = 10 cm. Other relevant properties include the
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brine viscosity, µ2 = 1.090 mPa.s, and the average diffusion coefficient in the bulk solution,

D = 1×10−9 m2/s. The latter is assumed to be independent of the solution concentration,

based on observations reported in the literature for ethylene-glycol (EG)-water mixtures,

where D = 1.2− 0.75× 10−9 m2/s for wEG = 0− 0.5 [78].

2.2 Experimental Procedure and Imaging

Imaging the three-dimensional behaviour of convective dissolution is one of the novelties

of this work and was only possible with the availability of a medical CT scanner. In this

section, the experimental procedure developed for this purpose is outlined and the two

scanners used to complete this task are discussed.

The majority of the experiments presented in this Thesis have been conducted in a 3 L

acrylic plastic bowl packed with soda glass ballotini (SiLibeads R©, supplied by VWR, UK).

This spherical geometry was selected to reduce imaging artefacts associated with the

acquisition of X-ray tomograms of objects with straight edges, such as a cylinder or cube,

in the Universal systems HD-350 X-ray CT scanner. The bowl is depicted in Figure 2.5; it

has dimensions 18 cm × 150 cm (d×H, where H = HT +HB) and an opening diameter

of 11 cm.

Figure 2.5: Drawing of the experimental geometry used for the convective dissolution experiments.
The bowl is packed with soda glass ballotini (dp ≈ 0.5 mm); the top and bottom sections of the bowl
(HB/HT ≈ 5.5) are initially saturated with MEG and brine solutions, respectively. Other dimensions are:
d = 18 cm, dt = 11 cm and db = 8.5 cm.

The bowl is wet-packed using solution 2 (brine) for about 90% of its volume, corresponding

to height, HB ≈ 13 cm, and it is placed on the bed of the scanning instrument (Universal

Systems HD-350 X-ray CT scanner). A dense slurry of solution 1 (MEG) and beads

are prepared separately and poured in the bowl carefully (HB ≈ 2 cm), to minimise
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disturbances to the interface between the two fluids. The bowl is overfilled to reduce the

volume to trapped air in the MEG layer and levelled before the bowl is covered with a

transparent plastic film which prevents evaporation of the MEG/BEG. Then, the first CT

scan is taken. The time needed to pour the MEG slurry and to complete the first scan

always took less than 2 minutes.

2.2.1 Universal Systems HD-350 X-ray CT Scanner

Prior to this work, the Universal Systems HD-350 X-ray CT scanner was used initially

in the ’stop and go’ mode. An alternative is the ’helical’ mode in which the sample is

scanned continuously as the source and detectors rotate around it. The main advantages

in operating the scanner in the helical rather than the ‘stop-and-go’ mode are that (i)

scanning time is significantly reduced (1-2 min vs 10 min) and (ii) shaking of the beadpack

is minimised.

Table 2.2: The combinations of thickness, index and pitch which were investigated and the corresponding
notation

Thickness Pitch Index Notation
[mm] [mm]

1 1 1 T1I1P1
1 1 2 T1I1P2
1 2 1 T1I2P1
1 2 2 T1I2P2
2 1 1 T2I1P1
2 1 2 T2I1P2
2 2 1 T2I2P1
2 2 2 T2I2P2

However, helical scanning requires four parameters to be set which determine how the data

set is collected. These are the thickness, the index, the pitch and the scanning length. To

quantify and understand the error in the measurements we performed a parameter analysis

where the scanning length was kept constant and the thickness, pitch and index were

varied. The bowl was filled with beads saturated with either water, MEG-KI or NaCl(aq).

Table 2.2 indicates the combinations of parameters used and the notation to denote these.

Then an error analysis was performed based on a method previously published [79]. This

method aims to quantify the error by computing the standard deviation in the voxel
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values; this is achieved by taking the difference of consecutive sets of helical scans and

calculating the standard deviation for the resulting distribution of values.

Figure 2.6: Standard deviation of the measured CT number for the various combinations of scanning
parameters given a coarsening scheme for three fluids; water, 6wt% NaCl solution and 9wt% KI in MEG.

The original voxel size in the x-y plane is 0.458 × 0.458 mm, we then coarsen the images

based on a 5×5 and 10×10 scheme and repeat the process. A 5×5 scheme will result in a

voxel size of 2.29mm × 2.29mm, and a 10×10 scheme will give a voxel size of 4.58mm ×

4.58mm. In this case, we do not coarsen voxels in the x-z or y-z plane.

The collated results are reported in Figure 2.6 and show the standard deviation for the

three fluids of interest with varying parameters and coarsening schemes. It can be observed

that the deviation is higher for MEG saturated bowl at around 100 HU compared to the

NaCl or water which has a standard deviation of about 60 HU. The discrepancy can be

explained as a consequence of higher average CT number of the MEG solution, and so

the absolute number of the deviation is higher. We also observe, as expected, the most
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important factor in reducing the error is coarsening the images. We look at a 5×5 and

10×10 scheme and see a systematic reduction in the error with increasing voxel size.

Also, the uncertainty decreases with increasing slice thickness; this parameter has a strong

effect on measurement precision. We suggest this is because the thicker the slice, the

greater the volume over which the scan is taken leading to a more accurate measurement

of that volume. We choose to match the index with the thickness so that each slice is a

representation of a unique volume. Similarly to avoid interpolation we set the pitch to 1 so

the reconstruction is obtained where no space is left between the helices. This combination

does not result in the lowest possible error but reduces the error while satisfying physical

restraints. The standard deviation reported above translates into approximately 5% error

in the measured values for the coarsened data and a 3.5% error of the 5×5 scheme which

has been most widely used in this work.

Therefore, for the image acquisition, the following set of parameters was applied: field-of-

view (24× 24) cm2; energy level of radiation 120 eV; tube current 150 mA. The scanner is

operated in helical mode with the pitch set to 1, the index to 2, the number of revolutions

to 70 and the total scanning length to 140 mm; this produces 71 2 mm-tick tomograms

per complete scan with a voxel size in the (x− y) plane of (0.4688× 0.4688) mm2. The

entire bowl is scanned every 10− 30 minutes for up to 10 hours thus collecting a total of

about 20 CT scans, each scans took 70 seconds to complete. For subsequent analysis, the

latter are averaged over a 5× 5 rectangular grid to produce (2.3× 2.3× 2) mm3 cubic

voxels, thereby reducing the uncertainty of the CT reading to ±48 HU (corresponding

to an error of approximately 10wt.% on the measured solute concentration at the voxel

level).

2.2.2 Toshiba Aquilion 64 Slice X-ray CT Scanner

New equipment became available partway through the project which resulted in faster

scanning time and less noisy images. The Toshiba Aquilion 64 slice scanner is a refurbished

medical scanner capable of taking 64 simultaneous slices of a given 0.5 mm with each

350 ms revolution. So, a single slice of thickness 0.5 mm is now the average of the 64

detections as opposed to 1 in the Universal Systems scanner. The imaging parameters bare

some similarity between the scanners, namely, the energy level of 120 eV; tube current
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150 mA, a pitch of 1. However, now the acquisition time is 15 s, and image thickness is 1

mm which results in ≈ 160 tomograms per complete scan with a voxel size in the (x− z)

plane of (0.47× 0.47) mm1. The Aquilion has inbuilt reconstruction algorithms relevant

to different body parts here ’Bone High Resolution’ was used as the large dense nature of

the experiments are best compared to imaging bone, and high resolution produced the

best quality images with the least noise. Here the noise after 5×5 coarsening was applied

is ± 31 HU. Also as the time resolution is vastly increased, it was now possible to image

the very early time behaviour, and so in total, there are between 50-60 discrete time data

sets.

2.3 Image Processing

One complete scan takes approximately one minute to complete for the Universal systems

scanner and 15 s for the Toshiba so the obtained 3D reconstructions can be considered as

still-frames of the mixing process at specific times.

In the derivation of the relevant operating equations in terms of CT numbers, the following

assumptions apply: (i) the porosity is constant, and uniform, (ii) volume changes on

mixing the two liquid solutions are negligible and (iii) the CT number varies linearly

with the weight fraction of KI in solution. Assumption (i) is justified in view of the large

size of the voxels (Vvox ≈ 11 mm3 corresponding to about 100 beads for the Universal

Systems scanner and Vvox ≈ 6 mm3 corresponding to about 50 beads for the Toshiba and

to an edge-length/bead diameter of ≈ 5, which corresponds to the REV size typically

assumed for uniform bead packs [80]). Assumption (ii) applies in this study because any

volume change resulting from the mixing between solutions 1 and 2 is very small when

compared to the voxel size (< 0.3%rel.). Because of the small density changes associated

with mixing (< 3%rel.), we can further assume that volume and mass fractions of solute

are approximately equal (see also Figure 2.2b). Assumption (iii) has been verified with

an independent experiment, and the results are reported in Appendix A2. Given these

assumptions, the following equation is obtained where the CT number in a voxel i at

given time t, CTi(t), is expressed as the linear combination of the CT numbers associated
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Figure 2.7: The adopted workflow for image processing. (a) The raw tomogram in terms of CT numbers
(shown is the central slice of the bowl). (b) Reconstruction of the same slice obtained upon subtraction of
scans acquired at different times (shown is the difference between final and initial scans); this procedure
removes image noise and enables the identification of the initial interface between the two solutions. (c)
Conversion of the tomogram to MEG fraction, wi(t), using Eq. 2.4. (d) Reconstruction of the entire bowl
by applying the same methodology to each slice (total scanning length: 14 cm).

with the volume and mass fractions of each of its components:

CTi(t) = φ [wi(t)CT1 + (1− wi(t))CT2] + (1− φ)CTs (2.2)

where CT1 (MEG) and CT2 (brine) are the CT numbers of the pure liquids, while CTs is

the CT number of the glass beads. As explained in the following, the latter conveniently

drops out of the equation upon subtracting scans acquired at different times, while the

CT numbers of the pure fluids can be obtained from a calibration that accounts for the

material balance in the system.

The workflow that has been followed for image processing is depicted in Figure 2.7, where

the central slice taken with the Universal System scanner is shown as an example of

general validity. The raw tomogram is presented in Figure 2.7a and evidences the presence

of significant beam hardening around the periphery of the bowl. Subtraction of tomograms

acquired at identical positions can effectively remove this effect, as shown in Figure 2.7b.

Here, the first (t = t0) and final (t = tf) scans have been subtracted, further enabling

the identification of the original interface between the two solutions. Accordingly, the

volumes occupied initially by solutions 1 (VT, MEG) and 2 (VB, brine) are obtained upon

application of a threshold value (CT = −190 HU in this study) and by counting the the

number of voxels N in each section, i.e. Vi = NiVvox, where i = T,B. The corresponding

total mass of solution 1 and 2 can be readily computed as M1 = φVTρ1 and M2 = φVBρ2.
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At the end of the experiment (t = tf), solution 1 (MEG) has completely dissolved and the

top section of the bowl (VT) contains only solution 2 (brine, ŵT(tf) = 0); the corresponding

value in VB is obtained from the following material balance,

ŵB(tf) =
M1

M1 +M2 − ρ2VT

(2.3)

We note that the attainment of an inverted concentration profile (as opposed to a uniform

distribution) is expected in view of the large difference between the time-scale of convective

fluxes and the diffusive counterpart (Ra > 1000), and the short duration of our experiments

(O(t) ∼ 100− 1000 min) relative to the time scale for diffusion (O(t) ∼ 105 min). The

mass fraction of solute (MEG) in each voxel i in the top, wT,i(t), and bottom sections of

the bowl, wB,i(t), can therefore be computed as follows:

wB,i(t) = ŵB(tf)
CTB,i(t)− CTB,i(t0)

ĈTB(tf)− ĈTB(t0)
(2.4a)

wT,i(t) = 1− CTT,i(t)− CTT(t0)

ĈTT(tf)− ĈTT(t0)
(2.4b)

where CTT,i(t) and CTB,i(t) are the time-dependent CT values in each voxel i, while ĈTB

and ĈTT represent the average of all voxel CT values in the bottom and top sections of

the bowl at the initial and final time (t0 and tf , respectively). The latter are associated

with the CT numbers of the pure liquid solutions and are obtained for each experiment

independently, e.g., for the top section in Eq. 2.2: ĈTT(tf)− ĈTT(t0) = φ(CT2 − CT1) .

Equations 2.4a and 2.4b are applied on a voxel scale (as shown in Figure 2.7c for the

central slice of the bowl) and the operation is repeated for each slice in the bowl to enable

the three-dimensional reconstruction of the temporal and spatial evolution of the process

of convective mixing (Figure 2.7d). As an important component in the analysis that

follows, the temporal evolution of the total mass of solute in each section (top, T , and

bottom, B) is estimated as:
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mB(t) = ρ(wB)VB (2.5a)

mT(t) = ρ(wT)VT (2.5b)

where the density of the mixture is computed from the parametrisation of the curves

shown in Figure 2.2 as a function of the average mass fraction of the solute in the given

section of the bowl, wB(t) or wT(t), which are estimated by using section-averaged CT (t)

numbers in Equations 2.4a and 2.4b.

2.4 Diffusion Model

2.4.1 Changing Cross-Section

The outcomes from each experiment presented in this Thesis are compared to those

associated with a purely diffusive scenario, to quantify any enhancement of mixing

introduced by the convective mixing process. So, the diffusion process is modelled by

the numerical solution of the one-dimensional diffusion equation in a sphere, to closely

represent the geometry used in the majority of the experiments. The equation can be

written as:

A(z)φ
∂c

∂t
=

∂

∂z

(
φDA(z)

∂c

∂z

)
(2.6)

where c is the concentration of MEG in the brine solution, φ is the porosity, D is

the molecular diffusion coefficient, and z and t are the spatial (vertical) and temporal

coordinates. The cross-sectional area can be conveniently described as a function of z, i.e.

A(z) = π(z + h)[d− (z + h)] for −h ≤ z ≤ d− h, where d is the diameter of the sphere, h

is defined so that A(z = 0) = πdt
2/4 and z increases downwards (see Figure 2.5). Eq. 2.6

can be thus simplified further to give,

∂c

∂t
= D

[
∂2c

∂z2
+
∂c

∂z

(
1

z + h
− 1

d− (z + h)

)]
(2.7)
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This partial differential equation is discretised in space using the finite-difference method

with 500 grid points corresponding to a constant width ∆z ≈ 0.3 mm. To this aim, the

space derivatives are approximated using the central difference operator for each internal

node, and a no-flux condition is imposed at each boundary, i.e.

∂c

∂z

∣∣∣∣
z=zt

=
∂c

∂z

∣∣∣∣
z=zb

= 0 (2.8)

where zt and zb correspond to the top and bottom boundaries of the bowl (with diameter

dt and db, as shown in Figure 2.5). The system of 500 ordinary differential equations

is solved in time using the ode15s solver in MATLAB with relative and absolute error

tolerances set to 0.01% and 1× 10−4 g/mL. As shown in Figure 2.5, the following initial

condition applies:

For t = 0 and zt ≤ z ≤ HT : c = c0 = M1/(φVT)

For t = 0 and HT < z ≤ zb : c = 0 (2.9)

where HT and VT are the thickness and volume of the initial MEG layer, and M1 is the

total mass of MEG calculated on an experiment-by-experiment. The mass of MEG in the

top and bottom section of the bowl are computed as follows:

mj(t) = φ

∫ z2

z1

c(t, z)A(z)dz

where for j = T (top), z1 = zt and z2 = HT, while for j = B (bottom), z1 = HT + ∆z

and z2 = zb.

2.4.2 Constant Cross-Section

In Chapter 4 the experimental geometry is changed to investigate the effects on convective

mixing. A cube and cylinder of similar size to the bowl are selected the exact dimensions

will be discussed in later chapters. Unlike the bowl, the cross-sectional area of a cube and
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the cylinder is constant over the length of the container and Eq. 2.6 can be simplified as:

∂c

∂t
= D

(
∂2c

∂z2

)
(2.10)

After which the equation is discretised as described above and the same boundary

conditions applied. The mass is now calculated as follows:

mj(t) = Aφ

∫ z2

z1

c(t, z)dz

A is now a constant and for the cylinder A = πd2/4 where d is the diameter and A = H2

for the cube where H is the height.

2.4.3 Results

The MEG fraction can be plotted for the case of the constant (solid) and changing (dotted)

cross-section for the initial MEG layer(red) and the brine layer(blue) and plotted as a

function of the as a function of the square root of time, t∗ =
√
t and is shown in Figure 4.2.

With the additional term in the changing cross-section case the change of mass is faster

than in the constant case. However, at times scales which are relevant to the experiments

0 < t∗ < 25 the curves are similar.

50 100 150 200 250 300

Time, t* [min1/2]

0

0.2

0.4

0.6

0.8

1

m
j/M

1

Figure 2.8: Relative mass of MEG dissolved in brine, mj/M1, as a function of the square root of time,
t∗ =

√
t for purely diffusive case with a changing (dashed) and constant (dotted) cross-section.
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Chapter 3

Investigating the Effect of Miscible

Fluid Pairs in a Homogeneous

Packing

3.1 Introduction

In this Chapter an experimental study is presented of dissolution-driven convection in a

three-dimensional porous medium formed from a dense random packing of glass beads.

In the first part of the Chapter measurements are made using the model fluid system

MEG/water in the regime of Rayleigh numbers, Ra = 2000 − 5000. X-ray Computed

Tomography is used to image the spatial and temporal evolution of the solute plume

non-invasively. The tomograms are used to compute macroscopic quantities including

the rate of dissolution and horizontally averaged concentration profiles, and enable the

visualisation of the flow patterns that arise upon mixing at a spatial resolution of about

10 mm3. The latter highlights that under this Ra regime convection becomes truly

three-dimensional with the emergence of characteristic patterns that closely resemble the

dynamical flow structures produced by high-resolution numerical simulations. We observe

that the mixing process evolves systematically through three stages, starting from pure

diffusion, followed by convection-dominated and shut-down. A modified diffusion equation

is applied to model the convective process with an onset time of convection that compares

favourably with literature data and an effective diffusion coefficient that is almost two
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orders of magnitude larger than the molecular diffusivity of the solute.

In the second part of the Chapter, MEG is replaced with BEG (butanol and ethylene

glycol) in order to investigate the influence of the viscosity of the top fluid. BEG65 has

a similar density to MEG59 but the viscosity is 16 times larger, as shown in Chapter 2.

It has been well documented that when a less viscous fluid invades a more viscous fluid

characteristic fingers are produces depending on the viscosity ratio of the fluids. This is

known as a Saffman-Taylor instability [81] and has been widely investigated in the context

of oil recovery. In the opposite situation where the invading fluid is more viscous then

the resident fluid the front remains stable; this is been referred to as an inverse Saffman

Taylor problem [82]. In fact, very few studies have been carried out on this topic of viscous

fingering combination with buoyant flow and so this is particular novelty of this thesis.

However, in the case of convective dissolution when using analogue fluid pairs the viscosity

ratio maybe impacting the formation of the fingers. Demonstrated in Chapter 2 MEG is

3 times more viscous than brine. Interestingly, in CO2 storage the CO2 rich brine will be

more viscous than brine and thus the MEG-water case is an accurate representation but

in CO2 EOR the CO2 rich oil maybe less viscous than the resident oil whilst still being

more dense. Therefore it is possible there is an interplay between viscosity fingering and

buoyancy flow, this however is only speculation as there are very few studies, if any, of

the impact of the viscosity on the process of convective dissolution or more importantly

relative viscosities of the analogue fluids. In one paper the suspected influence of the

viscosity difference and viscosity mixing is mentioned when using analogue fluids as they

present with ’significant viscosity variations’ [40]. However, as yet there has not been a

follow up study either numerically or experimentally. Here, the aim is to shed some light

and show for the first time that an inverse Saffman-Taylor situation could be dampening

the formation of the fingers and causing later onset times in the BEG case as compared

to the MEG.

Finally in this Chapter, the experimental observations of convective mixing are compared

against their numerical counterparts of the purely diffusive scenario which enables the

estimation of a non-dimensional convective mass flux in terms of the Sherwood number.

We found that the relationship scales linearly to the Ra where Sh = 0.025Ra for the

MEG case. This is in agreement with observations from both experimental and numerical

studies on solute and thermal convection over the same Ra regime.

66



CHAPTER 3. MIXING IN A HOMOGENEOUS PACKING

3.2 Methanol and Ethylene Glycol

The experimental protocol outlined in Chapter 2 is repeated for experiments with the

three different MEG solutions also detailed in Chapter 2 namely MEG55, MEG57 and

MEG59 and for each solution two repeats have been completed. Parameters that are

specific to each experiment are summarised in Table 3.1 and their estimation is explained

in the following section.

Table 3.1: Summary of experiments conducted in this study. The parameters listed in the table have been
estimated upon following the procedure described in Chapter 2. M1 and M2 are the mass of solution 1
(MEG) and 2 (brine) with estimated uncertainty, σM; VT and VB are the volumes of the top and bottom
sections of the bowl and ŵB(tf) is the mass fraction of solute in the bottom section of the bowl at the
end of the experiment. For each experiment, HT = 2 cm and HB = 13 cm.

Solution M1 [g] M2 [g] σM [g] VT [mL] VB [mL] ŵB(tf)

MEG55/brine 88.7 792.4 4.9 242.2 2116 0.112
97.8 788.7 5.4 267.0 2107 0.124

MEG57/brine 79.4 808.2 5.3 215.2 2159 0.098
72.4 815.3 6.8 196.1 2178 0.089

MEG59/brine 83.3 799.1 7.9 224.1 2134 0.104
103.9 784.0 10.2 279.6 2094 0.133

3.2.1 Extent of Dissolution and Mixing Regimes

Figure 3.1 shows the fraction of solute (MEG) dissolved in brine, mj/M1, as a function of

the square root of time, t∗ =
√
t, for the three MEG solutions. The bowl is separated into

the volume above the initial interface denoted as’top’ and the volume below the initial

interface denoted as ’bottom’. For each system, the dissolved amount has been calculated

for both top (j = T , red symbols) and bottom (j = B, blue symbols) sections of the

bowl independently, and results are reported for two repeated experiments (empty and

filled symbols). Error bars are also shown that have been estimated from the variance

of the computed total mass of MEG, M1(t) = mB(t) + mT(t), and are reported as σM

in Table 3.1. In each plot two sets of curves are also shown that represent (i) modified

logistic functions fitted to the experimental data (solid curves, see A4) and (ii) the purely

diffusive scenario (straight solid lines). The latter are the numerical solutions of the model

presented in Chapter 2.
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Table 3.2: Macroscopic measures of convective mixing extracted from the experiments carried out in this
study. Rayleigh number (Ra), effective diffusion coefficient achieved in the convective regime (Deff), onset
time of convection (tc) and time of convective shutdown (ts). The molecular (bulk) diffusion coefficient
takes the value D = 1× 10−5 cm2/s. The parameters and their uncertainties have been obtained using
standard relationships for weighted linear regression [83].

Solution Ra Deff/D tc [min] ts [min]

MEG55/brine 2150 79± 7 50± 9 363± 38
67± 7 57± 13 423± 54

MEG57/brine 3230 78± 9 32± 9 314± 46
69± 11 21± 9 300± 58

MEG59/brine 4610 115± 22 15± 8 190± 44
105± 20 19± 9 215± 49

Overall, the experiments show good reproducibility and they all delineate a behaviour

that is characterised by three dissolution regimes, namely (i) diffusive, (ii) convection-

dominated and (iii) shut-down. These regimes are associated with a marked change in

the slope of the fitted logistic function and, accordingly, in the rate of dissolution. In

particular, at early times (t∗ < 1− 5 min0.5) all the experiments approach the behaviour

predicted by a purely diffusive scenario, where the dissolved mass grows in proportion to
√

Dt, with D being the bulk molecular diffusion coefficient. With the onset of convection,

the rate of dissolution increases significantly; notably, a second (pseudo-)diffusive regime is

observed, which is denoted in the figure by the black dashed lines with slope proportional

to
√

Defft. The effective diffusion coefficient, Deff , can be readily estimated from the

squared ratio of the slopes of these two (linear) regimes (diffusive and pseudo-diffusive);

the obtained values are summarised in Table 3.2. For the three systems investigated, the

ratio of the effective to the molecular (bulk) diffusion coefficient, Deff/D , takes an average

value of 73± 5 (MEG55), 74± 7 (MEG57) and 110± 15 (MEG59), corresponding to an

enhancement of the rate of dissolution of about two orders of magnitude.

The experimental data confirm the expected positive trend in the onset and subsequent

rate of dissolution with increasing Rayleigh number. The time for the onset of the

convective regime, tc, has been estimated by identifying the point at which the experimental

measurements departs from the model-predicted diffusive line. For each scenario, this point

is denoted in Figure 3.1 by the black circle, which has been obtained upon extrapolation

of the trend predicted by the pseudo-diffusive regime back to mj/M1 = 1; the obtained

values are 54 ± 16 min (MEG55), 26 ± 13 min (MEG57) and 17 ± 12 min (MEG59),
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Figure 3.1: Relative mass of MEG dissolved in brine, mj/M1, as a function of the square root of time,
t∗ =

√
t for experiments conducted with MEG55 (top), MEG57 (centre) and MEG59 (bottom). Two

independent sets of experiments are shown for each scenario (filled and empty symbols). Colours refer
to observations on the top (red) and bottom (blue) sections of the bowl. In each plot, the two sets of
solid curves represent a purely diffusive scenario (straight lines, Eq. 2.7) and modified logistic functions
fitted to the experimental data (equations and parameters given in Appendix). The black dashed lines
are linear fits applied to the time period where the process of convective mixing attains a pseudo-diffusive
regime; the corresponding parameters (Deff , tc and ts are summarised in Table 3.2).

and are additionally plotted in Figure 3.2 as a function of the Rayleigh number, Ra. It

can be seen that our experimental observations compare favourably with results from

numerical studies reported in the literature and summarised in [11], where it is shown

that tc ∼ Ra−2. As can be inferred from the figure, the determination of the time for

the onset of convection is affected by a significant degree of uncertainty (deviations of

up to one order of magnitude are seen among the trends predicted by the numerical

simulations). The latter results from the presence of perturbations at the interface, which

need to be imposed artificially (in numerical simulations) or are naturally introduced by

packing heterogeneities (as it is the case of our experiments). As shown in Figure 3.1, the

convective regime is followed by a gradual slow down of the dissolution rate that eventually

approaches a value near zero. In our system, this shut-down appears, because of the

69



CHAPTER 3. MIXING IN A HOMOGENEOUS PACKING

Figure 3.2: Onset-time of convection as a function of the Rayleigh number for the three scenarios
investigated in this study (symbols). The lines corresponds to a correlation of the form tc ∼ Ra−2

(equation given on the plot) that has been adopted in various numerical studies summarised in [11]
and that use different values of the prefactor a. Other parameters include the height of the domain,
HB = 10 cm and the molecular (bulk) diffusion coefficient, D = 1× 10−5 cm2/s.

depletion of the MEG plume; accordingly, because of the trend in the rate of dissolution

described above, the time to attain convective shutdown (ts in Table 3.2) decreases with

increasing Ra number, i.e. ts = 393 ± 66 min (MEG55), 307 ± 74 min (MEG57) and

202± 66 min (MEG59).

Because it involves convection, the dissolution process is affected by hydrodynamic

dispersion, the extent of which depends on the pore fluid velocity, v = k∆ρg/µ2φ and is

an estimate of the typical finger velocity. For the longitudinal dispersion coefficient, DL ∼

Pe, with Pe = vl/D being the Peclet number and l = dP the characteristic length-scale.

Transverse dispersion tends to diminish the amplitude of the concentration gradients in

the system [76] and is therefore expected to slow down the dissolution process. It has

also been reported the accounting for dispersion in numerical simulations can reduce

the onset time of convection of up to two orders of magnitude [77]. One the one hand,

there seems to be some general consensus that dispersion effects are small on both the

pattern and time-scale of the density-driven dissolution process [7, 35, 84]. On the other

hand, dispersion may be significant locally [31], where density differences are large (∆ρ =

∆ρmax) and whereO(Pe) ∼ 10 in our system. If any hydrodynamic dispersion is present in
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the experiments reported here, this is accounted for in the value of the estimated effective

diffusion coefficient, Deff , that lumps diffusive and dispersive processes together.

3.2.2 Horizontally Averaged Concentration Profiles

In Figure 3.3 are presented vertical profiles of the mass fraction of solute, w, at various

times and for the three systems investigated, namely MEG55, MEG57 and MEG59. The

profiles have been computed upon using CT numbers in Eq. 2.4 that represent the average

of all voxels in each 2 mm-thick horizontal section of the bowl. To facilitate comparison

among observations with different MEG solutions (and, accordingly, Ra numbers), profiles

are shown in the figure for CT scans that have been acquired at similar values of the

dimensionless time, τ = Defft/H
2
B ≈ 0.01− 0.6. Results are also shown in the rightmost

panel of the figure for the purely diffusive case and for which τ = Dt/H2
B. In each plot,

the black solid line represents the position of the interface at the start of the experiment.

The experimental results obtained for different Rayleigh numbers show a significant degree

of similarity in terms of both the temporal and spatial evolution of the dissolved plume:

for τ < 0.08 (red profiles), the MEG/brine interface recedes gradually, while the solute

plume moves downwards in the bowl, because of its larger density as compared to fresh

brine; at τ ≈ 0.1, the pure MEG solution has almost completely dissolved and for τ > 0.1

the solute plume begins accumulating at the bottom of the bowl (blue profiles). Notably,

this results in the reversal of the concentration gradient along the bowl, with the mass

fraction of MEG in brine now increasing with the distance from the top. At the end of

the experiment (τ ≈ 0.7), the mass fraction of MEG increases from w ≈ 0 at z = 0 cm

to w ≈ 0.25 at z = 13 cm. This late-time distribution of the solute differs from the

corresponding profile predicted by the model that describes a purely diffusive scenario

(rightmost panel), where -as expected- the solute reaches a uniform distribution along the

entire length of the bowl. In other words, convection precludes a perfect dilution of the

plume as it moves downwards and the resulting (stable) density gradient once convection

ceases is such that diffusion remains the only mechanism to achieve complete mixing.

Two additional observations arise from the comparison between the experiment and the

diffusion model. First, because density is constant in the model and diffusion is ubiquitous,

the MEG/brine interface doesn’t show the characteristic receding behaviour observed

in the experiments, where ρ1 < ρ(w). In this context, despite being fully miscible with
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brine, the lower density of MEG acts towards stabilising the interface, while maintaining a

much steeper concentration gradient across it. Second, prior to the cessation of convection

the behaviour of the solute plume underneath the interface is indeed similar to the one

observed in the diffusion model, thus supporting the findings discussed above on the

establishment of a pseudo-diffusive regime in the experiments.

Figure 3.3: Horizontally-averaged profiles of the MEG mass fraction, w, as a function of the distance
from the top of the bowl, z. Results are shown for experiments carried out with the three MEG solutions
(from left to right: MEG55, MEG57 and MEG59), while the rightmost panel shows predictions from a
model describing the purely diffusive scenario described in Chapter 2. For each scenario, profiles are
shown at different values of the dimensionless time, τ = Defft/H

2
B (Deff = D for pure diffusion), while

the black solid line denotes the initial position of the interface. The grey-shaded area in the plots with
experimental observations represents a region where image noise precludes a reliable estimate of the MEG
mass fraction.

3.2.3 Three-Dimensional Imaging and Convective Patterns

Figure 3.4 shows three-dimensional reconstructions of the bowl at various times for the

experiments with MEG55 (top row), MEG57 (middle row) and MEG59 (bottom row).

The solute mass fraction, w, has been calculated using Eq. 2.4 and the dimensionless time,

τ , is again chosen to facilitate the analysis and comparison of experiments conducted at

different Rayleigh numbers (τ ≈ 0.008− 0.17). In particular, the following regimes are

identified from the 3D images: at early times (τ < 0.01, first column), a large number

of small-scale finger projections (O(l) ∼ 1 cm) are seen just underneath the MEG/brine
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interface; upon further dissolution (0.01 < τ < 0.1, columns 2-4), the MEG layer continues

to retract and the fingers continue to grow until they reach the bottom of the bowl

(O(l) ∼ 10 cm). Closer inspection of the images is evidence that the mass fraction of

MEG vary considerably among the different finger projections reaching values as high

as w = 0.6 − 0.7 in the centre of some of the fingers. By the time the MEG layer has

completely dissolved (τ > 0.15, last column), the plume has reached the bottom of the

bowl, where the solute accumulates. At this stage of the dissolution process, although

a concentration gradient is still present, the associated density gradient is such that

the system is stable and and further mixing can be achieved only by diffusion (see also

one-dimensional profiles shown in Figure 3.3). We note that the regimes just described are

observed in each experiment conducted in this study and their dynamics are very similar

when the dimensionless time τ is considered. Accordingly, the 3D maps shown in Figure 3.4

evidence a striking similarity in terms of the number of fingers and of their propagation

length. These observations provide further support to the existence of a pseudo-diffusive

regime throughout a large portion of the dissolution process with a characteristic time-scale

τ = Dt/H2
B. . In agreement with previous studies on density-driven convection (e.g., [7]),

we also observe that the number of fingers increases with Ra.

To discuss more in detail the temporal evolution of the characteristic spatial patterns

that are formed throughout the dissolution process, Figure 3.5 show 2D horizontal cross-

sections of the bowl at three vertical positions, namely z = 2.4 cm, z = 7.1 cm and

z = 11.8 cm for the experiment conducted with MEG59 (in each row, time progresses

from left to right). At early times and just underneath the interface (z = 2.4 cm, top row),

a myriad of small protrusions are formed across the entire interface, most of which are

still disconnected. With increasing time, the MEG concentration within the protrusions

increases and bridges are formed, thus creating a structure that is largely connected. A

similar behaviour is observed at a larger distance from the interface (z = 7.1 cm, middle

row), although the numbers of fingers (at early times) and connected structures (at later

times) is now significantly reduced. This decrease is due to the merging of fingers as

they migrate downwards and create a coarser maze structure, where bridges of high

solute concentration (w ≈ 0.2− 0.4) are separated by regions of near-zero concentration.

Again, these structures are strikingly similar to those reported in one of the earliest

investigations of convective mixing in three-dimensions using MRI [52]. The appearance
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Figure 3.4: Three-dimensional reconstructions of the convective mixing process within the bowl, as
obtained from X-ray CT scans. Images are shown in terms of solute (MEG) mass fraction, wi(t), for
three systems, namely MEG55 (top row), MEG57 (middle row) and MEG59 (bottom row), as a function
of the dimensionless time, τ = Dt/H2

B. Voxel dimensions are: (2.3× 2.3× 2) mm3.

at “early” times (t∗ ≈ 11.5 min1/2) of islands of high concentration near the bottom of

the bowl (z = 11.8 cm, bottom row) is evidence that the columnar fingers can migrate

downwards rather independently; notably, the cross-sectional area of these islands is

considerably larger than their counterparts that originate higher up in the bowl due

to the action of transverse dispersion during convection. This is also supported by the

characteristic gradual discolouring of the islands that reflects the presence of an outward

gradient in solute concentration. The overall increase in concentration across the entire

cross-section at later times is due to the accumulation of solute on the bottom of the bowl

and the cessation of the convective process. It is worth pointing out that the emergence

of the multidimensional structures just described is inherently not possible in 2D systems

(e.g., Hele-Shaw cells) and demonstrates the three-dimensional nature of the convective

dissolution process. Because of the size of the system considered (V ≈ 2500 cm3) and

the high resolution of the images (Vvox ≈ 0.010 cm3), the observations presented here are

thus first of its kind and demonstrate the ability of X-ray CT to provide quantitative

information on the temporal and spatial evolution of the solute plume during density

74



CHAPTER 3. MIXING IN A HOMOGENEOUS PACKING

driven convection in opaque porous media.

Figure 3.5: Two-dimensional horizontal flow patterns of convective mixing within the bow for the
experiment with MEG59. The horizontal cross-sections represent three distinct positions within the bowl,
namely z = 2.4 cm (top row), z = 7.1 cm (middle row) and z = 11.8 cm (bottom row). In each row,
time, t∗ =

√
t, increases from left to right. Voxel dimensions are (2.3× 2.3× 2) mm3 and the images are

presented as contour lines of constant MEG mass fraction, wi(t).

3.2.4 Rate of Convective Dissolution and Mass Flux

The rate of dissolution is intuitively a key measure to quantify the enhancement of

mixing (or lack thereof) produced by the convective process that originates from density

instabilities in the system. Of particular interest is its comparison against the rate of

dissolution that results from the action of diffusion and that relies solely on the presence

of concentration gradients in the same system. This comparison is shown in Figure 3.6,

where the dissolution rate observed in the experiments conducted with the three MEG

solutions is plotted as a function of time together with the rate predicted by the diffusion

model described in Chapter 2. With reference to the results presented in Section 3.2.1

(Figure 3.1), the dissolution rate is defined as,

r = −MR

M1

dmT

dt
(3.1)
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where mT and M1 are the current and initial mass of MEG in the top section of the

bowl, while MR = 100 g is a reference mass used to re-establish dimensions and to enable

comparison between the experiments where a different amount of MEG was used (see

Table 3.1). The three solid curves obtained for the MEG solutions have been obtained by

differentiating the logistic functions fitted to the experimental data. To account for the

uncertainty of the experimental observations, 300 additional realisations of the fitting-

differentiation exercise have been carried out by randomly varying the experimental data

within the error bars shown in Figure 3.1; these additional curves are also shown in the

figure and create the colour-shaded regions around the mean curve of each system. It can

be seen that all curves initially follow the trend predicted by the diffusion model (black

solid line) and that they gradually diverge from it as time increases. In particular, the

dissolution rate increases and reaches a maximum before falling off rapidly at late times.

We acknowledge that this behaviour may not be ascribed solely to the effect of varying

Ra, because of the effects introduced by the characteristic shape of the ρ(w) curve of the

three fluid pairs [40]. Nevertheless, the observed trend closely reflects the attainment of

the three regimes discussed in Section 3.2.1, namely diffusive, convection-dominated (or

pseudo-diffusive, with onset-time tc shown by the crosses) and shut-down. As expected,

with increasing Rayleigh number the experimental curves depart sooner from the diffusive

regime and they also reach a larger (and earlier) maximum dissolution rate, rmax. For the

three MEG systems, the obtained estimates are rmax = 0.37± 0.06 g/min (MEG55, at

186 min), rmax = 0.43± 0.06 g/min (MEG57 at 124 min) and rmax = 0.61± 0.11 g/min

(MEG59 at 74 min). Interestingly, in all scenarios the time to reach maximum dissolution

rates is about four times larger than the time required for the onset of convection, i.e.

t(rmax) ≈ 4tc. The black circles in Figure 3.6 represent the rates of dissolution achieved

by diffusion at equivalent (absolute) time and take values rD = 0.033 g/min (MEG55),

rD = 0.040 g/min (MEG57) and rD = 0.052 g/min (MEG59), respectively. We note

that these dissolution rates are approximately one order of magnitude smaller than the

corresponding values achieved in the presence of convection.

We also note that by using a fixed boundary (i.e. the original interface) in our calculations

the amount of MEG dissolved over time is underestimated. Accordingly, one could refer

to a rate of MEG removal, rather than dissolution. This rate of removal combines two

contributions: the rate of change in mass of buoyant solution (which is, effectively, the rate
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of dissolution) and the rate of change in the mass of non-buoyant solution (w < w0). In

our experiments, the latter is expected to be significantly smaller than the former, because,

while some dissolved MEG does accumulate (temporarily) above the initial interface, a

given amount also leaves the volume by convection. This last process is quite fast and

effectively minimizes the accumulation of solute above the interface. Accordingly, in our

experiments the rate of MEG removal approaches the rate of dissolution. The latter is

estimated with an uncertainty in the order of 15-20 %, which we consider to be larger

than any error introduced by using a fixed boundary in the calculations.

Figure 3.6: Rate of dissolution as a function of time for the experiments conducted with MEG55 (blue),
MEG57 (red) and MEG(59) (green). The solid coloured lines are obtained upon differentiating the
modified logistic function fitted to the experimental data (Figure 3.1), while the solid black line is the
numerical solution of the purely diffusive scenario. For each MEG scenario, the colour-shaded region
represents the ensemble of numerical realisations (300) conducted to account for the uncertainty of the
raw experimental data. The cross symbols are the rate of dissolution at the time of the onset of convection
(estimated from Figure 3.1), while the circles represent the time at which the maximum rate of dissolution
is attained.

The Sherwood number, Sh, represents a non-dimensional measure of the convective mass

flux and can be estimated from the ratio of the maximum convective dissolution rate

computed above to the corresponding value in the presence of diffusion alone, while
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accounting for the appropriate length scales, i.e.

Sh =
lH
lD

(dmT/dt)H
(dmT/dt)D

(3.2)

where lH = 10 cm ≈ HB is the characteristic length scale of convective mixing, while lD is

the corresponding value associated with the diffusive process. In this study, the latter has

been chosen to be the thickness of the diffusive boundary layer at the given time (threshold

set to 5% deviation from the baseline) and take the value lD ≈ 1− 2 cm depending on the

system considered. The corresponding estimates of the Sherwood number are therefore

Sh = 57± 10 (MEG55), Sh = 66± 9 (MEG57) and Sh = 96± 17 (MEG59). As discussed

below, these estimates are in close agreement with the corresponding values obtained from

the ratio of the effective-to-molecular diffusion coefficients presented in Table 3.2.

We also note that we do not observe in Figure 3.6 a clear regime of constant dissolution

rate, in agreement with other experimental observations [56]. The reasons for this are

twofold; first, results from numerical simulations [8] suggest that for the range of Rayleigh

number considered in this study (Ra = 2150− 4610) the constant-flux regime is expected

to be relatively short. Secondly, the chosen boundary condition in our experiments

(constant volume of solute as opposed to a constant concentration of solute adopted in

most numerical studies) is such that the limited amount of MEG solution precludes the

attainment of a regime with constant dissolution rate prior to the depletion of the MEG

layer. In this context, we note that both initial conditions and Ra will play an important

role in controlling the dissolution process and the degree of mixing that can be achieved.

3.3 Butanol and Ethylene Glycol

Next we replace methanol with tertiary butanol to investigate the effects of changing the

viscosity ratio between the top and bottom fluids. In this case all other parameters such

as the permeability and height of the brine are kept the same and the same experimental

procedure is followed as outlined previously. Only one BEG ratio (BEG65) is investigated

in the following section and can be most closely compared to the MEG59. The density

difference is comparable and the cross over point into the unstable regime is also similar,

the details of the mixing behaviour can be found in the previous Chapter. As for the
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analysis, as before the geometry is split into two parts which represents the domain above

and below the initial interface and further analysis performed in order to determine key

macroscopic properties.

3.3.1 Extent of Dissolution and Mixing Regimes

Two repeated experiments were performed with the BEG-water system. As before the

mass and volumes in the two sections was computed and is presented in Table 3.3 along

with the variance of the mass and the final mass fraction of BEG in the system.

Table 3.3: Summary of experiments conducted in this study. The parameters listed in the table have been
estimated upon following the procedure described in Chapter 2. M1 and M2 are the mass of solution 1
(BEG) and 2 (brine) with estimated uncertainty, σM; VT and VB are the volumes of the top and bottom
sections of the bowl and ŵB(tf) is the mass fraction of solute in the bottom section of the bowl at the
end of the experiment. For each experiment, HT = 2 cm and HB = 13 cm.

Solution M1 [g] M2 [g] σM [g] VT [mL] VB [mL] ŵB(tf)

BEG65 - 1 87.2 733.5 7.9 232.7 2109 0.113
BEG65 - 2 101.39 811.61 10.2 269.8 2118 0.125

The mass and volume of each sub-domain show some variance but these values are still

within the range seen previously in the MEG experiments.

The BEG fraction dissolved in brine, mj/M1, as a function of the square root of time,

t∗ =
√
t for each of the sub domains, top (j = T , red symbols) and bottom (j = B, blue

symbols) is computed and plotted in Figure 3.7 along with the MEG59 case for comparison.

Here, MEG59 is chosen for the comparison fluid as it the maximum density difference

is the closest match to the BEG system and from Table 3.4 the Ra is almost equivalent.

Again the modified logistics function is fitted and the diffusion curve is plotted. There is

a very good agreement between the two BEG experiments, they present with a similar

trend as the MEG that is characterised by diffusive, convection and shut-down. However

these regimes are noticeably slower for the BEG system and much more comparable to

the MEG55 system. As before it is possible to extract key parameters from this curve

such as the effective diffusion coefficient the onset of convection and the shut-down time;

these values are summarised in Table 3.4, here is included the averaged data for each of

the MEG experiments for ease of comparison.
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Figure 3.7: Relative mass of BEG dissolved in brine, mj/M1, as a function of the square root of time,
t∗ =

√
t for experiments conducted with BEG65-1 (blue), BEG65-2 (red) and MEG59 (black). Filled and

empty symbols refer to observations on the top (filled) and bottom (empty) sections of the bowl. In each
plot, the two sets of solid curves represent a purely diffusive scenario (straight lines, Eq. 2.7) and modified
logistic functions fitted to the experimental data (equations and parameters given in Appendix). The
black dashed lines are linear fits applied to the time period where the process of convective mixing attains
a pseudo-diffusive regime; the corresponding parameters (Deff , tc and ts are summarised in Table 3.2).

The onset time for the BEG65 is 49±10min which is much closer to the MEG55 (54±11min)

and than the MEG59 (17±8min). However, the BEG65 does not follow the behaviour of

the MEG55 at later times, the shut down time for BEG65(482±51min) is almost 100 min

slower than the MEG55(393±46min) and 200 min slower than the MEG59(202±47min).

Interestingly, if we look at the ratio between the onset and shut down times of the MEG59

and BEG65 case we observe the onset time for tc(BEG65) = 2.88tc(MEG59) and the

shutdown time for ts(BEG65) = 2.4ts(MEG59). This indicates that viscosity ratio is

systematically delaying convection but not the rate of convection. It can be observed that

the Deff/D for the BEG65 which is an average of 78±14 fits the positive Ra - Deff/D

trend. However further explanation is require to understand the trends in the onset and

shutdown times which appear not no longer be a function of Ra.

Traditionally, the most important factor should be the density difference of the system,

however in this model fluid system there are other factors which are influencing the process

such as the cross over point between the stable and unstable regime i.e. the mass fraction
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Table 3.4: Macroscopic measures of convective mixing extracted from the experiments carried out in this
study. Rayleigh number (Ra), effective diffusion coefficient achieved in the convective regime (Deff), onset
time of convection (tc) and time of convective shut down (ts). The molecular (bulk) diffusion coefficient
takes the value D = 1× 10−5 cm2/s. The parameters and their uncertainties have been obtained using
standard relationships for weighted linear regression [83].

Solution Ra Deff/D tc [min] ts [min]

BEG65 - 1 3900 79± 11 50± 8 487± 44
BEG65 - 2 3900 78± 16 48± 12 477± 58

MEG55/brine 2150 73± 7 54± 11 393± 46
MEG57/brine 3230 73± 10 26± 9 307± 52
MEG59/brine 4610 110± 21 17± 8 202± 47

at which the fluid mixture becomes more dense than the brine layer. This is important as

it will determine how long it takes for a sufficiently dense boundary layer to accumulate

and the subsequent maximal difference to provide the driving force which should set the

rate of dissolution. In this case the cross over point is similar for the MEG59 and the

BEG65 and so is the maximal density difference, therefore, it should follow that this

process would present with similar behaviours. As this is not the case, this results suggest

there is another factor which is slowing down the process and increasing the onset time.

One potential reason for this is the substantially larger viscosity difference between the

BEG and NaCl(aq) compared to the MEG and NaCl which is 16 times larger as compared

to 3 times. As previously mentioned when a more viscous fluid invades a less viscous fluid

the front is inherently stable. In Figure 3.8 is shown the horizontal reconstructions of

the BEG experiment at various locations in the bowl similar to Figure 3.5 for the MEG

case. Interestingly, there are significant differences between the structures that form in

the two cases. It is immediately obvious that the fingers in the BEG case are much less

well defined as there are no patches of high concentration nor, in fact, isolated islands

which would indicate independent finger growth. From the early times t∗ = 5.6min1/2 the

fingers have merged into large connected structures. One explanation is that as the fingers

begin to form the stabilisation of the viscosity ratio causes fewer larger fingers to form

that can merge earlier. Moving down the bowl at z = 7.1 cm a ring structure has formed

and dominates throughout the course of the experiment. Unfortunately, at z = 11.8 cm

there are many image artefacts as a result of beam hardening at the edges of the bowl and

so the tips of the fingers can not be identified at the outside edge of the geometry. The

artefacts create artificially large fingers where the concentration gradients are not sharp.
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Figure 3.8: Two-dimensional horizontal flow patterns of convective mixing within the bow for the
experiment with BEG65. The horizontal cross-sections represent three distinct positions within the bowl,
namely z = 2.4 cm (top row), z = 7.1 cm (middle row) and z = 11.8 cm (bottom row). In each row,
time, t∗ =

√
t, increases from left to right. Voxel dimensions are (2.3× 2.3× 2) mm3 and the images are

presented as contour lines of constant BEG mass fraction, wi(t).

In general the fingers and are moving slower in the BEG65 case compared to the MEG59,

thus there is more time for lateral mixing and this would explain why the fingers are less

well defined. However, these reconstructions also indicate that the early time connected

behaviour dictates the later structures which are significantly different between the MEG

and the BEG and can be attributed to the viscosity contrast between the fluids.

3.3.2 Rate of Convective Dissolution

The rate of convective dissolution has been calculated in the same manner as described

in Section 3.2.1 and plotted in Figure 3.7 as a function of time and is compared to

the purely diffusive case for the BEG65 case and the MEG59 fluid system. It can be

noted here that there is excellent agreement between the the curves for the two BEG65

experiments. As observed before, the curves initially follow the trend predicted by the

diffusion model until it reaches a maximum rmax = 0.29 ± 0.06 g/min (BEG65-1, at
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190 min), rmax = 0.30± 0.07 g/min (BEG65-2 at 180 min) before rapidly decreasing at

late times. However, interestingly the time for the maximum flux remains four times the

time required for onset which is the same as reported for the MEG system. This suggests

that it is only the onset of the process which is affected by the viscosity stabilisation and

not the speed of the resulting convection.
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Figure 3.9: Rate of dissolution as a function of time for the experiments conducted with BEG65-1 (blue),
BEG65-2 (red) and MEG(59) (black). The solid coloured lines are obtained upon differentiating the
modified logistic function fitted to the experimental data (Figure 3.1), while the solid black line is the
numerical solution of the purely diffusive scenario. For each MEG scenario, the colour-shaded region
represents the ensemble of numerical realisations (300) conducted to account for the uncertainty of the
raw experimental data. The cross symbols are the rate of dissolution at the time of the onset of convection
(estimated from Figure 3.1), while the circles represent the time at which the maximum rate of dissolution
is attained.

Similarly, the Sherwood number allows for a quantitative comparison the maximum flux

and for the BEG system this is Sh = 78± 17 and Sh = 77± 18 respectively. These values

are slightly lower than the MEG59 case but the Rayleigh number also slightly lower so

both MEG and BEG experiments fit well into the positive trend between Sh − Ra as

observed in Figure 3.10. From this a relationship between Ra and Sh can be extracted

where Sh = 0.021Ra. This relationship between Sherwood and Rayleigh will be discussed

further in the following section.
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Figure 3.10: Sherwood number, Sh as a function of the Rayleigh number, Ra. Results from MEG study
are reported (black symbols) and the BEG study (red symbol) along with the equation for a linear trend.

3.4 Impact on Geological Carbon Storage

Observations of density-driven convection are often represented in the form of Sh vs. Ra

plots aimed at identifying scaling laws that can be used to relate laboratory observations

to field settings. The use of these dimensionless numbers is also needed as a means to

compare observations from laboratory studies using different fluid pairs and geometries

(e.g., 2D vs. 3D).

In the final section of this Chapter the results are collated from the MEG experiments only

and compared to the reported scaling from the literature. Although from the previous

figure it appears that the BEG experiments fit along with the MEG scaling in this case,

as there is only 1 data point a more thorough study would be needed to validate this

claim. Therefore this point is omitted for the next comparison.
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Figure 3.11: Convective mass flux plotted in terms of Sherwood number, Sh as a function of the Rayleigh
number, Ra. Results from this study are reported as two sets of data that differ in the way Sh was
calculated, namely as the ratio of effective-to-molecular diffusion coefficients (black filled circles, Table 3.2)
or as the scaled ratio of the maximum dissolution rates (empty symbols, Eq. 3.2). Data from the literature
include measurements using the MEG/brine system on 3D packings (+) [76] and with water/PG in a
Hele-Shaw cell (x) [31, 37]. Sh − Ra correlations reported in those studies are plotted as dashed lines
(equations given in the figure) and the colour-shaded regions represent the uncertainties in the given
parameters [21, 31]. Observations from thermal convection in three-dimensional porous media are also
plotted and include results from both experiments (squares, [49]) and numerical simulations (dash-dot
line, [74]). The bar chart represents the sorting of 38 aquifers around the world according to the expected
Rayleigh number.

In Figure 3.11, we attempt this comparison by presenting the results from this study

(circles) together with a selection of data and correlations found in the literature (details

given in the figure caption). In the figure, the Rayleigh number has been normalised by its

critical value, Rac, defined as the Ra value for which Sh (or Nu in heat transfer studies)

departs from the value 1 [85]. It has been shown by numerous experimental studies that

for convective flow to occur in a porous medium, Ra > Rac = 4π2 ≈ 40 [86]. We also
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purposely focus here on the range R̃a = Ra/Rac = 1 − 300 (Ra = 40 − 12000), as this

is the regime that is more likely to be expected at depth in potential geologic carbon

sequestration sites [16], should the process of convective dissolution occur. We provide

further support to this last observation with the bar chart also shown in Figure 3.11 where

data from 38 aquifers around the world are sorted according to the expected Rayleigh

number. These include 11 major saline aquifers in the United States (R̃a ∼ 1− 100, 21

reservoirs in total compiled in [17]), 13 injection sites in the Alberta Basin (R̃a ∼ 1− 10)

[25]) and the Sleipner site in the North Sea (R̃a ∼ 100− 1000, 4 cases depending on the

assumed pressure/temperature conditions [12]). While these estimates must be used with

some precaution due to the intrinsic difficulty in estimating suitable mean permeabilities

and dimensions in heterogeneous reservoirs, the perception is that the condition R̃a < 100

(Ra < 4000) may be typical in geologic reservoirs.

The data plotted in Figure 3.11 reveal two aspects. First, the available data set is still

quite scarce, particularly for O(Ra) ∼ 1000. A significant body of literature exist on

observations at low Ra values (Ra < 1000, corresponding to R̃a < 25 in Figure 3.11),

including early studies on thermal convection in porous media (see a collection of more

than 100 data points in [20]) and more recent ones on dissolution-driven convection

[56, 54]. Others have focused on the high Rayleigh number regime (O(Ra) ∼ 104 − 106)

[21, 19, 31, 37, 38, 39] and their observations fall outside the bounds of Figure 3.11.

Second, there is a significant degree of scatter among the reported results, which may be

due to the use of 2D vs. 3D geometries, as well as of different model fluids. As discussed

in the following, both aspects contribute to additional uncertainty on the fundamental

behaviour of the dissolution flux and its dependence on the system parameters, such as

the Rayleigh number.

The experiments carried out in the present study (circles) are well within the range

expected in potential CO2 storage sites lie near the identity line, suggesting that in this

regime the dissolution flux increases linearly with Ra as Sh = αRa with α ≈ 1. However,

they disagree considerably with results reported on a supposedly similar experimental

system, i.e. MEG/brine in a packed bed imaged by X-ray CT, for which a significantly

larger dissolution has been reported (α ≈ 4, blue crosses in the figure) [76]. We attribute

this differences to the distinct shape of the density-concentration curve, in particular

with the position of the maximum and cross-over points (wmax and w0 in Figure 2.2),
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which in [76] are shifted towards larger MEG concentration values (wmax ≈ 0.6 and

w0 > 0.9). This further implies that the range of concentration values over which the

MEG solution is no longer buoyant is wider and mixing rate is thus enhanced. This

pattern has been quantitatively demonstrated by means of numerical simulations [40].

It may not be surprising therefore that experimental data acquired on a different model

fluid pair [31, 37], namely propylene glycol (PG) and water (red crosses in the figure), lie

on the opposite corner of the diagram and suggest that the dissolution flux is significantly

smaller (3-4 times when compared to our data at R̃a = 115). In fact, for PG-water mixture

the maximum and cross-over points of the density curve are shifted towards much lower

values (wmax ≈ 0.25 and w0 ≈ 0.5) when compared to the systems above [87] and the

mixing rate is thus expected to be significantly smaller [58]. For the PG-water system the

Sh − Ra correlation was also found to be nonlinear (Sh ∼ Ra0.76, red dashed-line) with

parameters affected by a relatively large uncertainty (as represented by the red shaded

region in the figure). Interestingly, our results seem to follow more closely the correlation

found in another study that used the MEG/brine system with similar density curves [21],

although also in this case the scaling of the flux was found to be nonlinear (Sh ∼ Ra0.84,

blue dashed-line) and the uncertainty on the obtained parameters is admittedly large

(represented by the blue shaded region in the figure).

As anticipated above, one of the key observations from the results obtained in study is the

attainment of a linear Sh ∼ Ra scaling. Interestingly, this behaviour has been observed in

studies on thermal convection in porous media, including observations from experiments

[20] and numerical simulations in both two- [88] and three-dimensions [74]. The latter

are shown in the plot with the dash-dotted line and predict a flux that is approximately

three times smaller than the values observed in this study (α = 0.379).

We note that there is a linear scaling specific to Rayleigh numbers that are relatively small

(Rac < Ra < O(Ra) ∼ 103). In this regime of Ra the linear relationship between Ra and

Sh is based on the assertion that the flux is not dependant on the height of the domain

and only a function of the thin diffusive boundary [21, 36]. However, advective mixing

becomes the dominant control for Ra > O(Ra) ∼ 104 [58, 8, 38] where Sh is expected to

become independent. Most significantly, our data seem to extend the results from one

of the (very) few experimental studies reported in the literature where density-driven

convection was investigated in a three-dimensional porous medium (grey-shaded square
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symbols) [49]. More observations within this important regime of Rayleigh numbers

are needed to corroborate these findings, because at this stage we cannot exclude a

priori that our data are affected by the characteristic density behaviour of aqueous MEG

solutions [40]. Nevertheless, the conclusion can be drawn that in the regime 1 < R̃a < 100

(40 < Ra < 4000) and irrespectively of the chosen model fluid (pair), the dissolution flux

increases linearly with Ra reaching values that are 40− 100 times larger than predictions

based on diffusion alone. In the context of geological CO2 storage, this could result in a

reduction of the time scale for dissolution from ∼ 80, 000 years down to ∼ 1, 500 years in

a 50 m-thick permeable aquifer.

3.5 Summary

We have presented an experimental study on dissolution-driven convection imaged by

X-ray CT in a uniform porous medium with MEG-water and BEG-water as model fluid

pair. We obtain very good experimental reproducibility in terms of macroscopic measures

of mixing, such as onset time of convection, maximum dissolution rate and averaged

concentration profiles. Together with the recent work by [39, 76], we provide the first

non-invasive determinations of three-dimensional patterns in opaque, random porous

media in the regime O(Ra) ∼ 1000. The tomograms reveal the emergence and evolution of

characteristic concentration structures, which are imaged at a resolution of 10 mm3 from

the onset of convection until its shut-down. The experimental observations are compared

to the limiting numerical case of a purely diffusive scenario and are well described by a

relationship of the form Sh = 0.025Ra for Ra < 5000.

In agreement with previous findings, the comparison with results from other experimental

studies are evidence that the extrapolation of observations on analogue model fluids to

the CO2/brine system should be done with caution, due to effects introduced by the

characteristic shape of the density-concentration curve. Another important factor which

has been previously neglected is the viscosity ratio between the fluids. Here, the BEG

system has a significantly larger ratio than the MEG system and produces unique mixing

patterns which heavily influence the integral parameters that we look to extract from

these experiments such as the onset, shutdown times and the dissolution rate. This, of

course, represents an extreme situation that is unlikely to be reproduced in the field, but,
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it highlights, again, the need for caution when using analogue fluids to scale up these

processes. In addition, we contend that similar risks are posed by the use of simplified two-

dimensional systems to mimic a porous medium and to model a process that is inherently

three-dimensional. We also observe that there is a lack of direct experimental observations

in the regime O(Ra) ∼ 100− 1000, where subsurface processes are very likely to operate.

We demonstrate that X-ray CT allows for precise imaging of solute concentrations at a

resolution of about (2× 2× 2) mm3, thus providing highly-resolved spatial and temporal

information on the fundamental behaviour of the convective process. This novel ability

is key towards providing more realistic estimates on the extent of dissolution-driven

convection in natural environments, because their inherent heterogeneity is likely to play

a fundamentally important role in the determination of the convective flow pattern. This

will be explored in the following Chapters.

89



Chapter 4

Investigating the Effect of Different

Experimental Geometries

4.1 Introduction and Geometry selection

The majority of the work presented in this thesis was carried out in a spherical geometry.

This specific geometry was chosen because it reduced the noise and artefacts in the x-ray

tomograms from the Universal Systems HD-350 X-ray CT scanner but part-way through

this project the equipment was upgraded. The new Toshiba 64 slice scanner increased the

speed and precision of the data collection, and it became possible to investigate the effect

of different geometries; namely a cubic and cylindrical vessel. Also, it should be noted

that the time resolution was significantly increased and 3 times the number of data points

were collected.

A cube and a cylinder were chosen as alternative experimentally geometries because these

had been previously used in three-dimensional work have been carried out experimentally

in a cylinder [76, 42] and numerically in a cube [71, 30]. The cube is an obvious choice

because it represents an extension of the idealises rectangular geometry use in so many of

the numerical and experimental studies which used, Hele-Shaw cells, see Chapter 2. The

cylinder has also been used previously with PVT studies and in the micro-CT but these

were both for practical reasons relating the nature of the technique. Also, a cylinder is

almost half-way between the bowl and the cube, the polar coordinates are maintained,

but the cross-sectional area is constant.
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It has been suggested that the bowl enhances mixing process due to the changing cross

section but as yet there is no systematic study of the impact of the geometry on convective

dissolution. So, we aim to tackle this problem and understand the sensitivity of to the

domain shape. Suitable vessels of comparable size to the original bowl experiment were

sourced, the cube has dimensions of (15× 15× 15) cm3 and the cylinder has a diameter

and height of 15cm. A sketch of the three geometries can be seen in Figure 4.1.

Figure 4.1: Drawing of the three geometries. The bowl (left), cube (middle) and cylinder (right). In the
bowl the dimensions are: d = 18 cm, dt = 11 cm and db = 8.5 cm, in the cube HB +HT = 15 cm and in
the cylinder d = 14 cm with a height of 15cm.

4.2 Methodology

The same methodology was adopted from Chapter 2. But, to isolate the effects of the

geometry, the experiments were designed so that they would all have the same Rayleigh

number, Ra = 4610. All the experiments were conducted using the MEG59KI/brine fluid

pair with the same height of brine HB ≈ 10 cm) and the same bead size (dP = 0.5 cm)

were used.

The particular mass and volumes of the MEG-KI and brine used in each experiment are

detailed in Table 4.1; including the estimated uncertainty in the mass, σM and the final

mass fraction of MEG ŵB(tf). The calculations for these can be found in Chapter 2.

As mentioned, the aim was to use similar values for the height of the brine to produce

experiments with the same Ra. Unfortunately, due to experimental error too much MEG

was put into the top layer in the cylinder experiment. In Table 4.1 we see that there is

about 50g more MEG for the cube and the cylinder as compared to the bowl. For the

cube because the volume of the bottom section is also larger than the bowl the final mass

fraction is similar to the bowl. But, the cylinder has a bottom volume 300ml smaller than
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Table 4.1: Summary of experiments presented in this Chapter. The parameters listed in the table have
been estimated upon following the procedure described in Chapter 2. M1 and M2 are the mass of solution
1 (MEG) and 2 (brine) with estimated uncertainty, σM; VT and VB are the volumes of the top and bottom
sections and ŵB(tf) is the mass fraction of solute in the bottom section at the end of the experiment.

Solution M1 [g] M2 [g] σM [g] VT [mL] VB [mL] ŵB(tf)

Bowl 103.9 784.0 10.2 279.6 2094 0.133
Cylinder 161.2 651.4 2.9 434.1 1742 0.247

Cube 157.9 845.4 1.9 424.9 2258 0.187

the bowl, so the final mass fraction is almost twice as large. Unfortunately, however, only

one experiment was performed in the cylinder. However, with this knowledge in mind, we

continue with the analysis and include the cylinder results but focusing on the bowl and

cube.

4.3 Macroscopic Properties

Following the procedure outlined in Chapter 2 and described in Chapter 3, Figure 4.2 was

prepared which shows the fraction of solute (MEG) dissolved in brine, mj/M1, as a function

of the square root of time, t∗ =
√
t, for the three geometrical cases. For each system, the

dissolved amount has been calculated for both top (j = T , circle symbols) and bottom

(j = B, star symbols) sections independently. For simplicity the error bars have been

removed but the variance of the computed total mass of MEG, M1(t) = mB(t) +mT(t),

are reported as σM [g] in Table 4.1. Due to the upgraded scanning equipment, the error

in the measurements is less than half that of the previous scanner. In Figure 4.2 are

presented the modified logistic functions that have been fitted to the experimental data

(solid curves) together with predictions based on a purely diffusive scenario (straight

dotted lines).

Similar to the observations in the bowl, the behaviour for the cube and the cylinder follows

a pattern that can be characterised by three dissolution regimes, namely (i) diffusive, (ii)

convection-dominated and (iii) shut-down. At early times (t∗ < 1− 5 min0.5) all the three

geometries present behaviour predicted by a purely diffusive scenario, where the dissolved

mass grows proportionally to
√

Dt, with D being the bulk molecular diffusion coefficient.

The reason for this is that at these early times the phenomena is dependent only on the
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Figure 4.2: Relative mass of MEG dissolved in brine, mj/M1, as a function of the square root of time,
t∗ =

√
t for experiments conducted in the bowl (black), cube (red) and cylinder (blue). The symbols

refer to observations on the top (circles) and bottom (stars) sections. For each geometry, the dotted
curves represent a purely diffusive scenario (straight lines, Eq. 2.7) and the solid colour coded lines
are the modified logistic functions fitted to the experimental data (equations and parameters given
in Appendix). The black dashed lines are linear fits applied to the time period where the process of
convective mixing attains a pseudo-diffusive regime; the corresponding parameters (Deff , tc and ts are
summarised in Table 4.2).

fluid properties and the permeability which in all cases has been kept constant. The

fluid dependency is confirmed by the estimation of the onset time of convection which is

presented in table Table 4.2 the obtained values are 19± 9 min (bowl), 20± 4 min (cube)

and 23± 2 min (cylinder). Despite a difference in late time behaviour, the onset times

are comparable.

At later times (after the onset of convection) the rate of dissolution diverges between the

geometries during the second ’convection-dominated’ regime. Yet, the second (pseudo-)

diffusive regime is still observed, which is denoted in the figure by the black dashed lines

with slopes proportional to
√

Defft. The effective diffusion coefficient is calculated for

the different geometries and is summarised in Table 4.2. As before these are presented

as the ratio of the effective to the molecular (bulk) diffusion coefficient, Deff/D . It can

be observed that the coefficient for the cube and the cylinder is half that for the bowl,

indicating the mixing in the bowl is happening twice as fast. The convective regime is

followed by shut-down which occurs at a similar time for the cube at 365± 30 min and

the cylinder at 362± 13 min but is approximately 150 min slower than the shutdown time
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Table 4.2: Macroscopic measures of convective mixing for the bowl, cube and cylinder. The effective
diffusion coefficient achieved in the convective regime (Deff), onset time of convection (tc) and time of
convective shutdown (ts). The molecular (bulk) diffusion coefficient takes the value D = 1× 10−5 cm2/s.
The parameters and their uncertainties have been obtained using standard relationships for weighted
linear regression [83].

Geometry Deff/D tc [min] ts [min]

Bowl 105± 20 19± 9 215± 49
Cube 46± 2 20± 4 369± 30

Cylinder 49± 3 23± 2 362± 13

in the bowl.

Figure 4.3 shows three-dimensional reconstructions of the bowl, cube and cylinder at the

various dimensionless times, τ , which is used again to make comparisons between these

experiments. From the reconstructions, the problem of too much MEG in the cylinder

(as described in Section 4.2) is observed as the MEG layer is thicker in the cylinder as

compared to the cube or the bowl.

The same regimes are observed in the cube and the cylinder as seen in the bowl; small

finger projections underneath the interface giving way to fewer larger fingers growing

(0.01 < τ < 0.1, columns 2-4) until they reach the bottom of the domain. Investigating

further, we observe differences between finger structures which are indicative of each

geometry. In the bowl, the fingers at (0.01 < τ < 0.1, columns 2-4) branch outwards from

the initial interface allowing for merging and coalescing of the plumes. In the case of the

cube, however, the opposite occurs. The fingers uniformly form across the initial interface

and the propagate directly downwards with little contact with neighbouring fingers. In

the case of the cylinder, the fingers are less well defined indicating more lateral mixing

but still propagate downwards.

In the bowl, shutdown is caused by the depletion of the MEG plume, and we assume for

that at the final time the initial MEG layer is filled with fresh brine. This assumption may

not be true in the cylinder as at τ > 0.086 there is still MEG in the top layer. At the final

time an artificially sharp interface is observed when τ > 0.1 in Figure 4.3. The assumption

of fresh brine in the top at the final time but the constraint of the high mass fraction in

the bottom causes this unphysical condition in order to conserve mass. However, the τ

scaling provides a reasonable visual match between the cube and the bowl geometries

which furthers the idea that the pseudo diffusive regime is a characteristic property of the
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convective dissolution and a suitable scaling parameter and not a consequence of the bowl

geometry.

Figure 4.3: Three-dimensional reconstructions of the convective mixing process within the cubel(top row),
cylinder(middle row) and bowl(bottom row), as obtained from X-ray CT scans. Images are shown in
terms of solute (MEG) mass fraction, wi(t) as a function of the dimensionless time, τ = Dt/H2

B. Voxel
dimensions are: (2.3× 2.3× 2) mm3 for the bowl and (2.3× 2.3× 1) mm3 for the cylinder and cube.

4.4 Pattern Formation and Evolution

Figure 4.4 shows 2D horizontal cross-sections of the cylinder and the cube at z = 2.5 cm,

below the initial interface and Figure 4.5 shows the geometries again but at z = 9 cm

below the initial interface. In Figure 4.4 and Figure 4.5 similar times are have selected for

the sake of comparison.

Starting with Figure 4.4 for both the cube, initially (t∗ < 10 min) the fingers form very

uniformly over the entire cross-section. Individual fingers merge together to form large

networks of MEG/brine and patches of fresh brine (10 min< t∗ < 20 min). With increasing

time, the MEG concentration within the protrusions increases and bridges are formed,

thus creating a structure that is largely connected. At late times (t∗ > 22 min) the

cross-section is saturated with a mixture of MEG/brine however in the cube the average
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mass fraction is lower and so appears more blue whereas the cylinder is brighter with

patches of high concentration fluid persisting. Previously we noted a strong similarity

between the bowl experimental observations and those reported in an earlier numerical

study, where these connected structures have been described as a maze [71]. However, in

light of the new results in the cube this statement, referring to the bowl, must be revisited

as the comparisons between the simulation and our experiments are extremely similar;

especially as the literature reports in a cube geometry with a system with Ra = 6400

which is very close to that the Ra of the cube.

Figure 4.4: Two-dimensional horizontal flow patterns of convective mixing within cube (top row) and
cylinder (bottom row) at z = 2.5 cm at a given time, t∗ =

√
t. Voxel dimensions are (2.3× 2.3× 1) mm3

and the images are presented as contour lines of constant MEG mass fraction, wi(t).

A similar pattern emerges in the cylinder with many small protrusions are formed across

the entire interface, most of which are initially disconnected. With increasing time, the

MEG concentration within the protrusions increases and bridges are formed. A structure

that is largely connected is created with the highest concentration of MEG forming patches

at the outer edge of the cross-section. In the cylinder, the ’maze’ structure forms much

earlier, and the ring structure develops at late times where fresh brine is pushed up

through the middle, and the higher concentrations of MEG are present on the outside

edge of the cross-section. It is not apparent if the structures observed in the cylinder

area result of the geometry or a result of an improper initial interface. Interestingly the

structures observed in the cylinder are not dissimilar to the patterns observed in the

literature [76] where patches of higher concentration form near the edge as opposed to the

middle. However, further work is needed to verify this observation.
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As time goes on the higher concentration patches within the ring merge and the internal

concentration gradients dilute. This pattern can be readily observed in Figure 4.4 by

comparing the region highlighted by the black boxes. At t∗ = 6 min the concentration at

the centre of the finger is wi 0.6 and this region slowly dilutes and spreads as convection

and dispersion processes occur. An extension to this work could be to quantify the effect

of dispersion using a similar method outlined in the literature [76]. This characteristic

gradual discolouring of the islands can be observed in all geometries.

Figure 4.5: Two-dimensional horizontal flow patterns of convective mixing within cube(top row) and
cylinder(bottom row) at z = 9 cm at a given time, t∗ =

√
t. Voxel dimensions are (2.3× 2.3× 1) mm3

and the images are presented in terms of MEG mass fraction, wi(t). Black box highlighting dilution of a
single finger over time in the cylinder.

In Figure 4.5 a cross-section has been taken lower down the cube and cylinder at z = 9 cm

below the initial interface. At t∗ = 10 min the tips of the fingers reach the plain, in the

cube, this breakthrough is spatially random, but in the cylinder, the fingers first appear

in the centre of the cross-section. A trait common to all geometries is the appearance of

islands of high concentration near the bottom indicating that the columnar fingers can

migrate downwards independently. At the final times for all geometries (t∗ > 20 min)

the finger structure has been smeared by dispersion, and the concentration is relatively

uniform with a few patches of higher concentration.

4.4.1 Number and Size of the Fingers

Now, we quantify the differences in the pattern formation and evolution. First, the images

are simply binarised to measure the number of fingers and the mean area which they
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occupy. A simple thresholding technique is applied where MEG fraction wi(t) < 0.15 is

assigned to brine(blue) and wi(t) > 0.15 to MEG(red). After binarisation, MATLAB

’counts’ the number of distinct connected regions and the area is determined by the number

of pixels within each connected region.

a.

b.

e.

d.

g.

h. i.

f.

a. b. c.

g. h. i.

d. e. f.

c.

Figure 4.6: Percentage occupied by MEG in a cross section just below the interface as a function of
time in the bowl(left) cube(middle) and cylinder(right). The red stars correspond to the binarised
reconstructions in. An example of the binarisation of the two-dimensional horizontal flow patterns of
convective mixing before(top) and after(bottom) a thresh hold of wi(t) > 0.25 = 1 and wi(t) < 0.25 = 0
has been implemented in the cube at z = 2.5 cm at given times, t∗ =

√
t.

Figure 4.6 shows each of the geometries bowl (top), cube (middle) and cylinder (bottom),

the number of fingers (black) and the mean area of the fingers (red) are plotted on the

same graph. For each of the geometries are three examples of the original reconstructions
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of a cross section taken at z = 2.5 cm below the interface and corresponding binarised

image. Each pair of original and binarised images is label a-i so, and they are indicated

on the adjacent plots.

At early times (t < 100min) the number of fingers grows rapidly and peaks at 45 fingers in

the bowl and 55 fingers in the cube, after which there is a general decrease in the number

of fingers. In the cylinder, only 30 fingers are counted in the early time, and this number

remains constant over the times shown. The mean area of the fingers is also gradually

increases during early times and peaks at ≈ 100min for all three geometries but the area

itself is twice as large in the bowl where the average finger size is 400mm2 compared to

200mm2 in the cylinder and 150mm2 in the cube. So as observed in the reconstruction,

e. there are many more, smaller fingers in the cube compared to the bowl, b. where the

fingers are fewer and larger. But, the coarsening dynamics of the fingers are best observed,

in the cube geometry where between reconstruction e. and f. the transition between many

small fingers and few larger fingers is shown. In e. there are 45 fingers with a mean area

of 50mm2 as compared to f. where there are now 30 fingers with a mean size of 160mm2.

Quantifying the pattern formation and the finger evolution in a 3D porous medium is one

of the novel elements of this work. For the first time, these structures can be observed

and mapped over time. These experiments highlight the 3D nature of convective mixing

as these patterns could not form in a 2D system.

4.4.2 Spatial Correlation and Semi-variance

Next, we compute a correlation length which is a measure of order in a system.

2γ =
1

N

∑
[wi(h)− wi(u+ h)]2 (4.1)

In this case, it is used to describe how the concentration field is related to different

positions within a single cross-section. We use an empirical semivariogram according to

Equation 4.1 [89] where the average of the square of the difference between N pairs of

the mass fraction of MEG, wi(u) at location, u, compared to the u + h. Where h, is the

voxel ’lag’ distance in the x or y-direction.

Practically, the mass fraction of each voxel is compared stepwise to the voxel adjacent
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and then the voxel adjacent to that for a distance half the size of the image. This process

is repeated for each row of voxels, and this is considered the x-direction and the same is

done for each column of voxels which is the y-direction.

0 50 100 150

lag distance [mm]

0

0.005

0.01

0.015

0.02
(h

)

correlated uncorrelated

Range

Sill

Figure 4.7: Example of a variograms of a 2D horizontal cross section of the cylinder at t∗ = 3 min1/2 in
the x-direction with a spherical model fit, indicating the correlated and uncorrelated length, the range
and the sill.

The resulting γ is plotted as a function of distance, and a spherical a model is fitted. A

spherical model is a common model used to fit variogram data and is used here to fit the

data. The defining characteristics of this model are the sill and the range which define the

distance at which the data becomes uncorrelated (the range) and the variance associated

with that transition (the sill). In Figure 4.7 the semivariance of a cross-section from the

cylinder experiment at t∗ = 3 min1/2. In this graph, the data is displayed with black

points, and the fitted model is a blue line where the data is correlated and an orange line

for the uncorrelated region. The variability increases until a plateau is reached (the sill)

where the data is no longer correlated. The range is indicated with a vertical black line

and indicates the data has a maximum correlation length of 45mm with a variance of 0.02.

Figure 4.7 is only one example at a single time for one geometry so in Figure 4.8 we show

the variograms at three times for each geometry; bowl (left), cube (middle) and cylinder

(right) in the x-direction (circles) and the y-direction(squares).

At early times(red curves) the correlation length is comparable in the x and y-direction

and is on the order of a cm. For the bowl and the cube, the trend exhibits a cyclical

pattern which is attributed to the small uniformly distributed fingers. Although these
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Figure 4.8: Variograms of 2D horizontal cross section of the bowl(left) cube(middle) and cylinder(right) in
the x-direction (circles) and the y-direction(squares) at three times during the experiments are indicated
in red, blue and black.

are visualised in the cylinder, this is not captured in the variogram. Here, the sill is

reached more quickly than for the bowl or cube. Also, the y-direction sill is slightly

lower indicating some anisotropy in the concentration field. At intermediary times (blue

curves) there is much more variation in the trends. Only the cube shows agreement

between the sill level in the x and y-direction. Again there is some oscillation in the

curves indicating an underlying periodicity in the concentrations, but the frequency is

much lower. This oscillation is in-line with the larger and fewer fingers characteristic of

the middle time behaviour. As observed in the 2D horizontal slices, the cylinder and bowl

present with similar patterns which are also observed in the trends in the variograms.

The presence of a second sill in the cylinder y-direction variogram suggests there is ’zonal

anisotropy’ which somewhat describes the patches of high and low concentration shown

in the reconstructions. The same is true in the bowl but to a lesser degree as the x and

y-direction curves do deviate but not as dramatically as in the cylinder. At late times

(black curves) for all the geometries, the sill is quickly reached as the concentration field

is relatively uniform.

To quantify the differences observed in Figure 4.8 the model is applied to a single cross-

section for each time and the range and sill extracted; this procedure is then repeated

for each geometry. In Figure 4.9 the sill value (left) and the range (right) is plotted as a

function of the square root of time, t∗min1/2 for the bowl (black), cube (red) and cylinder

(blue). The trend in both the sill and the range exhibit similarities between the geometries.

Initially, the sill increases with time as finger the structures grow, and the concentration
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Figure 4.9: The sill (left) and range (right) as a function of the square root of time, extracted from the
variogram fit of the data for a horizontal cross section from the bowl (black), cube (red) and cylinder
(blue).

variance grows. A constant period is observed in the sill values for the cube and the bowl

at times which correspond to the linear region of the MEG fraction plots (see Figure 4.2)

at t∗ = 5 − 15min1/2 for the bowl and t∗ = 5 − 20min1/2 for the cube. The sill value

then decreases back to the initial value. In the cylinder the sill values are higher than

in the bowl or the cube, this indicates there is a larger range of concentrations, which

can be observed in the reconstructions where there are more patches of high and low

concentration.

It can be observed that the range or correlation length increases over time in each of the

geometries. The range increases faster in the cylinder as compared to the bowl and the

cube where the range increases at a similar rate this results in a maximum of 29.6mm

(t∗ = 13.8min1/2) in the bowl, 55.0mm (t∗ = 14.9min1/2) in the cylinder and 52.6 mm

(t∗ = 13.8min1/2) in the cube. After which, the range decreases rapidly for all cases.

Interestingly, the decrease in the sill value and the range coincide with timings of the

shutdown of convection (see Table 4.2) as the mixture homogenises.

Now we look more closely at the cube and bowl, where we observed similar trends in

the sill and the range. There is a similar maximum variance in the bowl and cube which

indicates the variation in concentration fields are comparable despite the different finger

patterns which are observed in the geometries. And, as the variance is constant as the

range increases, it indicates that the fingers are growing larger, but the concentration of

the fingers is not changing. The rate of increase in the range is the same for the bowl
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and the cube until t∗ = 13.8min1/2 where convection shuts down in the bowl. But, for the

cube the correlation length continues to increase at the same rate, peaking at 52.6mm at

t∗ = 19.2min1/2.

In Figure 4.6 the number of fingers were calculated along with the mean area or size of the

finger. In each case, at later times (t∗ > 10min1/2) the number of fingers remains constant

but the average size decreases, together with an increasing correlation length these results

indicate lateral dilution of the fingers. The number of fingers stays the same, but the

size decreases because the outer, diluted surface is no longer counted as ’MEG’ when the

threshold is applied. However, the correlation length continues to increase because the

fingers are smearing together and the distance between two related points is becoming

larger. However, once the sill value begins to reduce, which occurs ≈ 20min prior, the

range also rapidly decreases.

These results show that the evolution of the patterns was prematurely disrupted in the

bowl due to the earlier shutdown time. But, in the cube, we observe the full range

of coarsening dynamics predicted in the literature [71]. It would be interesting as an

extension to properly match these the results in the cube to the simulation.

4.5 Discussion

Ra gives an upper bound for the strength of the buoyant forces compared to diffusive

forces for a given system as Ra uses the maximum density difference possible for a fluid

pair. In practice, the density differences of the fluids are dynamic and dictated by a unique

mixing curve. To understand how this curve controls or effects Ra the instantaneous

Rayleigh number, (RaI) is calculated.

Rainst =
k(ρtop − ρbottom)HBg

µ2φD
(4.2)

The average mass fraction is taken for the top and bottom sections independently and

using the density curve presented in Chapter 2 for the appropriate MEG ratio to compute

the density, ρtop and ρbottom respectively. It is important to note that there is a degree of

numerical mixing which also occurs as a result of this calculation for example at the onset,

only a layer smaller than either domain will have become buoyant. Thus, the estimate
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here is therefore not an upper bound. The calculations are for the entire of each layer and

this may not represent the physics perfectly, however it is an interesting analysis of the

relative driving force of the process. Figure 4.10(left) shows the density profiles of the

top section(circle symbols) and the bottom section (star symbols) for the bowl(black),

cube(red) and cylinder(blue). In each case, MEG59 has been used, so the maximum

density of the top layer is consistent between the geometries.

Initially for all cases RaI is negative as MEG59(ρtop) is less dense than the brine(ρbottom).

As mixing occurs, the density profiles cross and at that point, RaI = 0. A peak is then

observed before RaI becomes negative again. Interestingly, the time of crossover is similar

to the onset time calculated from the deviation of the linear region and the diffusion

curve, which is logical as the only once the top layer becomes heavier than the bottom can

convection start. In a similar fashion the time for shut down coincidences with the second

crossover of the density curves and where is RaI < 0. Both these times, however, are

slightly over and under the estimated times from Figure 4.2. The comparison can be seen

in Table 4.3. The linear fit method under predicts and overpredicts the onset time and

shut down time respectively as it takes the time of intersection between 1 and 0 instead

of where the linear region starts and stops. Also RaI compares the behaviour between

the top and bottom sections whereas the linear fit method relies on only the top curve.

Figure 4.10: Left: Average density for the top (circles) and the bottom (stars) section of the bowl (black),
cube (red) and cylinder (blue) as a function of time. The density is calculated from the measured density
curves presented in Chapter 2 using the average mass fraction of the sub domain. Right: instantaneous
Rayleigh number as a function of time in the bowl (black), cube (red) and cylinder (blue). RaI is
calculated from equation 4.2 where ρtop and ρbottom are taken from the left hand plot.

The interaction between the two sub-domains is important here as it affects the relative

104



CHAPTER 4. EFFECT OF GEOMETRY

strength of the Rayleigh number. Considering that the peak density in the top section is

always constant, it could be argued that the peak in RaI should also always be constant.

Here, it is shown that this is not always true. In the cylinder, due to an initially thicker

MEG layer, the density of the bottom continues to rise as the MEG layer mass fractions fall.

This, counter-intuitively, results in a lower RaImax for the cylinder where RaImax = 3390

compared to the cube where RaImax = 3984. Further work is needed into understanding

how the thickness of the initial MEG layer affects the flow and ultimately the mixing

potential.

Figure 4.11: Rate of dissolution as a function of time for the bowl (black), cube (red) and cylinder(blue).
Obtained from differentiating the modified logistic function fitted to the experimental data (Figure 4.2).
The solid black line is the numerical solution of the purely diffusive scenario. The cross symbols are the
rate of dissolution at the time of the onset of convection (estimated from Figure 4.2), while the circles
represent the time at which the maximum rate of dissolution is attained.

The dissolution rate as defined in Chapter 3. is calculated and shown for the different

geometries in Figure 4.11. Previously, to account for the uncertainty of the experimental

observations, 300 additional realisations of the fitting-differentiation were averaged and

plotted. With the improvements in the equipment and the reduction in the variations,

when the same procedure was applied the agreement between the realisations for the
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Table 4.3: Comparison of RaImax for each of the geometries and the corresponding time. The estimation
of the onset time of convection (tc) and time of convective shutdown (ts) using the linear fit method and
where RaI > 0. Also time of maximum flux as estimated from Figure 4.11.

Geometry RaImax t(Ramax) t(rmax) tc tRac ts tRas

[min] [min] [min] [min] [min] [min]

Bowl 4262 87 73.6 17± 8 20 202± 46 173
Cube 3984 150 140.7 23± 2 28 362± 13 264

Cylinder 3390 133 123.4 24± 2 37 378± 18 242

cylinder (blue) and the cube (red) was much greater than for the bowl (black) as shown

in Figure 4.11.

The trend in the dissolution rate is similar to that presented in Chapter 3. Initially,

the rate follows closely the trend predicted by the diffusion model before diverging to a

maximum (indicated with a black circle Figure 4.11) and then quickly falling off. And,

these trends can be correlated to the regimes of pure diffusion, convection-dominated and

the shutdown of convection. As expected the cube and the cylinder follow similar trends

with a small difference in the time of the maximum dissolution rate; the cylinder, peaking

at 124 min with a maximum rate of dissolution of 0.37g/min and the cube at 140 min

with a rate of 0.34g/min. Now, when we compare the time for the onset of convection, tc

and the time of the maximum rate, t(rmax) is observed for all the cube that t(rmax) ≈ 6tc

and for the cylinder, t(rmax) ≈ 5tc. It should also be noted that RaImax peaks correspond

well with the peak in the flux as noted in Table 4.3.

Throughout this Chapter, the MEG fraction curves, the reconstructions and dissolution

rate have all indicated that convective mixing in the bowl is progressing systematically

faster than the cylinder or the cube. When the Sherwood number is calculated using the

maximum rate and the corresponding diffusive flux it is observed that for the cylinder

Sh = 80 ± 2 and Sh = 79 ± 3 for the cube. Interestingly, values for the Sh which are

lower than the bowl case where Sh = 96 ± 17 but still within the range of the error.

Therefore this suggests that despite the apparent differences in the macroscopic properties,

ultimately the effective enhancement due to convection is not strongly dependant on the

geometry.
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4.6 Summary

The main application of this work is carbon storage, and within any geological formation,

a range of geometries will arise. This work highlights the importance of understanding

how heterogeneity and the formation shape impacts the flow and ultimately the amount

of dissolved CO2. The bowl was originally chosen to overcome practical difficulties in

scanning large dense objects and so was used for much of the work presented in this thesis.

During the conclusion of this project a newer, better scanner became available, and it

became apparent it was possible to investigate a range of geometries.

Macroscopically, it appears the cylinder and the cube are in agreement which would

indicate that either; the changing cross section in the bowl is further enhancing convection

or the effects of the boundaries in the cube and cylinder are impeding the convective

process. But, by analysing the pattern formation, it is clear that each geometry gives rise

to different internal finger structure. It was possible to observe the coarsening dynamics in

the cube and the bowl where initially many small fingers formed which merged and created

larger and fewer fingers. The spatial correlation of the fingers was also investigated, and it

was found that the correlation length of the patterns increases linearly with time until the

shutdown of convection. This is the first time pattern formation has been observed in an

opaque porous medium which has a striking similarity to published simulation results [71].

The final conclusion of this work was that ultimately the Sh is not dependent on the

geometry as for all three cases it was surprisingly close, despite the observed difference in

finger structure and the dissolution rate.
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Chapter 5

Effect of Permeability Heterogeneity:

Single Angled Layer of Lower

Permeability

5.1 Introduction

In this Chapter, the effect of adding a single layer of lower permeability in an otherwise

homogeneous packing on the process of convective dissolution is investigated. The aim

was to produce a quantitative and systematic experimental study on this topic. This is

of particular importance in the field where sedimentation frequently produces a series of

horizontal layers with significantly different permeabilities to the host rock. One such

example is the Sleipner oil field where seismic studies reveal the presents of mudstone

layers, precisely of the nature described [90, 91]. The specific combination of thickness and

permeability ratio can be quantified by the so-called ’Impedance’ (Ω) which represents

the resistance to flow in the system due to the presence of a barrier layer. Impedance is

defined by the ratio of the height or thickness of the impermeable layer, hL and the height

of the entire bottom domain HB divided by the ratio of the layer permeability,kL and the

bulk permeability,k as shown in Equation 5.1

Ω =
hL/HB

kL/k
(5.1)
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This concept was applied to a simulation study on the analogue problem of convective

heat transfer [74] where it was reported that between Ω = 0.1 and Ω = 10 a peak in the

Nusselt number is observed. The Nusselt number is the Sherwood number equivalent for

heat transfer which compares the heat transfer rate to the diffusive rate. Thus, given all

else being equal, a peak in the Nusselt number is a result of an increase in the thermal flux.

In the literature this was partially explained through the concept of flow focusing, wherein,

the breakthrough of the plume through the impermeable layer is at a few, well-spaced

locations so it is ’focused’ or more ’ordered’ [74]. The mechanism by which this increases

the flux is described in the literature as a result of larger and faster moving velocity

fields underneath the low permeability field. Therefore this work aims to determine if an

increase in the solute flux is observed experimentally and whether or not this shows any

links to flow focusing.

5.2 Experimental Apparatus

A very simple form of permeability heterogeneity is a single layer of differing permeability

compared to the bulk. Here, a lower permeability layer is selected, and the complexity

is taken one step further by introducing a 5◦ angle. This incline was implemented to

more accurately represent reservoir configurations as in reality strata are rarely absolutely

horizontal and also for curiosity as previously there have been no imaging studies specifically

looking at a single angled layer in three dimensions. However, in one previous work, a

two-dimensional system with an inclined lithological interface of 10-15◦ was evaluated [54]

and the effects on the plume was mapped over time. The results of that study indicated

an increase in lateral spreading and a decrease in the vertical propagation of the fingers at

the interface. This work will expand on that idea by examining only a single layer instead

of a lithological interface and by varying the thickness of the layer and by comparing a

range of permeability ratios between the layer and the bulk.

Hence, a range of permeability ratios was selected in order to examine a suitable range

of Impedance. In Table 5.1 the thickness and permeabilities of the layers and bulk are

presented along with the corresponding Impedance and Ra. For all cases, the height of the

entire bottom domain, HB, is 12 cm and the top domain is approx 3 cm. For experiments

1-3 two repeats (a and b) were performed so in total there are 10 datasets. The specific
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Table 5.1: Parameters of the thickness of the layer, hL, and the permeabilities of the layer, kL and the
bulk k with the corresponding Impedance, Ω, and Ra for each experiment.

Exp No Ω hL kL k Ra
[cm] [m2] [m2]

1a,b 5.33 4 4.75 × 10−11 7.6 × 10−10 2452
2a,b 1.33 1 4.75 × 10−11 7.6 × 10−10 4359
3a,b 0.33 1 1.54 × 10−10 7.6 × 10−10 7847

4 0.33 1 4.75 × 10−11 1.9 × 10−10 2943
5 0.67 2 4.75 × 10−11 1.9 × 10−10 2452
6 2.08 1 7.59 × 10−12 1.9 × 10−10 1226
7 4.17 2 7.59 × 10−12 1.9 × 10−10 736

experiments can be separated into two parts based on the bulk permeability k. Experiments

1-3 were performed with a larger background permeability (k = 7.6 × 10−10 m2) than

experiments 4-7 (k = 1.9 × 10−10 m2 ). As before, we define VT as the volume of the

initial voxels containing MEG and VB as the voxels below the initial interface containing

brine, these will be referred to as ’top’ and ’bottom’ sections.

Figure 5.1: Drawing of the experimental geometry with the addition of a single angled layer of lower
permeability. The layer has a thickness, hL = 1, 2 or 4cm and permeability, kL the height of the region
above the layer, ht = 4cm with permeability, k and the height of the bottom, hb varies in accordance
to the thickness of the layer also with permeability, k. The bowl is packed with soda glass ballotini of
differing sizes resulting in different permeabilities of the regions as specified in Table 5.1.

The thickness of the layer, hL is set to either 1, 2 or 4cm using a bead that provides a

lower permeability,kL, than the background permeability. k. Figure 5.1 is a sketch of this

system where ht is the height of the region above the layer and is constant throughout

all the experiments. So, when the thickness of the layer has increased the height of the
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region below the layer, hb decreases.

kavg =
HB

ht/k + hL/kL + hb/k
(5.2)

Ra for these cases will be calculated using the harmonic-averaged permeability according

to Equation 5.2

A similar procedure was used to prepare and run the experiments as outlined in Chapter 2.

However, to create the angled layer, the bowl was packed on a wedge with a 5◦ angle.

Initially, the bowl was wet packed with the background beads in a 6 wt% NaCl solution to

a height of hb. By process of gentle shaking and tapping an even angled surface of beads

was created. On to which the small beads were carefully distributed to build up a layer of

height hL. Once an even layer of small beads is established the final layer of background

beads is packed up to a height of ht. At this point, the bowl is taken off the wedge, and

the wet packing continues until a horizontal interface is produced. The MEG-KI slurry

was prepared as before, and the experiment is started in line with the methodology set

out in Chapter 2.

5.3 Macroscopic Properties: Experiments 1-3

First we consider experiments 1-3, the common theme of which is the background per-

meability of 7.6 × 10−10 m2 and in each case two repeats were undertaken. Table 5.2

lists the parameters for each experiment along with the error in the measurement for

each experiment. Exp1, which has the highest Ω is the only experiment performed with

the old scanner, and so the error is inherently greater, and there are fewer data points.

The average estimated uncertainty for the mass in experiment 1 is 9.95 g compared to

exp 2 and 3 where the average is 1.95 g and 2.7 g respectively. Here, it should also be

noted that experiment 2 and 3 were run using MEG57 whereas all other experiments

were performed with MEG59. The density curves and associated density differences are

outlined in Chapter 2.

Next, using the same method as outlined in Chapter 3 the MEG fraction is calculated

and plotted in Figure 5.2 for the top (red) and bottom (blue) section as a function of the

square root of time for exp 1 (triangles), exp 2 (squares) and exp 3 (circles) and results
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Table 5.2: Summary of experiments reported in this Chapter. The parameters listed in the table have
been estimated upon following the procedure described in Chapter 2. M1 and M2 are the mass of solution
1 (MEG) and 2 (brine) with estimated uncertainty, σM; VT and VB are the volumes of the top and bottom
sections of the bowl and ŵB(tf) is the mass fraction of solute in the bottom section of the bowl at the
end of the experiment. For each experiment, HT = 3 cm and HB = 12 cm.

.

MEG M1 [g] M2 [g] σM [g] VT [mL] VB [mL] ŵB(tf) Deff/D

Exp 1a 59 139.1 716.1 11.3 374.2 1912 0.194 36
Exp 1b 59 153.3 701.7 8.7 412.6 1874 0.218 37
Exp 2a 57 98.6 942.9 1.5 267.3 2518 0.105 228
Exp 2b 57 87.6 979.1 2.4 237.4 2615 0.099 222
Exp 3a 57 142.1 814.8 3.8 385.2 2176 0.174 168
Exp 3b 57 98.3 943.2 1.6 266.5 3519 0.104 158

Exp 4 59 131.1 823.8 2.8 352.7 2200 0.159 91
Exp 5 59 134.6 823.4 2.8 362.2 2199 0.163 123
Exp 6 59 127.9 830.1 1.4 344.3 2217 0.154 103
Exp 7 59 129.2 828.8 1.8 347.8 2213 0.156 95

are reported for two repeated experiments (empty and filled symbols). Also on this plot is

the modified logistic fit (the parameters of these can be found in Appendix A4) for each

experiment. In general, and as seen previously, there is a good reproducibility between

the repeats but the trend deviates from the sigmoid curves presented in previous Chapters

for exp 1 and 2.

Looking more closely, at very early times, t∗ < 2 min0.5 all experiments converge towards

to the diffusive limit. The average onset times are estimated as 0.93± 4.4 min for exp 1,

2.5± 1.1 min for exp2 and 2.9± 1.5 min for exp 3 which indicates that the onset in exp 1

is 2.9× faster than exp 2 or 3. This trend is somewhat consistent with the homogeneous

experiments presented in Chapter 3 where the onset was 1.5× faster between the MEG59

and MEG57, and here MEG59 is used in exp 1 and MEG57 used in exp 2 and 3. However,

future work may include investigating onsets times in more detail as the inherent error in

the measurements and insufficient time resolution allows for only rough estimates of onset

time for exp 1.

The slope in the linear region of the trend was previously an indicator of a secondary

(-pseudo) diffusive process related to finger growth, here we can use this metric to quantify

the relative speed of the dissolution. At intermediary times 3 < t∗ < 8 min0.5 there is a

crossover between the curves. Exp1 which had the quickest onset time is now the slowest,

where average Deff/D = 36.5 which is 5 times slower than exp 2 (Deff/D = 225) which is
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progressing the fastest.

The trends presented here suggests that the dissolved amount and the Impedance are

not linearly correlated but that the rate of growth of the fingers appears to oscillate

as Impedance increases. Only at later times, t∗ > 8min0.5 do the trends in the curves

establish themselves according to the Impedance. Shut down in experiment 3 which has

an Impedance of 0.33 quickly reduces the MEG fraction close to 0 while a long tailing

persists for exp 1 and exp 2.
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Figure 5.2: Relative mass of MEG dissolved in brine, mj/M1, as a function of the square root of time,
t∗ =

√
t for experiments conducted with Exp1 (triangle symbol), Exp2 (square symbol) and Exp3 (circle

symbol). Two independent sets of experiments are shown for each scenario (filled and empty symbols).
Colours refer to observations on the top (red) and bottom (blue) sections of the bowl. In each plot,
the two sets of dotted curves represent a purely diffusive scenario (straight lines, Eq. 2.7) and modified
logistic functions fitted to the experimental data (equations and parameters given in Appendix).

5.4 Experiment 4-7

The analysis now focuses on Exp4-7 where multiple tools are used to understand the

impact of the layer heterogeneity better.
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5.4.1 Macroscopic Properties

Exp 4-7 experiments represent a systematic increase in the Impedance for a constant

background permeability of 1.09 ×10−10 m2. The Impedance is increased by using two

different permeabilities of the barrier layer 7.59 ×10−12 m2 and 4.75 ×10−10 m2 and by

using two different thickness of either 1 cm or 2 cm.
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Figure 5.3: Relative mass of MEG dissolved in brine, mj/M1, as a function of the square root of time,
t∗ =

√
t for experiments conducted with Exp4 (filled square symbol), Exp5 (empty square symbol) and

Exp6 (filled circle symbol) Exp7 (empty circle symbol). Colours refer to observations on the top (red)
and bottom (blue) sections of the bowl. In each plot, the two sets of dotted curves represent a purely
diffusive scenario (straight lines, Eq. 2.7) and modified logistic functions fitted to the experimental data
(equations and parameters given in Appendix).

The MEG fraction curves for the top (red) and bottom (blue) section are plotted in

Figure 5.3 as a function of the square root of time for exp 4 (filled squares), exp 5 (empty

squares), exp 6 (filled circles), exp 7 (empty circles). Interestingly two distinct trends

appear on this graph, one which is similar to the homogeneous case with a regular sigmoid

curve and the other presents with a long tailing at late times similar to exp 1 and 2. As
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in the previous figure, the experiments with the lower Impedance (exp 4 & 5) follow a

sigmoid trend similar to the homogeneous case and those with a higher Impedance (exp 6

& 7) exhibit a tailing behaviour at late times t∗ > 15min0.5. The increased Impedance

causes compartmentalisation of the plume, saturation of the leading to a slower dissolution

of the MEG; this will be discussed further in Section 5.4.2.

However, after the onset of convection, which occurs at a similar time for all 4 experiments,

(16.8± 2, 15.1± 2, 20± 2 and 14.5± 3 min for exp 4-7) the curves diverge at two separate

rates. Exp 5 & 7 appear to progress noticeably faster than exp 4 & 6 at intermediary

times, 5 < t∗ < 12 min0.5. By comparing Deff/D as presented in Table 5.2 the coefficients

do not follow the same trend. Exp 4 has a Deff/D = 91 with an Impedance of 0.33. When

the Impedance doubles (exp 5) then Deff/D increases by a factor of 1.35. But, when the

Impedance is increased further to 2.08 and then doubled to 4.17 (exp 6 and 7) Deff/D

there is a decrease of Deff/D by a factor of 0.92 . The commonality between exp 4 & 6

and 5 & 7 is not the permeability ratio but the height of the impermeable layer. What

is more unusual is that exp 5 & 7 (the faster experiments) have, the thicker 2cm layer.

The implication is that for a given permeability ratio, the thicker the layer, the faster

convection takes place and would suggest that the nature of the underlying reservoir has

an impact on the formation and evolution of the fingers.

Both Figure 5.2 and Figure 5.3 suggest that the speed of the convection dominated regime

is not linearly correlated with Impedance. This behaviour has been shown for both the

cases where Ω is increased by either increasing the permeability ratio (exp 1-3) or the

thickness of the barrier layer (exp 4-5 and exp 6-7). We recognise here that one weakness

of this work is that the dynamics underneath the layer. An alternative method that should

be perused in the future is to separate the bottom domain further into sub-domains based

on permeability. This would allow the solute to be tracked through the sub domains the

residence time could be plotted as a function of permeability.

5.4.2 Two-Dimensional Reconstructions

Looking more closely at the finger structure further insights can be gleaned into the

cause of the differing rates observed in the MEG fraction curves shown in Figure 5.3.

Five central cross sections at similar times are presented in Figure 5.4 for each of the
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experiments 4-7 so that the times chosen can be directly compared to Figure 5.3.

Figure 5.4: Two dimensional reconstructions of the central vertical slice. Each row represents one of exp
4-7 and time, t∗ =

√
t, increases from left to right. Similar times have been selected for each experiment.

Voxel dimensions are (2.4× 2.4× 1) mm3.

Column 1 represents the early time t∗ ≈ 5min0.5 where the fingers have just formed. At

this point the MEG fraction curves are still moving at a similar rate which is reflected in

the reconstructions; a similar number of fingers have formed, and they have penetrated

a similar depth into the bowl for each case. In the second column, t∗ ≈ 7.5min0.5 the

MEG fraction curves have now diverged and exp 5 & 7 are progressing more quickly than

exp 4 & 6. From the reconstructions, this can be explained by the apparent finger width

and penetrated depth. First comparing exp 4 & 5, the fingers in exp 5 have (in this

cross-section) fewer fatter fingers compared to exp 4 where the fingers are still uniformly

sized and distributed. Next comparing exp 6 & 7, the solute plume has already come into

contact with the layer in exp 7 and is beginning to pool and merge at the interface, in,

exp 6, however, the fingers are still distinct and have not reached the barrier. In general,
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there are strong similarities in the finger structure between exp 4 & 6 whereas exp 5 &

7 present unique evolutions of the plume. This result suggests that there is more than

one mechanism for increasing the rate of dissolution. It also suggests that as the rate

of dissolution is determined before the fingers ’touch’ the layer and the resistance of the

packing impacts the global flow structures and not only the local flow field.

Column 3 represents a time t∗ ≈ 11min0.5 which is just before the tailing behaviour is

observed in the Figure 5.3 for exp 6 & 7. The region above the barrier is becoming

saturated with MEG and the fingers pool and merge, but there is still some MEG in the

initial reservoir. The opposing behaviour is observed in exp 4 & 5 where the individual

fingers are still visible. However, the penetration depth of the plume is similar for all

cases and in none of the cases have the fingers broken through the layer. Therefore it can

be said that the process is faster in exp 5 & 7 as more MEG must have dissolved from the

initial layer.

In the fourth column the flow has interacted with the barrier for all cases and at some

points broken though. At t∗ = 16.5min0.5 in exp 5, a few dominant fingers have developed

and are focusing the flow as described in the literature [74] as compared to exp 4 where

more fingers are less ordered. At late times t∗ > 20min0.5 the finger structures persist

for the lower Impedance cases but the concentration has been smeared out, and there is

some evidence of pooling of MEG at the bottom of the bowl. For the cases with a higher

Impedance, there is an accumulation of MEG above the barrier layer which is consistent

with figure 5.3 as the rate slows significantly and there is a long tailing observed.

Although this reconstruction help to understand the observed macroscopic behaviours, the

analysis is largely qualitative. Further investigation via simulations would give a greater

insight into this behaviour through analysis of the velocity fields and by considering a

greater range of Ω. This trend will be discussed in more detail in Chapter 7.

5.4.3 Horizontally Averaged Concentration Profiles

In Figure 5.5 are presented the vertical profiles of the mass fraction of solute, w, at

various times for exp 4-7 which have an Impedance of 0.33, 0.67, 2.08 and 4.16. Similar to

Chapter 3 the profiles represent the average of all voxels in each 2.5 mm-thick horizontal

cross-section of the bowl and are shown as a function of the square root of time. In
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Figure 5.5: Horizontally-averaged profiles of the MEG mass fraction, w, as a function of the distance
from the top of the bowl, z. Results are shown for the four experiments with different Ω (from left to
right: Ω = 0.33, 0.67, 2.08 and 4.16). For each scenario, profiles are shown at similar values of the square
root of time, t∗ =

√
t.

general, the time evolution of the plume is similar for each of the cases. First and as

also observed in the homogeneous case (Chapter 3) it is observed for each case that the

MEG/brine interface recedes gradually. At early times (blue curves) material begins to

build up below the interface in the region above the barrier layer which is approximately

2-6cm from the top. The effect of the layer causes a ’bump’ in the concentration profile as

the less permeable layer is preventing the movement of the plume.

At intermediate times (yellow and orange curves) for each experiment, the region above

the barrier contains a fairly high concentration of MEG. However examining the trends in

more detail the ’bump’ has a higher maximum concentration for Ω > 2 where w ≈ 0.4

compared to Ω < 2 where w ≈ 0.3. This observation is a result of the solute accumulated

in the top region where the fingers merge and pool as the plume has yet to pass through

the layer. Another feature of the region above the barrier is that the concentration is not

uniform. There is a gentle increase in the mass fraction between the 2.5 to 6cm from the

top, and this slope is more pronounced in exp 5 & 7 where the Impedance is 0.67 and 4.16

which is a result of a quicker recession of the MEG layer which is also apparent in column

3 of Figure 5.4. The reasoning follows that the fraction of MEG is higher because more

MEG has dissolved. The question remains, what is the mechanism causing the MEG to

dissolve more quickly?
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At late times (red curves), the pure MEG solution has completely dissolved, and the

’bump’ in the profile is beginning to smooth out. Interestingly, the region below the

barrier does not evenly fill with solute, but instead, the same behaviour observed in the

homogeneous case is replicated where the solute plume accumulates at the bottom of the

bowl.

Although the general trends are similar for each of the cases when the timings are

considered the same trend is observed as in Figure 5.3 where the experiments with the

thicker layer progress more quickly. It is clear from these profiles that the region above

the layer is becoming saturated with MEG faster for a thicker layer compared to a thinner

layer.

5.5 Dissolution Rate and Effect of Impedance

Using the fitted curves shown in Figure 5.2 and Figure 5.3 the average dissolution rate

is calculated and plotted for exp 1-7. The rate for the first set (exp 1-3, dotted lines) is

higher than the rate for the second set (exp 4-7, solid lines) because overall the Rayleigh

number is larger as shown in Table 5.1 and the rate is proportional to Ra. Otherwise, for

all cases the shape of the curves are similar, there is an initial period where the trends

follow the diffusive limit and then there is an increase resulting in a peak in the rate

before a sharp decrease. In Table 5.3 the onset of the convection, tc, the maximum rate,

rmax and the time of the maximum rate t(rmax) are collated. In both data sets the trend

in the maximum rate does not follow the Impedance and instead for both cases there is

an oscillation in rmax with an increase in Impedance.

Looking first at exp 4-7, we notice that when the permeability ratio is kept the same but

the Impedance is doubled by increasing the thickness of the layer there is a systematic

increase in the time of the maximum rate, t(rmax). So, between the Impedance of 0.33 and

0.67 and between the Impedance of 2.08 and 4.16 the maximum rate increases by 30%

and t(rmax) ≈15 min is earlier. However, consistently for all four experiments, the time to

reach maximum dissolution rates is about 3.5 times larger than the time required for the

onset of convection, i.e. t(rmax) ≈ 3.5tc; this suggests that the onset time of convection

and the time of the maximum rate are properties of the system size.

Between exp 3 and exp 2, the thickness of the layer is kept the same but the permeability
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Figure 5.6: Average rate of dissolution as a function of time for the exp 1-3 (dashed , 1.red, 2.blue and
3.black) and exp 4-7(solid 4.red, 5.blue, 6.green and 7.black) obtained upon differentiating the modified
logistic function fitted to the experimental data (Figure 5.2 and Figure 5.3), while the dotted black line is
the numerical solution of the purely diffusive scenario (Chapter 1).

ratio is increased from k/kL = 4 for exp 3 to k/kL = 16 for exp 2. Interestingly the

effect on the maximum is the same as for exp 4-7; there is an increase of 30%. It can be

concluded that the effect of the permeability ratio and the thickness of the barrier layer

on the rate and the movement of the plume is not necessarily the same. As an extension,

the Impedance may not accurately capture these effects as it treats both quantities with

equal weight.

Using the same method as presented in Chapter 3 the Sherwood number can be calculated

from the peak of the dissolution rate curve compared to the diffusive rate at the same

point. According to equation 3.2 a length scale is required over which the maximum rate

has been acquired. However, here, a less permeable layer has been introduced and this

length scale has been reduced from the height of the bottom domain to the height of the

region above the barrier for those cases where the MEG fraction curve presents late time

tailing behaviour.
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Table 5.3: Summary of the length scale, HB , used to calculate the Sherwood number for each experiment
and the corresponding Sherwood number for the homogeneous case, Sh0.

Exp No tc t(rmax) rmax HB Sh Sh0

[min] [min] [g/min] [cm]

1a 0.8± 5 12.5 0.63± 0.10 4 16± 7 367
1b 1.04± 4 36.1 1.31± 0.08 4 58± 10 367
2a 2.8± 1 24.5 2.41± 0.02 4 94± 2 245
2b 2.6± 1 21.1 2.48± 0.03 4 88± 3 245
3a 3.1± 2 28.1 1.73± 0.03 10 176± 3 245
3b 2.8± 1 21.1 1.99± 0.02 10 182± 2 245

4 16.8± 2 66.1 0.52± 0.02 10 82± 8 96
5 15.1± 2 50.0 0.74± 0.02 10 100± 3 96
6 20.0± 2 66.1 0.57± 0.01 4 37± 2 96
7 14.5± 3 55.1 0.71± 0.02 4 42± 3 96

Therefore a length of 4 cm instead of 10cm is used for exp 1, 2, 6 and 7. Sh for each

experiment is detailed in Table 5.3 along with the corresponding Sh0 the Sherwood number

for the homogeneous case. Sh0 is estimated using the relationship between the Rayleigh

number and Sherwood number, Sh = 0.025Ra for Ra < 5000 as established in Chapter 3.

The Ra0 calculation assumes a homogeneous packing of permeability, k where the length

scale is either HB = 10cm. For exp 4 and 5, however, the Sh0 = 96 is used directly from

the homogeneous experiments.

Here the focus is on the Sh − Ω comparison and in the next Chapter, there will be a

comparison of all experiments with Ra. Figure 5.7 plots Sherwood number (left) and the

normalised Sh/Sh0 (right) against Ω, two colours are used to indicate the experimental

set, exp 1-3 (blue) or exp 4-7 (orange). Looking at the Sh−Ω plot first, there is clear trend

where as Impedance increases Sh decreases. The trend in the Ra number is also indicated

on this plot and as expected Ra follows the Sh trend by decreasing with Impedance. We

highlight the Ω = 0.33 cases where there is a difference of 100 between the blue and

orange points. By looking at Ra it can be seen that Sh is proportionally higher for the

higher Ra case (Sh ≈ 180, blue) compared to the case which has a Ra three times lower

(Sh ≈ 80, orange). At the opposite end of the spectrum at Ω ≈ 5 the Rayleigh number is

2452 (Sh ≈ 40, blue) and 736 (Sh ≈ 42, orange) but the Sh is similar. So, Figure 5.7(left)

suggests that at low Impedance, Ra has more effect on the rate of dissolution than at

high Impedance.
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In Figure 5.7 (right) we plot the normalised Sherwood number to compare the deviation

resulting from the introduction of the layer. At Ω < 0.5 the Sh is about 80% of the

homogeneous value for both the blue and orange points. There is a peak observed in

the data at Ω = 0.67 where the mass rate is now higher in the system with a resistive

layer compared to the homogeneous case. For, Ω > 1, Sh is 40% of the value of the

homogeneous case, this is consistent with prior work with also suggests that there will be

a gradual decrease in Sh/Sh0 after the peak of Ω = 0.5 [88].

Figure 5.7: Left: Sherwood and right: the normalised Sh plotted against the corresponding Impedance for
the two data sets exp 1-3 (blue) and exp 4-7(orange). The details of each point can be found in Table 5.3.

However, it is important to recognise here that there are some significant differences

between the simulated work and the practical possibilities of the experimental set up

described here. Firstly, the simulations used periodic boundaries conditions on the top

and bottom of the geometry to which they apply a constant heat flux. Experimentally

this is, of course, not possible and instead a closed system is used where MEG is only

present on the top boundary. Also in the simulations quantities such as the flux are

taken at statistical steady state, experimentally we do not observe such a state and

instead take a maxima. Other differences may also exist in the underlying assumptions

and simplifications of the model. However, the simulation work takes a fresh look at a

classic problem and uses a logical metric, Ω, to quantify the system. Also this metric, to

our knowledge, has not been applied to the problem of solute mass transport in a three

dimensional system. The one anomalous point is Exp7, from the reconstruction and the

concentration profiles it is clear that the fingers are indeed growing the moving faster

than the other cases. Further work, with either repeated experiments or simulations, will

shed light on this unexpected result. The final points suggest that Sh/Sh0 does decrease

if the Impedance is sufficiently large.
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5.6 Summary

Initially, this work set out with two goals; 1. to investigate the flow structures that arise

in the presence of a simple barrier heterogeneity and determine how these structures

influence the mass rate and 2. to see if this results in a trend similar to that reported in

the heat transfer literature.

With that in mind, this Chapter presents an experimental study on dissolution-driven

convection imaged by X-ray CT in a uniform porous medium with the addition of a single

angled layer of lower permeability where MEG-water was used as a model fluid pair. Two

experimental sets were presented with differing bulk/background permeabilities. The

ratio between the permeability of the bulk and the layer was varied as was the thickness

of the layer in a manner so that 0.1 < Ω < 8 could be investigated. For each experiment

macroscopic measures of mixing such as change of mass over time and horizontally averaged

concentration profiles were investigated, culminating in an assessment of the relative rate

across the Ω range. The tomograms provided unique insights into the emergence and

evolution of the plumes which are ultimately responsible for the macroscopic properties.

The results of this analysis is not straight forward, however. The increases and decreases

in the flux at lower Impedance can be explained by understanding the flow structures

that emerge as the experiment progress. The idea of flow focusing or flow ordering is a

viable explanation for an increase in the flux at Ω < 2 compared to the homogeneous

case. But little evidence from the reconstructions can explain why the flux increases when

Ω > 2. In the literature, it was stated in the concluding remarks that the no linearity

of flux with Impedance ’remains puzzling’ [74] and instead of solving or confirming the

puzzle this study has added a level to complexity. Previously, the relationship between

the height of the layer and the flux was negatively correlated (i.e. as the height increases

the flux decreases) but in this case the results hint at the possibility that this is not the

case. It is not possible to make a definitive conclusion and further work is needed to fully

understand this relationship and the flow dynamics which underpin this process.
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Chapter 6

Effect of Permeability Heterogeneity:

Discontinuous Heterogeneity

6.1 Introduction

The following Chapter investigates the effect of discontinuous heterogeneities akin to those

found in natural reservoirs. In the literature, two types of heterogeneity have been studied

most widely both experimentally and numerically and those are barrier heterogeneity

where the width and spacing of the impermeable barriers were varied or anisotropic

heterogeneity [11]. The general consensus on the effect of heterogeneity is that the most

important factor is the effective vertical permeability, in short, if the barrier space is larger

or the barriers are further apart this increases the effective vertical permeability and in

turn, the dissolution rate increases, similarly for a constant horizontal permeability if the

effective vertical permeability increases the dissolution rate also increases.

Studies previously published on convective mixing in the presence of permeability het-

erogeneity have been mostly 2D numerical studies [92, 63, 65, 62, 60, 67] and the few

experimental studies which visualise flow have also been in 2D [54, 70, 68]. Therefore, this

work aimed to filled a gap in the literature but providing the first three dimensional study.

So, for the design of the experiments we investigate two discontinuous angles, as shown on

the left of Figure 6.1. Two experiments were performed for this case where the permeability

ratio between the background,k, and the layer, kL, (k/kL) was set to be either 4 or 25.

Then a Patchy configuration was used where 3 layers of horizontal circular patches of
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Table 6.1: Summary of permeabilities used in each experiment for the layer, kL and the bulk k with the
corresponding volume fraction of lower permeability and Ra.

Name kL k VL/VB Ra
[m2] [m2] [m3]

2 layers k/kL = 25 7.59 × 10−12 1.9 × 10−10 0.19 3007
2 layers k/kL = 4 4.75 × 10−11 1.9 × 10−10 0.17 3209

Patchy 7.59 × 10−12 1.9 × 10−10 0.21 2937
Random 4.75 × 10−11 1.9 × 10−10 0.25 2989

lower permeability were introduced into the packing, here k/kL = 25 and a sketch is

shown on the right of figure Figure 6.1. The location of the patches is offset in each layer

with the idea that the flow would be forced to meander around the barriers and create a

similar flow dynamic as observed in the literature [54, 68].

The final configuration is a Random mixture of smaller and larger beads in a ratio of 1:3

by volume. The beads used for this experiment were chosen so that the attenuation of

the two bead sizes were different enough that they could be identified in the raw image

and a rough permeability map could be estimated. This result will be discussed further in

Section 6.3. For all these experiments the ’background’ bead was 0.5 mm with an average

permeability of 1.9 × 10−10 m2, thus allowing direct comparison to the homogeneous

case. Table 6.1 presents the permeability of the background, k and the layers, kL for each

experiment also the volume fraction of the lower permeability zones and the corresponding

Ra.

Ra is calculated based on an estimate of the average permeability kavg as derived from a

linear combination of the volume fractions of the beads in the layer, VL and the bulk, VB

and the corresponding permeabilities for the layer and the bulk according to Equation 6.1.

kavg = kL(VL/VB) + (1− (VL/VB))k (6.1)

Also, the beads used for the MEGKI layer were exclusively 0.5 mm. And, MEG59 was

used for all these cases, and the same protocol which has been described throughout this

thesis was used to set up and perform these experiments.
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Figure 6.1: Drawing of the experimental geometry with the addition of (left) two angled layers of lower
permeability with a layer thickness, hL = 1. (right) is the Patchy configuration where 9 circular patches of
lower permeability are introduced. The bowl is packed with soda glass ballotini of differing sizes resulting
in different permeabilities of the regions as specified in Table 6.1

6.2 Macroscopic Properties and Reconstructions

6.2.1 MEG Fraction

The analysis begins with a break down of the macroscopic behaviour of the experiments

over time. The MEG fraction is calculated and plotted as a function of the square root

of time in Figure 6.2 for the discontinuous angled cases with k/kL = 25 (circle symbol),

k/kL = 4 (squares), Patchy (triangles) and the Random (inverted triangles). As before the

red and blue colouring denotes the top section (red) and bottom section (blue) where the

solid line represents the modified logistic fit to the experimental data. Also on this graph

is shown the homogeneous case for comparison (+ symbols and dashed line). In Table 6.2

the initial mass of MEG and brine in each experiment is given along with the volume

of the top and bottom section and the corresponding error. For all cases, these values

are fairly similar showing a good consistency between experiments and the techniques

employed to carry them out.

As expected the homogeneous case progress the fastest and represents the upper limit

for the dissolution rate. The lower bound is the Random configuration where the flow is

slowed considerably. The lateral spread of the fingers due to a decrease in the vertical

permeability can explain this as a result of anisotropic conditions. This idea will be

explored more thoroughly in the next sections with the reconstructions of the fingers and

the development of the finger structures. Looking more at the shape of the curves, unlike
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Table 6.2: Summary of experiments reported in this Chapter. The parameters listed in the table have
been estimated upon following the procedure described in Chapter 2. M1 and M2 are the mass of solution
1 (MEG) and 2 (brine) with estimated uncertainty, σM; VT and VB are the volumes of the top and bottom
sections of the bowl and ŵB(tf) is the mass fraction of solute in the bottom section of the bowl at the
end of the experiment. For each experiment, HT = 3cm and HB = 12cm.

.

M1 [g] M2 [g] σM [g] VT [ml] VB [ml] ŵB(tf)

2 layers k/kL = 25 134.8 823.1 2.57 363.1 2198 0.164
2 layers k/kL = 4 133.32 824.63 2.16 358.86 2203 0.162

Patchy 144.1 813.8 2.07 387.8 2174 0.177
Random 135.1 822.93 2.77 363.0 2198 0.164

Table 6.3: Macroscopic measures of convective mixing extracted from the experiments carried out in this
study. Effective diffusion coefficient achieved in the convective regime (Deff), onset time of convection
(tc) and time of convective shutdown (ts). The molecular (bulk) diffusion coefficient takes the value
D = 1 × 10−5 cm2/s. The parameters and their uncertainties have been obtained using standard
relationships for weighted linear regression [83].

Deff/D tc [min] ts [min]

2 layers k/kL = 25 45± 2 14± 3 350± 25
2 layers k/kL = 4 52± 3 14± 4 287± 28

Patchy 71± 3 19± 2 261± 11
Random 43± 2 30± 4 386± 22

in Chapter 5, the change of mass follows a similar sigmoid pattern as the homogeneous

case because the high permeability zones are always connected, so the transition of MEG

is not compartmentalised like in the single layer case.

As shown previously in this Thesis, the early time behaviours (t∗ < 5min0.5) of experiments

which use the same fluid pair and bulk permeability (including the homogeneous case)

exhibit a convergence in the trend. The onset of convection is determined primarily by the

density difference and permeability at the diffusive scale which is similar for all cases. The

onset time for each experiment is given in Table 6.3 and from this, it can be observed that

there is a good agreement for both the 2 layered cases and the Patchy case as the fluid

pair and permeability at the diffusive scale is constant. The onset of the Random case is

slightly later because the mixing of the beads results in a lower permeability packing.

Considering now all but the random case between t∗0 − 8 min0.5 all three curves very

similar. These results suggest that the onset and initial rate are independent of the

heterogeneity configurations (excluding the random case). This is consistent with reports

from the literature where only once the plume interacts with the barriers is there a
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Figure 6.2: Relative mass of MEG dissolved in brine, mj/M1, as a function of the square root of time,
t∗ =

√
t for experiments conducted with k/kL = 25 (circle symbol), k/kL = 4 (square symbol), Patchy

(triangle symbol) and Random (inverted triangle symbol) and homogeneous MEG59 (cross symbol).
Colours refer to observations on the top (red) and bottom (blue) sections of the bowl. In each plot,
the two sets of dotted curves represent a purely diffusive scenario (straight lines, Eq. 2.7) and modified
logistic functions fitted to the experimental data.

divergence from the homogeneous case [60, 67]. After onset the trend in the MEG fraction

curve for 2 layers k/kL = 25 diverges from the 2 layer k/kL = 4, and the Patchy cases

as the rate slows, and it takes ≈70 min longer for shut down, details given in Table 6.3.

However, the Patchy system with a permeability ratio k/kL = 25 continue to closely

follows the trend of the 2 layer k/kL = 4. In the literature it has been shown that the

vertical permeability independent of how it is increases will have a strong effect on the

flux [60, 67, 63, 68]. So for the Patchy the barrier spacing is greater even though the

barriers themselves are less permeable as opposed to the k/kL = 4 case where the spacing

is small but the barrier is more permeable so the effective vertical permeability is similar.

Further work would be needed to understand the exact relationship fully.
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6.2.2 Vertical Reconstructions

Figure 6.3 presents the reconstructions of each experiment, most strikingly the flow and

evolution of the fingers are considerably different in each of the cases. Here 5 vertical

cross sections are shown at different locations through the geometry simultaneously for

two different times for each of the four cases.

Looking at each case one by one, first the 2 layers of k/kL = 4 (top right Figure 6.3).

Initially, the fingers form uniformly before they interact with the layer and at t∗ =

11.7 min0.5 there are still many well-defined fingers, at the later time the layers trap some

MEG but in some locations, the fingers have broken through the layers. In this case the

plume does not deform around the less permeable layers but instead breaks through at

the edges. The flow is not consistent through the geometry as there are regions with many

fingers and regions where there is still fresh brine.

In the 2 layers k/kL = 25 (top left), the fingers pool on the first layer very early, and once

the fingers come in contact with the layer (t∗ = 12.8 min0.5), they are prevented from

further downward movement. At t∗ = 23.3 min0.5, we observed the plume has saturated

about half the bowl, but there is now an upwelling of the less dense brine as shown in the

middle cross section at the opening between the layers. This flow structure is likely to be

the cause of the slow down of the process as it appears fresh brine impedes the flow of

the MEG through the opening. Therefore the barrier spacing is critical, here the layers

are close together and causing a bottleneck in the flow behaviour. If the layers are more

spread out, like in the Patchy case, there is a completely different behaviour.

In the Patchy case (bottom left) at t∗ = 10.6 min0.5 the plume has come in contact with

the layers and accumulates on the top of the barriers and in some cases flowing over

and around the obstructions. By t∗ = 10.6 min0.5 the pooling has resulted in the plume

spilling over and saturating most of the domain, but there is also evidence of secondary

convective cells and fingers forming on the underneath of some of the patches. This

structure is similar to the real mudstone layers in the Sleipner reservoir and could be an

indication of the behaviour in the subsurface. This was also suggested in a numerical

work [92] on this topic which explored how the presence of discontinuous shale lenses

accelerated the convection process and showed that the average breakthrough time of

CO2 at the formation bottom decreases with increasing length of shale lenses.
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Figure 6.3: Two dimensional reconstruction of each of 2 layer k/kL = 25 (top left), 2 layer k/kL = 4 (top
right), Patchy(bottom left) and Random (bottom left) in terms of MEG fraction, wi(t). Two times are
displayed for each experiment where t∗ =

√
t and 5 cross sections are shown overlapping for each time.

Voxel dimensions are (2.4× 2.4× 1) mm3

The Random case (bottom right) shows that the fingers move and propagate throughout

the bowl similar to the homogeneous case but the fingers are more irregular shaped

and they exhibit more lateral spreading. Here, dispersion has time to smear out the

concentration profiles within the fingers making them appear less well defined. A consistent

behaviour with the literature results of anisotropic behaviour which show that when the

permeability in the vertical direction is lower than in the horizontal directions the fingers

become wider and propagate more slowly. The relative speed of the mixing can be seen

in the MEG fraction curves Figure 6.2 between the homogeneous case and the Random

where the Random case proceeds more slowly than the homogeneous case.

6.2.3 Horizontally Averaged Concentration Profiles

In Figure 6.4 are presented vertical profiles of the mass fraction of solute, w, at various

times and for each case from left to right 2 layer k/kL = 25, 2 layer k/kL = 4, Patchy and
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Random. The profiles have been computed using CT numbers in Eq. 2.4 that represent

the average of all voxels in each 2.3 mm-thick horizontal section of the bowl. To facilitate

comparison between the MEG fraction profiles and the reconstructions the profiles are

shown in terms of the square root of time, t∗.

The concentration profiles show some general similarity. When considering the MEG layer

for all case, it recedes in a similar fashion with the slow depletion of the layer with the

progression of time. The differences lie in the distribution of the solute in the bottom

section. From an engineering point of view is essential to understand not only how the

MEG/CO2 is dissolved but also how well it is mixing into the underlying brine. These

profiles give a good indication of how this mixing is taking place.

For the 2 layer k/kL = 25, 2 layer k/kL = 4 and the Patchy case the permeability of the

layers has a visible impact on the flow. At early times (blue curves) the MEG slowly

builds up under the initial interface for each of the cases. As seen in the reconstructions

there is an accumulation of MEG at 2-5 cm from the top and then again at 8-10 cm. This

trend gives way to an undulating profile (yellow and orange) as the plume interacts with

the heterogeneities. The bumps are eventually smoothed out (red curves) but notable for

the case where the permeability ratio is lower the final profile is less smooth and retains

bumps between 8-12 cm from the top. If this is compared to the reconstructions, it can be

observed that some of the MEG remain constrained above the layers with preferential flow

paths forming in specific plumes around the layers. The result is some areas containing

more pure brine as the heavy MEG sinks to the bottom.

Similar flow structures are observed in the Patchy configuration which is mirrored in the

concentration profiles. In general, it can be said that the presence of barrier heterogeneity

disrupts the smooth dilution of the plume as it moves downwards and results in areas

of the bowl which remain unmixed. However, some build up of material is observed at

around 6 cm from the top which is consistent with the laying of the barriers; also this is

observed at 9 cm from the top at of point of the lowest barriers.

The trends in the concentration profile of the Random packing is similar to the homoge-

neous case. The profile does not exhibit bumps or troughs during the experiment, and

there is an accumulation of MEG at the bottom of the bowl at late times. Overall this

indicates a smooth dilution of the plume for each time however the rate of dilution is

slower compared to the homogeneous case.
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Figure 6.4: Horizontally-averaged profiles of the MEG mass fraction, w, as a function of the distance from
the top of the bowl, z. Results are shown for experiments 4 experiments with discontinuous heterogeneity
(from left to right: k/kL = 25, k/kL = 4 , Patchy and Random). For each scenario, profiles are shown at
similar values of the square root of time, t∗ =

√
t.

6.3 Extracting a Permeability Map: Random Case

The Random case was designed so that the permeability field within the packing could be

monitored independently from the concentration field. By using beads with significantly

different attenuation the permeability and the concentration field could be decoupled.

The 0.5mm beads (the size used for the homogeneous experiments) saturated in brine

have an attenuation of 1170 HU, but the 0.25mm beads have an attenuation of 1630 HU

as shown in Figure 6.5 where raw CT images from left to right the 2 layerk/kL = 25, the

2 layerk/kL = 4 Patchy and the Random each of the packing configurations are presented.

It is clear from the reconstructions that the layers in the 2 layerk/kL = 4 case are very

prominent compared to the 2 layer k/kL = 25 or the Patchy case which also has a ratio

k/kL =25 and contains the 0.1 mm beads as a barrier layer.

The Random packing reconstructions demonstrate that the beads are not perfectly mixed

as there are regions of lower and higher attenuation. The blue regions contain more smaller

beads than the red regions. The first step to converting the CT units to permeability is to

look at the effect of particle mixing on the particle packing quality. One main assumption

has been to use the Kozeny-Carman equation to calculate permeability, and this relies

on an accurate understanding of porosity. The effect of differing particle diameter on
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Figure 6.5: Two dimensional reconstructions at t0 in terms of CT number of a central vertical section of
left to right: 2 layer k/kL = 25, 2 layer k/kL = 4, Patchy and Random. Here the MEG layer has been
cropped so that only the brine layer is displayed. Voxel dimensions are (2.4× 2.4× 1) mm3

bead size has been studied in the literature [93]. When the ratio of the diameter of the

small beads, ds to the larger beads dl or ds/dl > 0.6 the effect on the porosity relative to

the homogeneous porosity is less than 5%. For the Random case, this ratio is 0.5, and

therefore porosity change will be neglected.

The second assumption is that there is a linear correlation between the volume fraction of

beads in a voxel and its CT number. So, the CT number of each of the single size bead

pack saturated in brine has been established, and the estimated permeability is calculated

through kozeny-Carmen, thus, using a straight line a calibration curve can be constructed.

Each voxel is then converted directly from the CT unit to permeability.

Figure 6.6: Permeability maps of the central vertical slice of (right) 2 layer k/kL = 4, and (left) Random
case. Voxel dimensions are (2.4× 2.4× 1) mm3

In Figure 6.6 the permeability map is compared for the 2 layer k/kL = 4, and Random

case. It can be seen that there areas of lower and higher permeability arranged in striations

for the Random case compared to the 2 layered case where the permeability are well

segregated. Next, the average permeability for each vertical and each horizontal slice was

computed. In Figure 6.7 the results are presented. The blue curve shows the permeability
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in each vertical cross-section. There are known beam hardening artefacts at the edges

of a sample which may be causing the extremely low permeability at slice 0 and 170.

Otherwise, the permeability is an average of 1.5 × 10−10m2. The horizontal slices show

by the orange curve indicate an oscillation of the permeability in line with the strata-like

observations in the reconstructions.
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Figure 6.7: Average permeability for each vertical (blue) and each horizontal (orange) slice.

An interesting question is whether there is a correlation between the permeability of a

voxel and the concentration in that voxel. By examining the concentration field on a

voxel-by-voxel basis, it can be determined if the plume preferentially flowed in the lower

or higher permeability zones. In Figure 6.8 concentration vs permeability is mapped for

every voxel in the bottom section of a central vertical cross-section for three times, in

the beginning, middle and end of the experiment. As mentioned previously, the data

on a voxel-by-voxel basis is noisy, and this is why most of the other analysis is done on

averaged properties. However, it is possible to get a basic understanding of the relationship

between permeability and concentration from Figure 6.8, and it is clear that there is

little correlation. Initially at t∗ = 0.58min0.5 the cloud of data points is shaped like a

mushroom with a distribution around w = 0 as only brine is present at this early time

in the bottom section of the bowl. In the second graph, the average concentration is

increasing at about half the MEG has dissolved into the brine and the point cloud has

134



CHAPTER 6. DISCONTINUOUS HETEROGENEITY

shifted towards the higher permeabilities. However the range very large and suggests

the data is uncorrelated. Finally at t∗ = 22.4min0.5 presented the point cloud is evenly

distributed around the permeability range and has shifted to the right compared to the

initial time as the average concentration at the end is w ≈ 0.2.

Figure 6.8: Voxel by voxel representation of the permeability against MEG fraction within the central
vertical slice shown in Figure 6.5 for the Random packing at three different times.

However, where the heterogeneity does seem to play a role is in the location of the onset

for convection. In horizontal (and to a less extent in the vertical) cross sections it can

be seen in Figure 6.9 that the fingers form first in areas of higher permeability. In the

vertical cross-sections, it is clear that those early flow pathways establish the flow for the

remainder of the process and the underlying heterogeneity only acts to smear out the

fingers but does not severely alter the flow as observed in the Patchy case. However, this

is just one data set, and these findings may not be representative of the flow in other

mixed bead systems. The primary outcome then is that it shows that it is possible to
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extract a permeability field from the attenuation.

Figure 6.9: Horizontal two dimensional reconstructions at 2.5cm below the initial interface in terms of
permeability (left) and in terms of MEG fraction for four increase times where t∗ =

√
t. Voxel dimensions

are (2.4× 2.4× 1) mm3 and the images are presented as contour lines of either permeability or constant
MEG mass fraction, wi(t)

6.4 Dissolution Rate and Sh − Ra Comparison

As in previous Chapters, the dissolution rate is calculated using the differential of the fit to

the experiential data shown in Figure 6.2. As Chapter 3 outlines many realisations of the

fitted curve are differentiated then averaged to produced the curves shown in Figure 6.10

for the 4 experiments 2 layer k/kL = 25 (red), 2 layer k/kL = 4 (black), Patchy (blue)

and Random (green) described in this Chapter along with the homogeneous MEG59 case

for comparison (dashed black). The purely diffusive curve is also plotted (solid black).

The shape of the flux curves are similar for all cases, and initially, they follow a trend

congruent with the diffusion model before they gradually diverge at the onset of convection

and reaching a peak. The height and timing of this peak are unique for each case. As

expected the homogeneous case is the fastest and has the largest maximum flux where

rmax = 0.61 ± 0.11 g/min (MEG59 at 74 min) of all the experiments reported in this

Chapter. The introduction of heterogeneity has a two-fold impact on the rate. In general

with the addition of heterogeneity it is observed that the curves reach a) a lower maximum

flux and b) at later times as estimated as rmax = 0.39± 0.02 g/min (2 layer k/kL = 25, at

84 min), rmax = 0.50± 0.03 g/min (2 layer k/kL = 4 at 91 min), rmax = 0.48± 0.02 g/min

(Patchy at 105 min) and for the Random case rmax = 0.35±0.02 g/min at 190 min which is
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Figure 6.10: Average rate of dissolution as a function of time for the k/kL = 25 (red), k/kL = 4 (black),
Patchy (blue) and Random(green) and homogeneous MEG59 (dashed black) obtained upon differentiating
the modified logistic function fitted to the experimental data (Figure 6.2), while the dotted black line
is the numerical solution of the purely diffusive scenario (Chapter 2) The cross symbols are the rate of
dissolution at the time of the onset of convection (estimated from Figure 6.2), while the circles represent
the time at which the maximum rate of dissolution is attained.

approximately 100 min slower than the other cases. The timing of the maximum rate and

rmax itself is very similar to the homogeneous MEG55 case presented in Chapter 3 where

rmax = 0.37± 0.06 g/min at 186 min. However, for the Random, 2 layered and Patchy

configurations the time of the maximum flux is consistently six times larger than the time

for the onset of convection, i.e. t(rmax) ≈ 6tc. For the homogeneous cases, t(rmax) ≈ 4tc

indicating that the presence of heterogeneity in these specific cases in increasing the time

taken after the onset of convection to reach a maximum flux compared to the homogeneous

case.

Interestingly if the result from Chapter 5 is also compared where t(rmax) ≈ 3.5tc, it

suggests that the presence of discontinuous heterogeneity has the most significant effect

on the time between onset and maximum flux. The continuous barrier layer had timing

similar too and within the error of the homogeneous case but the discontinuous case is
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systematically increasing this time. In most reservoir settings the types of heterogeneity

will be discontinuous, so this is an important metric to understand them and predict the

total dissolution of CO2.

Another comparison is to quantify by how much the presence of heterogeneity decreases

the maximum flux. Comparing the absolute value of the maximum flux, the presence of

heterogeneity decreases the flux by 35% for 2 layer k/kL = 25, 18% for 2 layer k/kL = 4,

22% for Patchy and 43% for the Random case. However, a better comparison would be

the relative enhancement by convection (rmax/rD) and the decrease in this enhancement

compared to the homogeneous case is ≈ 20% for 2 layer k/kL = 4, Patchy and Random

and ≈ 40% for 2 layer k/kL = 25. Therefore, all through the presence of heterogeneity is

decreasing the absolute value of the maximum flux the relative increase compared to the

diffusive case is still significant.

The relative increase can also be compared via the Sherwood number by scaling the

enhancement by a length scale. Here lH = 10 cm ≈ HB is the characteristic length scale

of convective mixing, while lD ≈ 1 − 2 cm is the corresponding value associated with

the diffusive process. The Sherwood number is calculated and plotted against Ra in

Figure 6.11 for experiments reported in this Chapter(blue circles) alongside the data

collected from the single-layered case (orange and purple circles) as presented in Chapter 5

and the homogeneous experiments(black circles) as presented in Chapter 3. A linear trend

emerges between the Sh and Ra where Sh = 0.0236Ra which is extremely close to the

relationship derived solely from the homogeneous experiments where Sh = 0.025Ra. This

scaling is an extremely encouraging and novel result, here is presented many independently

run experiments that have culminated in a trend that is very close to the theoretical linear

result and so proves the validity of the experimental procedure.

Looking more closely at each experimental data, the majority of the points are for

Ra = 2000 − 4000 and within this range there is also a broad range of Sherwood,

Sh = 50 − 100, for the experiments presented in this Chapter (blue points) the points

are clustered about Sh = 80 which is similar to the purple points from the single-layered

case with the same bulk permeability. Notably, these show that for a given Ra the Sh is

higher for examples with permeability heterogeneity than the corresponding homogeneous

case. However, those homogeneous points are calculated based on experiments with

different fluid pairs and, as discussed previously the density profile has been reported to
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influence the mixing behaviour [40]. Interestingly, none of the heterogeneous tests which

were conducted with MEG59, fall outside the upper limit of the Sh range given by the

homogeneous experiment which used MEG59.

The points which fall outside of the Ra = 2000− 4000 zone indicate that the linear trend

may extends over the entire range of Ra, thus the maximum rate of dissolution is related

to by the average vertical permeability. This has also been reported in the literature

in studies with barrier heterogeneity where the width and spacing of the barriers were

varied [68, 67].
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Figure 6.11: Convective mass flux plotted in terms of Sherwood number, Sh calculated by the scaled
ratio of the maximum dissolution rates (Eq. 3.2) as a function of the Rayleigh number, Ra. Results have
been compiled for four experimental sets, and the homogeneous experiments(black circles) as presented
in Chapter 3, the single layered case (orange and purple circles) as presented in Chapter 5 and the results
reported in this Chapter (blue circles)

6.5 Summary

In this Chapter, a series of increasingly complex discontinuous heterogeneities have been

studied to assess the impact on density-driven convection via an X-ray CT imaging
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protocol. Three configurations of heterogeneity were considered; 2 disconnected angled

layers, chequerboard-style patches of lower permeability and a random uncorrelated

heterogeneous packing. For each case, the macroscopic measures of mixing such as

the average concentration profile and dissolution rate were presented. Reconstructions

revealed concentration structures unique to each configuration, pooling, merging and

secondary fingers were observed along with an increase in lateral mixing in some cases.

A permeability map was obtained for the Random case which revealed that the flow of

MEG or brine did not have a preferential flow path determined by the permeability, but

it was observed that fingers formed more frequently in areas of higher permeability.

Surprisingly, the trend for experiments with different configurations and differing per-

meability ratios had almost identical trends in the dissolution rate. The reconstructions

hint at an explanation that this trend is a result of the spacing between the barriers. If

the spacing is large, the plume is more connection, and this results in a higher flux as,

for example, in the Patchy case there is sufficient space surrounding the layers for the

fingers to meander through. But if the spacing is small, then the flow becomes restricted,

and this slows down the overall behaviour as shown in the 2 layer k/kL = 25. A third

behaviour was observed where the layer was permeable enough to allow the plume to

break through the layer at various points instead of material pooling at the interface.

The similarities observed in the trend between the 2 layer k/kL = 4 and the Patchy case

seems to be a result of different mechanisms culminating in the same effect. The final

conclusion of this work was to analysis of all the experiments conducted in this Chapter

and Chapter 3 & 5 with a comprehensive Sh − Ra plot. This plot supports the scaling

initially determined in Chapter 3 as here it is found to be Sh = 0.0236Ra.
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Chapter 7

2D Modelling Study of Convective

Dissolution using COMSOL

7.1 Introduction

So far the results presented in this thesis have been exclusively experimental. Eventually,

the aim was to develop a simplified rapid model that could guide experimental development

and extend the range of parameters that could be explored in the experiments. In particular,

and as described in Chapter 5 and 6, natural rock heterogeneity will be a key factor in

the formation and propagation of the fingering phenomena. In this Chapter, we present a

modelling approach using a commercially available software, COMSOL, to investigate the

influence of simple heterogeneities similar those implemented in Chapter 5 and 6 in a 2D

geometry with the measured fluid properties of the MEG-water system.

As outlined in Chapter 1, numerous numerical works have focused on the phenomenon

of convective dissolution with a focus on the initial onset of instability or the onset of

convection, but only few with the goal of evaluating mixing [30, 58, 8, 25, 94]. These authors

use a range of methods from direct numerical simulation, linear stability analysis with finite

volume or finite element schemes in a 2D and 3D homogeneous or heterogeneous systems.

However, only one study [21] uses the same fluid pair as is used in the experiments presented

in this Thesis. To fill this gap, a new model was developed which is computationally

efficient and easily modified to include small and large scale heterogeneities. The initial

conditions are consistent with the experimental set up and the model accurately represents
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the receding interface as observed in the experiments.

7.2 The Model

7.2.1 Governing Equations

In this Chapter, a 2D version of a model originally developed by Jiajun Cen as part of his

PhD project was modified to investigate the effects of permeability heterogeneity. The

finite element COMSOL Multiphysics model employs the real measured fluid properties

of the MEG-water system as described in Chapter 2. A sketch of the system is shown in

Figure 7.1 where the height of the initial MEG reservoir, HT , is 0.015 m and the height of

the bottom domain, HB initially filled with water is 0.085 m so, the total height of the

system is 0.1 m and the width, W, is 0.0 5m. The simulation was built using two physics

modules, transport of concentrated species (tcs) and laminar flow through porous media

(spf) which are coupled using the reacting flow module.

Figure 7.1: Sketch of the 2D geometry used in the COMSOL simulations indicating the width, W and
height of the initial top domain, HT , containing pure MEG57 and the bottom domain, HB, containing
pure water with a height.
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Incompressible fluid flow in a porous medium can be described using the conservation of

momentum equation:

φ
∂p

∂t
+∇.(ρu) = 0 (7.1)

and Darcy’s law as described in Chapter 1 1.2. In the results presented in this Chapter

only isotropic porous media are considered thus a single value for permeability is used.

Finally, the transport of solutes is described using the conservation of mass equation:

φ
∂ρxi
∂t

+∇.(ji) + u.∇.(ρxi) = 0 (7.2)

The local density ρ multiplied by the local mass fraction xi gives the local concentration

of species i is defined as: Ci(x; t) = ρ(xi)xi(x, t). ji in Equation 7.2 is the flux vector of

species i.

The tcs module employs a mixture-averaged diffusion model which essentially solves

Equation 7.2 with ji = −φDi∇ρxi which when the Mixture averaged diffusion model is

applied results in Equation 7.3.

ji = −φDi∇ρxi +Diρxi
∇Mn

Mn

(7.3)

where

Mn =
∑
i

(
xi
Mi

)−1 (7.4)

Here, Di is the diffusion coefficient and for simplicity it is assumed this is the same for

both fluids and Mi is the molar weight of species i. In the spf module, the porous media

option is enabled, the flow is defined as incompressible and volume forces are applied also

hydrodynamic dispersion is neglected here. At t = 0 the top domain has a mass fraction

of 1 and the bottom domain a MEG fraction of 0. All boundaries have a no-flux and

no-slip condition.

7.2.2 Perturbation Field, Meshing and other Solver Settings

To initiate the development of density fingering, the concentration field at the initial

MEG-water interface must be perturbed numerically. The usual method is to use a
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concentration perturbation [11], but here we use a spatial perturbation; this is achieved

by creating a parametric curve for the 2D case. The amplitude of this spatial disturbance,

Am is kept constant and is reported in Table 7.1. This parameter has been tuned to avoid

any influence on the ultimate wavelength of the finger formation. Thus, the model has

been constructed in such as way that it allows for the formation of the density fingers

without numerically manipulating the concentration field.

The meshing has triangular elements where the maximum and minimum element size,

the element growth rate, curvature factor and meshing resolution of the narrow region

is controlled. At the boundaries, the fine elements and corner refinements are applied.

Then, the MUMPS direct solver is used and is fully coupled. Also, dependent variables

such as mass fraction and fluid velocity are evaluated with a strict time stepping method

where the relative tolerance is 0.01 with a maximum of 0.5 min.

Two additional factors have to be accounted for in the model (i) the top boundary

is somewhat deformable to compensate for the slight volumetric change due to the

monotonic mixing curve and (ii) COMSOL uses an artificially rapid numerical diffusion to

help stability in the convective transport solver and this results in a spurious maximum

in the early time flux. This can be minimised by incrementally increasing gravity at the

start of the simulation. Further details of this, and all other aspects of the model can be

found the the thesis of Jiajun Cen.

7.3 Homogeneous Case

To systematically analyses the effect of heterogeneity, it is useful to first evaluate the

homogeneous case to establish a baseline. An isotropic permeability field is implemented

where the absolute permeability is correlated to specific particle size via the Kozeny

Carmen equation as outlined in Chapter 2. For direct comparison, the particle size is

within the range which is possible experimentally, i.e. 0.2 - 2 mm and are detailed in

Table 7.2. Otherwise the domain size, fluid pair and perturbation are kept the same as

detailed in Section 7.2. The purely diffusive case is also simulated.

By varying the permeability we are by extension examining the Ra range of 400 - 40,000

which is also outlined in Table 7.2. The terms used in the Ra calculated are given in

Table 7.1.
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Table 7.1: Key input parameters.

Parameter Symbol Value Units

Domain
Length L 0.05 m
Height H 0.1 m
Height of initial MEG layer HT 0.85H m
Amplitude of spatial disturbance Am 0.4 mm
Porosity φ 0.36 -
Permeability k see Table 7.2 m2

Sphericity of the bead packing Φ 1
Bead diameter dp 0.2-2 mm
Gravitational acceleration constant g 9.81 m/s2

Ambient conditions
Pressure P0 1 atm
Temperature T0 293.15 K

Fluid Properties
Molar weight of MEG MMEG 50.95 g/mol
Molar weight of water MMEG 18.02 g/mol
Initial mass fraction of MEG xMEG(t=0) 1 -
Viscosity of water µ2 1.058 mPas.s
Maximum Density Difference ∆ρ 6.5 g/cm3

Diffusion Coefficient D 1.2x109 m2/s

Meshing
Max. element size - 3 mm
Min. element size - 2Am mm
Max. element growth rate - 1.3 -
Curvature factor - 0.7 -
Resolution of narrow regions - 0.6 -

The results are presented directly as the dissolution rate which was calculated in a similar

manner to the experiments as the rate of accumulation of MEG in the bottom domain over

time, but unlike in the experiments, this can be calculated directly from the simulation.

Then a new metric is introduced the dilution index,E, which is an important measure

of mixing as it evaluates the volume of the domain, V, when subdivided into discrete

elements occupied with a particular solute [95], the equation is as follows:

E = ∆V exp[−ΣPk ln(Pk)] (7.5)
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Table 7.2: List of bead diameters, dp, used in this study with the corresponding permeability, k, and
Rayleigh number, Ra.

dp [mm] k [m2] Ra

0.2 4.75×10−11 563
0.3 9.30×10−11 1103
0.4 1.54×10−10 1824
0.5 1.90×10−10 2251
0.75 4.27×10−10 5065

1 7.59×10−10 9005
2 3.04×10−9 36020

Pk is the ratio of mass in an element divided by the total mass, Pk can be understood

as a probability that a bin contains solute. It is useful to normalise the dilution index

by the maximum dilution index, EMax which is simply the volume of the domain. By

normalising this by the volume of the domain, EMax, the percentage of the volume which

is occupied by solute can be determined. The E factor and is a theoretical upper bound

to which everything will be scaled. So, as t → inf then E/EMax → 1 indicates the domain

is completely mixed. In these simulations t = 0 then E/EMax = 0.15 which is the fraction

of the domain initially occupied by MEG.

As before qualitative and semi-qualitative analysis will be performed using the discrete-time

images which COMSOL provides.

7.3.1 Results

In Figure 7.2 is shown the dissolution rate as a function of time for the 8 cases run with a

homogeneous permeability equivalent to a bead pack with a particle diameter of 0.2-2

mm with the addition of the purely diffusive case. As expected the simulation with the

largest bead size (2 mm, red) has the highest rate at the earliest time, and the overall

rate is slower and lower as the bead size is decreased (red to blue). Interestingly, each

curve has a unique trajectory. Therefore performing experiments and simulations in the

relevant Ra range to the application is essential.

In this study, the range of Ra is controlled through the permeability, k, and thus the

bead size of the packing, dp. If the porous medium is highly resistive to fluid flow with a

permeability that is low enough (0.2 mm case), the spatial perturbation introduced at the
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Figure 7.2: Dissolution rate as a function of time for each of the homogeneous simulations with perme-
abilities equivalent to random bead pack of particles with diameter 0.2 - 2 mm. The purely diffusive case
is also presented for comparison.

initial fluid-fluid interface will be dampened. In Figure 7.2 it is observed that the 0.2 mm

case closely resembles diffusion and indicates that here the interface remains stable and

gradually descends to the bottom of the domain without the onset of convection. The

other two blue curves, 0.3 mm and 0.4 mm, initially follow the diffusive scenario before

diverging at the onset of convection with gradually increasing rates of dissolution. In the

0.4 mm case the onset of convection is 106 min faster than 0.3 mm case. Thereafter, in

the more permeable simulation, the ensuing rate of dissolution is more rapid.

By also comparing the mass fraction images over time we can visualise the transition

from a purely diffusive regime to the convective regime. In Figure 7.3, the first row of

images represents the evolution of the fingers for the 0.4 mm case. From 4-26 min we see

diffusion smearing out the front, then perturbations grow and becoming more evident as

convection takes over. This behaviour can be tracked in the rate curve as by 166 min

an almost constant rate period has been reached which characterises the growth regime

of the fingers. The appearance of a constant rate period at low Ra and not high Ra is

contrary to results reported previously [56, 11] and this suggests that it is not a constant

rate but instead a wide maximum.

Looking at the rate curves for the 0.5 mm case, in Figure 7.2, this also briefly follows the

diffusive curve but diverges after only 26 min after that we observe two distinct peaks in

the trend, the second showing a clear maximum in the rate at 256 min. After which there
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Figure 7.3: Discreet images for 8 times during the simulation in terms of mass fraction for simulations
with a permeability equivalent to a packing of beads with particle size 0.4, 0.5, 0.75, 1 and 2 mm.

a few smaller bumps as the rate falls steadily. From Figure 7.3 it is not completely clear

why there is a double peak, but it can be speculated that the first peak corresponds to

the onset of convection and the second is related to the subsequent break up of the MEG

layer into two separate plumes. Between 186 and 286 min, the MEG layer is split into two

sections by the upwelling of fresh water. The plume on the right-hand side has slipped

down the wall and has pooled at the bottom. The left-hand plume is surrounded by water

from three sides thus increasing the rate of dissolution. The unique mixing pattern could

explain the second and later increase in the rate of dissolution.

The 0.75 mm case is set apart from the other particle sizes as the rate curve goes through
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a maximum and then quickly and immediately drops off. This rapid decrease in the rate

indicates that the shutdown occurs much faster in this case than in any of the other

cases. From the mass fractions plots, we see that the plume pools at the bottom of the

domain quickly which is the cause of the shutdown of convection and creates a segregated

situation where mixing is incomplete. This behaviour is also observed in the experiments

which are performed at similar Ra (∼ 5000).

The 1 and 2 mm results are initially very similar, albeit the 2 mm cases progresses faster,

the rate of dissolution peaks sharply before gradually decreasing. We observe many small

fingers form in Figure 7.3 after which the plume quickly fills the entire domain. For these

two cases, we also find that the fingertips branch-off from the main finger body and travels

more rapidly to the bottom of the domain. However, after 256 min there is a divergence in

the trend of the rate curve, the 1 mm case continues to decrease as convection shuts down,

but in the 2 mm case, there is a secondary increase in the rate. The double peak can

be explained by understanding the underlying physics of the MEG-water mixing curve.

In the 2 mm case convection happens so fast the bottom domain is quickly filled with

MEG, and the average mass fraction is ≈ 0.4. However, the top layer now has an average

mass fraction ≈ 0.7. Due to the non-linearity in the mixing curve, the bottom domain is

now on average more dense than the top domain, and a stable situation has been reached.

Only after 300 min does convection begin again after the proper density contrast has been

re-established.

7.3.2 Discussion of Mixing Potential

In general, the higher Ra, the more quickly the density fingers travel to the bottom of the

domain. However, a higher Ra does not necessarily mean better mixing across the whole

domain. The normalised dilution index quantifies the mixing state and the curve for each

of the 8 cases is presented in Figure 7.4 as a function of time coloured from blue to red

for increasing particle diameter.

Interestingly the 0.5 mm case reaches a higher index of dilution before the 0.75 mm case,

and this is because for the higher permeability case the plume is moving so fast that

it pools, unmixed at the bottom of the domain. This behaviour explains the apparent

plateau in the dilution index as only with time will this accumulated MEG spread across
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Figure 7.4: Normalised dilution index as a function of time for each of the homogeneous simulations
with permeabilities equivalent to random bead pack of particles with diameter 0.2 - 2 mm. The purely
diffusive case is also presented for comparison.

the whole domain through diffusion. The 0.5 and 1 mm cases result (although at different

rates) have an index close to 1 and an almost uniform concentration across the whole

domain, as observed in Figure 7.3.

To summarise, a parametric sweep has been conducted to evaluate the finger structure and

quantify the mixing behaviours across a range of Ra. The dissolution rate and dilution

index were evaluated to and it was found that mixing potential is not linear correlated

with increasing Ra.

7.3.3 Scaling Behaviour

The final analysis performed on this data set is to compare the Sherwood to Rayleigh

numbers. We extract the Sh in the same manner as described for the experiments where

the maximum rate is compared to the diffusive rate. The resultant Sh is plotted against

Ra and presented in Figure 7.5. Here is shown the Ra range 0 - 10,000. In that range there

are six simulations equivalent to dp = 0.2 -1 mm and a linear trend emerges that can be

described by Sh = 0.022Ra. From the experimental data, a very similar scaling emerges

where Sh = 0.025Ra. This similarity is a particularly important result as for the first

time 2D simulations and 3D experiments that have been conducted in the same Ra range

with the accurate fluid pair behaviour are yielding almost identical scaling behaviours.

The similar scaling behaviour observed between the simulations and experiments somewhat
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Figure 7.5: Sherwood-Rayleigh plot for the homogeneous simulations in the range of Ra 0 - 10,000 with
the equation for the linear trend that can describe this data.

contradicts the earlier argument that the process in 3D is different from that in 2D. However,

in the experiments the substantial error bars precludes detailed comparison of the linear

relationship and interestingly the Sh reported in the experiments is significantly larger for

the overlapping Ra range in the simulations. So it could be coincidental that the scaling

converges but it is definitely a comparison worth exploring further.

7.4 Single Layer: Horizontal vs Angled

A simple form of heterogeneity is a single layer of lower or higher permeability, similar

to the study performed in Chapter 5 the Impedance as shown in Equation 5.1 is used

to quantify the effect of the permeability and the thickness of the layer. To achieve this

goal, the same simple 2D model is used as in the previous section but with the addition

of a barrier heterogeneity. In particular, a comparison is made between a horizontal layer

and an angled layer of 5◦ for different thicknesses of the layer. In the previous section,

experiments with a similar packing configuration were performed. Here the simulations

aim to expand the Impedance range that can be investigated while examining the effects

of layer thickness. As such the background permeability used is the same as in the

experiments and equivalent to a bead pack with an average particle diameter of 0.5 mm.

A layer is implemented into the model with a thickness of a) 0.005 m, b) 0.01 m or c)

0.015 m as presented in Figure 7.6. It should be noted that like with the experiments
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Figure 7.6: Images from the initial time where the fluid are segregated for the three thicknesses of the
system with a horizontal(top) and angled(bottom) layer. The layer is highlighted in white.

the distance between the initial MEG-water interface and the barrier is kept constant

meaning the area under the layer reduces as the layer thickness increases. Also in each

case the Impedance and the thickness are specified, so the permeability of the layer is the

variable. Table 7.3 outlines the Impedance of the system along with the corresponding

thickness of the layer and permeabilities.

Table 7.3: Details of the permeability of the layer for each permutation of Impedance and thickness. All
but 5 of the cases have lower permeabilities compared to the bulk (1.90 ×10−10 m2), and those with a
higher permeability are highlighted in bold.

Permeability Layer Thickness [m]
[m2] 0.005 0.01 0.015

Im
p

ed
an

ce

0.01 1.11×10−9 2.22×10−9 3.34×10−9

0.1 1.11×10−10 2.22×10−10 3.34×10−10

0.3 3.71×10−11 7.41×10−11 1.11×10−10

0.5 2.22×10−11 4.45×10−11 6.67×10−11

1 1.11×10−11 2.22×10−11 3.34×10−11

2 5.56×10−12 1.11×10−11 1.67×10−11

5 2.22×10−12 4.45×10−12 6.67×10−12

10 1.11×10−12 2.22×10−12 3.34×10−12
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7.4.1 Results: Visualising Flow

By looking at the mass fraction plots over time and for various values of Ω it is possible

to understand the impact on the flow patterns and ultimately understand more fully the

trends observed in the dissolution rate and the dilution index.

Figure 7.7: Discreet time images in terms of mass fraction for the simulations with a horizontal layer of
thickness 0.005 m over the Impedance range 0.01 - 10.

Figure 7.7 shows discreet time representations of the fingering process for the system with

a 0.005 m thick horizontal while results for an angled layer are shown in and Figure 7.8,

both over the Impedance range Ω = 0.01 - 10. The differences in the plume evolution

between the horizontal and the angled case are striking. For all values of Ω a single

dominant plume develops for the angled layer case as opposed to two prong-like projections

in the horizontal layer. Subtle differences in the initial growth of the fingers are evident

at t = 106 min. Although the number of fingers and the placement of the fingers appear

similar, the angle of the fingers is different; for the horizontal case they tend towards the

left, and with an angled layer they tend towards the right which is the apex of the slope. It

is also observed that directly above the apex more MEG has been dissolved in the angled
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case than at the same point when there is a horizontal layer. The conformation of the

finger structure at early times indicates that the onset of the instability and convection is

independent of the Impedance.

However, there also many flow patterns which result from varying Impedance. At Ω = 0.01

the permeability of the layer is higher than the bulk permeability for all three thicknesses.

The effect of which is most readily observed in Figure 7.8 at 166 min; the plume contacts

the layer and becomes thinner as it quickly passes through. Then at the edge of the

more permeable bulk, the opposite is observed where the plume pools and spreads at the

interface and becomes dispersed as it seeps into the more resistive bottom domain. Then

Figure 7.8: Discreet time images in terms of mass fraction for the simulations with an angled layer of
thickness 0.005 m over the Impedance range 0.01 - 10.

as Impedance increases (Ω = 0.3-1) the resistance to flow is increased, and it is more

difficult for the fingers to propagate through the entire domain until Ω > 1 where the
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layer is very resistive and the solute has only started to break through at 406 min. It

should be noted that for each thickness an angle the finger structure is not a function

of Impedance. Thus, whether one or two dominate fingers prevail the same pattern is

seen across the Impedance range. In Figure 7.7 for example, one dominate plume is

increasingly constrained as Impedance is increased indicating that the initial perturbation

and conditions dictate the development of the plume at the interface. A generalised

analysis has been discussed based on the images of the systems with a 0.005 m thick layer;

however, these ideas can be translated to all data sets.

7.4.2 Results: Dissolution Rate and Dilution Index

It is possible to relate the behaviours seen in Figure 7.7 and Figure 7.8 to the dissolution

rate and dilution index curves. 54 simulations were run, and the dissolution rate and the

dilution index were calculated in line with the method outlined in Section 7.3. The curves

are compiled and segregated based on the thickness of the layer for the horizontal case in

Figure 7.9 and the angled case in Figure 7.10 where the dissolution rate is presented in

the left column and the dilution index on the right. The curves are colour coded based on

Impedance from blue (Ω = 0.01) to red (Ω = 10) with the addition of the homogeneous

curve (black dashed) for comparison.

Between the system with a horizontal layer and an angled layer there are some similarities

in the general shapes of both the dissolution rate curves and the dilution index curves; for

the most part, the dissolution rate goes through a maximum which is systemically lower

and later as the Impedance is increased. Likewise for the dilution index the shape of the

curve generally follows a sigmoid pattern with the plateau of the curve being reached later

and for a lower final value of E/Emax as Impedance increased. In each of these plots, the

homogeneous case is also plotted with a black dashed line. It should be noted that due

to a numerical error the simulation did not accurately capture the characteristics of the

angled case for Impedance = 0.01; however, the curves are shown for completeness.

It is observed in Figure 7.9 that there is a peak in the dissolution rate at low Impedance

(0.01-0.5) which becomes less pronounced as Impedance is increased. It can be also

observed from the reconstructions that the flow is halted at the layer resulting in a lower

maximum rate of dissolution and prolonging the time taken for the maximum to be
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Figure 7.9: Complete set of results for the dissolution rate(left column) and normalised dilution index(right
column) for simulated with a single horizontal layer of differing permeability corresponding to an Impedance
on the system of 0.01(blue)-10(red). The results are grouped in terms of the thickness of the layer 0.005
m(top row) 0.01 m(middle row) and 0.015 m(bottom row). The homogeneous case is also presented for
comparison(black dashed) in each graph.

reached. Similarly, the dilution index is substantially lower in the Ω > 1 cases because

solute has saturated only half the domain by 406 min. The only exception to this is in the

0.005 m angled case where it is observed that the dilution index for the low Impedance

values results in a less well-mixed system than at higher values, this is a result of a

fast-moving plume and the accumulation of heavy material at the bottom of the domain

as observed in Figure 7.8.
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Figure 7.10: Complete set of results for the dissolution rate(left column) and normalised dilution
index(right column) for simulated with a single angled layer of differing permeability corresponding to an
Impedance on the system of 0.01(blue)-10(red). The results are grouped in terms of the thickness of the
layer 0.005 m(top row) 0.01 m(middle row) and 0.015 m(bottom row). The homogeneous case is also
presented for comparison(black dashed) in each graph.

Overall, therefore, it can be said that the trends for both the dissolution rate and dilution

index for both cases are comparable to the homogeneous case and in general the purely

homogeneous permeability field does not represent an upper bound for the process when

lower permeability layers are introduced. These curves provide some insight into the

general dynamic behaviours but given the number of data sets another metric is required to

compare these cases. In the next section, this idea will be explored further by calculating

and comparing the Sherwood number for each case.
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7.4.3 Results: Sherwood vs Impedance

As in the previous Chapters, it is possible to quantify the effects of the increase in the

rate by convection by calculating the Sherwood number. As before the maximum rate

is compared to the diffusive rate at the same time step. Sh is plotted as a function of

the Impedance in Figure 7.11left for the horizontal layer and right the angled layer and

grouped by thickness 0.005 m (orange), 0.01 m (grey), 0.015 m (yellow) and the straight

blue line indicates the homogeneous situation.

Figure 7.11: Sherwood as a function of Impedance for a system with a horizontal layer (left) and angled
layer (right) where this thickness of the layer is 0.005 m(orange), 0.01 m (grey) and yellow (0.015 m) and
the homogeneous case (blue) plotted for comparison.

In Figure 7.11 for all cases Sh is initially larger than the homogeneous case because

the layer is more permeable than the bulk for Ω = 0.01. By the reasoning that with

an increase in the total vertical permeability there is an increase in the rate, it is not

surprising that Sh is higher than the homogeneous case. Thereafter however the trends

are not so straightforward.

There are several differences in the particular characteristics of the Sh-Ω curves for the

angled and horizontal cases. For the latter, Sh is higher than homogeneous case initially

at Ω = 0.01 and remains relatively constant for the orange and grey curves for Ω = 0.1.

At which point Sh decreases proportionally with Impedance until Sh = 15 at Ω = 3. In

contrast, for the angled case there is no constant region at low Ω. Instead, Sh immediately

decreases proportionally to the Impedance and the final constant region beings at Ω = 1

which is a lower Impedance than in the horizontal case.

One interesting outcome of this study is that Sh is consistently higher for the angled

layers compared to the horizontal layer. On average the Sherwood number is 1.1 times
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larger for the angled layers for all thicknesses and across the Ω range. Together these two

observations imply that although Sh is generally higher in the angled system compared to

the horizontal, the rate is more easily arrested with a lower Impedance on the system. In

the angled case a dense fluid pools at the boundary on the low side and this can force

transport through, increasing the rate compared to the horizontal case. However, this

may not reflect the behaviour in larger systems where the boundary is less important.

7.4.4 Discussion: Role of Finger Merging and Flow Focusing

By examining these curves and individual simulations more closely, it is possible to pick

out particular differences that can be related to mixing patterns and finger structures.

It may be expected that the systems with the thinner layers would have a higher Sh

compared to those with a thicker layer. However, in this data set, there no consistent

observation of this type. There are different trends in this order for the angled and

horizontal cases respectively.

In the simulations with a horizontal layer, those with a 0.01 m thick layer have the lowest

Sh compared to the 0.005 m and 0.015 m systems which are present with systematically

lower curves but whose courses track independently of each other. The systems with an

angled layer present with the opposite trend; the cases with a 0.01 m thick layer have

the lowest Sh, and the 0.005 m and 0.015 m curves are almost identical. There is also

a significant difference in Sh for the 0.015 m system depending on whether the layer is

angled or horizontal.

To understand these trends we turn to the mass fraction-velocity plots, and in Figure 7.12

is a comparison of the finger structure for each system, angled (top) and which also

include velocity arrows indicating the direction of flow by the arrowhead and the relative

magnitude by the size of the arrow. All these images were taken at the time of or the

closest to the time of the maximum rate of dissolution (≈ 250 min) where Ω = 0.1.

In Figure 7.12 it is clear that there is a range of finger structures and there is not a specific

pattern related to either the angle of the layer or the thickness of the layer. In the angled

system(top row) two distinct flow patterns emerge; a single dominant plume (0.005 m

and 0.015 m) and a two-pronged plume(0.01 m). From the velocity arrows in the thickest

angled system, it is clear that the flow is focused and is moving more rapidly in the plume.
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Figure 7.12: Single time (≈ 250 min) mass fraction image from each of the simulations where the
Impedance on the system is 0.1. Where a layer of differing permeability is either angled(top row) or
horizontal(bottom row) for each of the three layer thickness investigated 0.005 m(left), 0.01 m(middle)
or 0.015 m(right) which has the addition of velocity arrow indicating the direction of the flow and the
relative magnitude.

This structure causes a fast convection cell to emerge which has grown in this image to

almost the height of the domain. A single plume is a good example of ’flow focusing’

which has been suggested to increase the rate in systems with layered heterogeneity [74].

In the corresponding horizontal system, the flow dynamics are entirely different. No single

finger has reached dominance and the velocity arrow indicate the flow is moving more

slowly in these plumes compared to the dominate plume observed in the angled case. In

addition to this, a secondary vortex has formed at the lower right corner with a central

stagnant zone due to an early sunk package of solute. These flow behaviours can explain

why Sh for the angled case for the 0.015 m layer is consistently larger than the horizontal

equivalent; there is an optimal distribution of flow that leads to a higher rate.

The same but opposite reasoning can be applied to the systems with a 0.01 m thick layer.

Here, the lighter water is focused into one fast up-welling which is pushing the solute

down. As opposed to the angled case where a double prong structure is observed which

divert the flow in two directions resulting in a slower moving plume and thus a lower
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Sh. It was already shown in Figure 7.7 that the same fingering behaviour is prevailing

across the Impedance range so flow focusing can explain the trends observed across the

Impedance range.

But, a unique feature of the Ω = 0.1 data set is that only the thinnest layer has a

permeability lower than that of the bulk (see Table 7.3). The permeability contrast

explains why in the horizontal system the 0.01 m case Sh is consistently higher than

the 0.005 m despite the strong similarities in the plume patterns as overall the vertical

permeability is lower for the thinner layer compared to the thicker layer.

Interestingly this arguments does not hold in the angled case as the 0.005 m case, which

we know has a lower vertical permeability, presents with a largest Sh. There is also clear

indication that the flow has a higher magnitude in the thick high perm zone of the 0.015

m case suggesting that flow is faster. However, the dissolution rate is determined by the

accumulation of mass in the bottom domain so it is suggested that pooling is responsible

for the higher rate of dissolution. It can be observed that more of the region above the

layer is filled with solute in the case where there is a thin less permeable layer compared

to the thick more permeable layer. In the latter, less MEG is depleted from the initial

layer, less MEG is dissolved, and thus the rate is lower for the thicker layer.

In the previous Chapter, there was an unexpected result where Sh was increasing with

Impedance particularly when the the layer thickness was increased. It was not clear

from the reconstructions alone why mixing appeared to be progressing faster when the

system should have been Impeding flow more. By considering the results of the 2D

simulations we suggested that pooling is responsible for this observation. Looking again

at the reconstructions in Chapter 5 there is an accumulation of the MEG above the layer.

Lateral spreading of the plume at the layer interface may also be a contributing factor.

This is largely speculation but what is certain is that these results indicate that there

is more than one mechanism dictating the behaviours of convective mixing in layered

systems.

7.4.5 Summary

The analysis of a single layer of lower or higher permeability in an otherwise homogeneous

permeability field has yielded exciting and surprising results. The seemingly simple
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addition of a layer has profound effects on the flow with mechanisms such as flow

focusing and pooling or by disrupting the formation of optimal patterns of mixing. The

literature indicates that the rate of dissolution will increase irrespective of how the vertical

permeability is increased but this does not reflect the findings from this study. These

results suggest that although, in general vertical permeability is important in predicting

the rate of dissolution, how and were the plume organises itself is also a determining

factor.

7.5 Multiple Layer Heterogeneity

Finally, in this Chapter the effect of a multiple discontinuous layering on convective

dissolution is evaluated with a generic layered system where the permeability of the bulk

compared to the layer is set to a ratio of 4, 8, 12, 16, 25 and 30. Shown in Figure 7.13 is

a sketch of the geometry highlighting the patches with a white boarder.

Figure 7.13: Images from the initial time where the fluid are segregated for the three thicknesses of the
system with a horizontal(top) and angled(bottom) layer. The layers are highlighted in white.

7.5.1 Results

Again the dissolution rate is calculated for each of the cases and is shown in Figure 7.14

left as a function of time using the blue to red colour scale for increasing k1/k2 and the

homogeneous case plotted(black dashed) for reference. Figure 7.14 right is plotted the
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normalised dilution index as a function of time using the same colour coding.

The first observation is that these results are much more homologous than those for the

single layer. The curves are identical until 206 minutes for the dissolution rate and 256

minutes for the dilution index. At this point, they diverge according to the permeability

ratio. In general, as compared to the homogeneous case the curves track a similar pattern

but at a lower rate or index.
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Figure 7.14: Left: Dissolution rate as a function of time for each scenario where the ratio between the
permeability of the bulk, k1 and the layer, k2, equal to 4, 8, 12, 16, 25 and 30 coloured blue to red. Right:
Normalised dilution index as a function of time for the same 6 cases denoted with the same colour coding
as rate plot. The homogeneous case (black dashed line) is also plotted for comparison in each graph.

By looking at the mass fraction plots with velocity arrows, it is clear why we see this

trend in the dissolution rate and dilution index. Figure 7.15 shows images of the most and

least resistive layers at six times. In this figure, it can be observed that the flow structures

are almost identical for the two cases. The differences lie in the local velocity of the fluid

inside the low permeability patches. A prime example of this is at 226 min where the flow

is moving downwards in one dominant plume but is diverted in both cases by the presence

of a barrier, and the plume is forced to meander around the patch. Only where k1/k2 =

4 can tiny velocity arrows can be observed. With ratios of permeability higher than 4

the flow is so slow relative to the plume, there are no arrows visible. It can be surmised

from these results that with a mostly connected pathway of higher permeability, the flow

forms preferential channels which are independent of the permeability of the intervening

barriers. This study replicates previously published results of flow around less permeable
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patches where the patches represent non-mobile zones [69, 54].

Figure 7.15: Comparison of the multi-layered systems where the ratio of the permeabilities between the
bulk and the layer is 4 (top row) and 30 (bottom row) shown over 6 times in terms of mass fraction with
velocity arrows.

7.6 Summary

In this Chapter, a simple 2D COMSOL simulation has been used to investigate the effect

of permeability heterogeneity on the flow and mixing of MEG into water via the process

of convective dissolution. The first section of the chapter focused on a homogeneous
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case as to establish a baseline to build on for the following inclusion of permeability

heterogeneity. In that study, the Ra number was varied by changing the permeability

of the domain. To make comparisons to the experiments, we used the Kozeny-Carmen

equation for calculating the permeability equivalent to a bead pack with particles of 0.2-2

mm in diameter.

Using mass fraction images from different times in the simulation it was possible to

observe directly the flow pattern and mixing behaviours. It was observed that the larger

the permeability, the larger the wavelength of fingers at formation, leading to a fast

progression of convection and thus a faster shut down. Therefore, when the dissolution

rate is plotted it was found that the rate is higher with a higher Ra; however, it did not

automatically mean that the mixing was more efficient. By calculating the dilution index,

it was evident that the when convection was very fast it ended is a less well-mixed system

than when it was going more slowly, due to a heavy unmixed plume which sat at the

bottom of the domain. Looking at the Sh-Ra relationship, a linear trend was observed

that matched very well with the experiments.

Then a single layer of heterogeneity was introduced. The layer was either horizontal

or had an angle of 5◦ with a thickness set at either 0.005 m, 0.01 m or 0.015 m. A

relationship with Impedance, Ω (comparison of the hight of the layer and its permeability

compared to the domain size) determined the permeability of the layer. Ω = 0.01 - 10

was investigated. For each of the 54 cases simulated, Sh was calculated and plotted.

The trends for the horizontal vs the angled case differed in a variety of ways, namely

that overall the Sherwood of the system with and angled layer, ShA was larger than the

corresponding horizontal system, ShH , so that ShA = 1.1ShH . It is so far unclear exactly

what is causing this increase however it is suggested that the angled promotes pooling of

material at the low side increasing mass transport through the layer. Other differences

in Sh-Ω trend are observed according to the differing thicknesses of the layer and these

suggested, primarily, to be caused by flow focusing. And finally, it was evident that the

compartmentalisation of the flow by continuous layers which impede flow has profound

impacts as compared to a discontinuous layered case where the plume speed and overall

rate of dissolution are mostly unaffected by the patches.
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Chapter 8

Conclusions and Future Work

8.1 Conclusions

In this thesis, we have systematically investigated convective dissolution in a porous

medium in the Rayleigh range of O(Ra) ∼ 1000 using X-ray CT imaging and numerical

simulations.

In Chapter 3 we first presented some of the first observations of the mixing patterns of

three-dimensional convective dissolution in an optically opaque, uniform porous medium

with MEG-water as a model fluid pair. The experimental protocol as laid out in Chapter 2

enabled non-invasive imaging of the dynamic behaviour of density-driven convection at

sufficient spatial(2×2×2) mm3 and temporal (70 s) resolution so that solute concentrations

could be quantified and parameters such as the onset time, shutdown time and dissolution

rate could be extracted.

It was observed that the onset time scaled with Ra−2 similar to scaling reported in the

literature [11, 34]. It was found that the growth and evolution of the fingers could be

described as a pseudo-diffusive regime expressed by an effective diffusion coefficient where

the magnitude was two orders higher than pure diffusion.

As an extension of this work, the viscosity ratio was investigated by changing the fluid pair

from MEG/water to BEG/water. The BEG has as viscosity 16 times larger than brine

whereas the MEG is only 3 times larger. It was concluded that with a supposedly constant

Ra (determined from the maximal density difference and the brine viscosity) the increase

in the viscosity ratio between the top and bottom fluids delayed convection both in its
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onset time and the shutdown time. However, the increased viscosity did not dramatically

affect the overall enhancement of dissolution by convection. It was shown that the scaling

relationship between the Sherwood and Rayleigh number was found Sh = 0.021Ra for the

MEG and BEG experiments together and Sh = 0.025Ra for the MEG experiments alone.

So, although the process was delayed, the Ra calculated based on the brine viscosity was

still a suitable predictor for the maximum rate of dissolution.

In Chapter 4 the experimental geometry was varied to evaluate the effect of a changing or

constant cross section. Three vessels were chosen, the bowl(used in Chapter 3), a cylinder

and a cube where the same fluid pair and permeability were used for all three cases. The

onset time of all three geometries was ≈ 20min but the shutdown time for the cube and

cylinder was 100 min slower than in the bowl; this difference in shutdown time resulted in

an effective diffusion coefficient half that observed in the bowl. The strong similarity in

the macroscopic behaviours of the bowl, cylinder and the cube at early times indicates

that it is the changing cross-section of the bowl that is enhancing convection after the

onset which results in a larger Deff/D and reduced shutdown time.

In Chapter 4 an analysis was also undertaken to better understand the impact of the

geometry on the pattern formation and evolution. By looking at a single horizontal

cross-section, 2.5cm below the initial interface, the number of fingers was counted, and

the average size of the fingers was reported. In both the cube and the bowl we initially

observed many small fingers which merged and formed fewer larger fingers with time. The

spatial correlation of the fingers was calculated from a spherical variogram model, and it

was observed that the correlation length increases linearly with time and the maximum

length was higher in the cube compared to the bowl.

In Chapter 5 and 6 the effect of increasingly complex permeability heterogeneity on

convective mixing were investigated. In Chapter 5 a single continuous layer of lower

permeability was introduced into the packing with a 5◦ incline and the thickness and

permeability of that layer was varied. The overall Impedance, Ω on the system was

determined as a function both the permeability ratio between the bulk and the layer and

the ratio of layer thickness to total domain height. A range of Impedance was investigated

spanning Ω = 0.1− 8.

Similar to the homogeneous case, the change of mass and horizontally averaged con-

centration profiles were plotted, and from these, it was observed that for Ω > 1 com-
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partmentalisation of the flow due to the barrier was observed. In the change of mass

curves, a late time tailing was attributed to the build-up of mass above the layer and

the subsequent slow migration of the fluid through the less permeable zone. Pooling

behaviour was observed in the reconstructions and in the 1D concentration profiles where

lingering bumps correlated to the location above the layer. For Ω < 1 pooling was not as

significant as the permeability of the layer was not sufficiently low to impede the flow of

the fingers completely. In this case, instead, we observe the phenomenon of flow focusing

and conclude that this results in a slight increase(5%) in the overall rate of dissolution

compared to the homogeneous case.

In Chapter 6 we investigate more heterogeneity patterns with a series of increasingly

complex discontinuous layers. The same X-ray CT imaging protocol was followed using the

MEGKI-brine fluid pair. In this Chapter three types of heterogeneity were investigated;

2 disconnected angled layers, chequerboard-style patches of lower permeability and a

random heterogeneous packing. The 3D finger structures were observed to be unique

for each configuration with behaviours such as pooling, merging and secondary finger

development being commonly observed. In addition, the macroscopic measures of mixing

were presented; the onset time was found to be consistent with the onset times of the

homogeneous case which indicate (as with the different geometries, and in fact the single-

layered case) that the onset time is independent of the nature of the domain below the

interface.

The rate of dissolution in a layered system was found to be highly dependent on the spatial

distribution of the layer and the most importantly the distance between the layers. In the

four experiments presented in Chapter 6 the volume percentage of packing occupied by the

lower permeability layers was ∼ 20%. However, in the two case where the impermeability

of the layering was equivalent the case with large spacing between the layers (’Patchy’

case) resulted in a faster rate of dissolution and quicker shutdown time compared to the

case with narrow spacing (2layer k/kL = 25).

Furthermore, a Sh − Ra plot was compiled and presented in Chapter 6 which brought

together all of the experimental data from Chapter 3, 5 & 6. Interestingly, the scaling

was found to be surprisingly similar to the original scaling presented in Chapter 3

(Sh = 0.025Ra), as it is found to be Sh = 0.0236Ra. In this thesis, the linearity of the

Ra < 5000 regime with Sh has been observed in a homogeneous packing and with various
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simple permeability heterogeneities, for four different fluid pairs.

In Chapter 7 the 2D COMSOL simulations provide insights into a greater range of Ra

(200-10,000) than what was possible experimentally, however, unlike in the experimental

case we varied the permeability instead of the fluid pair to investigate Ra. Here, we used

the Kozeny-Carmen equation for calculating the permeability equivalent to a bead pack

with a particle diameter of 0.2-2 mm. In general, the dissolution rate increased with

Ra; the fingering process occurred faster with larger plumes and shorter shutdown times.

However, it was observed that for Ra > 5000 the fast-moving plumes could result in a

less well-mixed system than slow-moving plumes at lower Ra. Nevertheless, there was a

linear relationship between the Sherwood and Rayleigh number which matched with the

results of the 3D experiments.

We introduced a single angled layer into the 2D model to supplemented and extend our

understanding of the effect of layered heterogeneity from the experiments. The Impedance,

Ω, was varied between 0.01 and 10 for different thickness of a horizontal and angled (5◦)

layer, and in each case, the Sh was plotted as a function of Impedance. Flow focusing,

or lack thereof, was the most important factor in determining the relatively higher or

lower rate of dissolution observed for different layer thicknesses. It was also observed that

between the angled and horizontal system the presence of an incline in the layer caused an

increase in the rate of dissolution compared to the horizontal case so that ShA = 1.1ShH .

But, it was also shown that the angled system was more sensitive to increasing Ω and

likely to reach a minimum Sh at lower Ω.

Finally, in Chapter 7, we confirm the findings of Chapter 6 and concluded that in a

situation with many evenly spaced barriers the rate of dissolution was unaffected by the

strength of the permeability ratio between the bulk and the layer but instead by the

spatial distribution of the layers.

The general conclusion of the thesis is that the process of convective dissolution is

sensitive to changes in the initial conditions, the boundary conditions and to permeability

heterogeneity. The onset times is, as expected, largely decoupled from these effects and only

dependant on the immediate fluid properties and permeability. However, the subsequent

rate and shut down of convection have a strong dependence on spatial parameters. Despite

these factors, the Ra − Sh scaling have been shown to be consistent.
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8.2 Future Work

The application of carbon storage has been the most important motivator in this project.

However, as yet, there is no direct observation convective dissolution at reservoir conditions

in a sandstone or carbonate sample. The findings presented in the thesis provide positive

indications that convective dissolution does occur at industrial relevant Ra and in the

presence of permeability heterogeneity, however, all of the work presented in this thesis

has used model fluids in bead packs. So it is clear the direction this project should take is

to use the real rock-fluid system at reservoir conditions.

8.2.1 Convective Dissolution in a Rock Sample

It is important to verify if convective dissolution will take place in a real rock system

with the presence of heterogeneity and chemical interaction. To achieve this goal, the

experimental complexity should be increase stepwise. At first, the same experiments

conducted in the bead pack should be done in a rock, i.e. with the analogue fluids MEGKI

and brine and with the same imaging protocol. The foreseeable challenges would be in

establishing the initial flat interface. It is suggested to modify the current methodology

where a slurry of MEG and beads is poured on to brine-saturated packing of beads and

used instead a brine - saturated rock core. After which a method could be developed

whereby the MEG is injected into a core, and a pistol-like displacement is achieved.

Once the procedure of imaging convective dissolution in a rock has been established, it

would be interesting to investigate a partially miscible liquid-liquid system such as an

alkyl formate in water [96]. It has been suggested that use of fully miscible fluid pairs do

not accurately describe the nature of the CO2-brine as there are no surface tension effects.

The result, therefore, is that the extrapolation of experimental results from miscible

systems to immiscible systems is not straightforward and must be done with caution.

The next step would be to use gaseous CO2 and brine, first at ambient and then reservoir

conditions. An important consideration when designing a new two-phase experiment

would, again, be setting up the initial condition. In the field, the initial condition of

the CO2 brine interface will heavily depend on the nature of the formation and the

location of the injection site. Previously the interface has been dramatically simplified
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especially in the modelling of convective dissolution which has been, by and large, simple

2D representations of a homogeneous, isotropic porous media where a.) the CO2-brine

interface is represented with constant concentration top boundary [18, 19, 20] or b.) a

fixed volume of CO2-brine model with a receding interface [21]. Experimentally, where

CO2-water has been used to investigate convective dissolution experimentally the CO2

has been introduced as a free phase directly above the water in an empty Hele-Shaw

cell [19, 55, 97].

The reality, of course, is a two-phase system interacting in a 3D porous medium. The

gaseous CO2 sits atop an aqueous boundary and between the two exists a capillary

transition zone where the effects of capillarity and wettability dictate the distribution of

the CO2 and brine. Additionally, there are swelling effects of the brine as mass is added

in the form of CO2 and so an upward movement of the interface. The true nature of the

interface, therefore, has been dramatically simplified for the ease of experimentation and

simulation. Numerically, these complexities are being taken into account [22, 23, 24] and

we suggest that experiments follow accordingly.

Another possibility is to mimic the conditions in the field and inject CO2 from the bottom

and allow the free phase to displace water and form a buoyant plume at the top of the

setup. The difficulty with both these methods would be in using X-ray CT as the imaging

protocol. The density difference between the CO2-brine and brine would be very small

and difficult to detect; an alternative would be to use PET, perhaps with a radiolabeled

carbon11.

8.2.2 Coupled Flow with Reaction

The final addition to fully represent the conditions in the subsurface is the inclusion of

fluid-rock interactions. Many fundamental studies have been undertaken surrounding this

topic of reaction with the application of CO2 sequestration; thus, reliable estimates are

available for the rate constants of calcite dissolution [98], for the CO2-brine densities and

viscosities at different temperatures and pressures [99], for the diffusion coefficients of CO2

in brine [100] and, generally, of the CO2-brine-mineral phase equilibria [101]. However, no

definitive experimental work has been presented where density-driven convection following

CO2 dissolution in brine is coupled with the reactivity of the rock matrix that leads to
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changes in its porous structure.

The influence of a change in porosity due to the dissolution of the rock on free convective

is met with two opposing arguments; whether the reaction will dampen or promote

convection compared to buoyancy-driven flow alone. In the first case, the dissolution of

the carbonate matrix consumes the CO2 which is argued to result in an insufficient density

difference for the onset of the instability; thus onset is delayed [102]. These arguments

suggest that as reaction rate increases convection will decrease as finger formation will

be dampened [103, 104], therefore, assuming a fast reaction consumes buoyancy. It

is assumed that once reacted the ions do not participate in convection. However, this

seems unlikely unless a precipitation reaction occurs. The density increase from dissolved

calcite has been calculated to be the same order of magnitude as that from the dissolved

CO2 [105, 106]. It seems logical this density increase will have a strong effect on convective

mixing and not dampen the effects as speculated.

Otherwise, it is supposed that by coupling reactions and mixing, In areas of higher

porosity preferential flow paths of higher velocity form result in a further enhancement

of convection [72]. The argument for an enhancement of convection is as a result of a

mixing-inducing reaction. It is assumed that before the onset of convection the CO2

saturated brine will be at equilibrium with the rock as will the brine in the reservoir

below. It is only in the mixing region between the two fluids that disequilibrium can

occur [72]. Here, the reaction will create regions of higher porosity where the denser

CO2-brine solution will move, and the subsequent density differential will be greater and

so promote convection.

Most importantly, it was proposed that these wormholes can enhance the fingering

phenomena when the reaction is coupled with the buoyant convective flow in a fluid-

saturated medium [105]. In a specific case study on the Songliao Basin of China, the

vertical convective currents were found to be strengthened when vertical permeability

was increased [107]; suggesting that when coupled the two processes can feed each other.

Numerically, the formation of slender fingers with high amplitude has also been reported

[108] that can be associated with ‘chimneys’ of enhanced porosity created along the

vertical axis of the system. Interestingly, these have been proposed as a result of a change

in the direction of convection currents observed due to secondary instabilities that arise

from a variation of the equilibrium solubility.
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At low Rayleigh numbers below even the critical Ra, the range in which many of reservoirs

sit, the effect of the reaction–permeability feedback is shown to be destabilising whereas,

at higher Rayleigh numbers, the precipitation and dissolution are stabilising [109]. As a

result, many more reservoirs could be potential sites if reaction is taking into consideration.

8.3 Final Remarks

The future work described here has been largely application-driven, but it is, of course,

vital theoretical work continues to expand our fundamental understanding of the convective

process. The work presented in the thesis is by no means comprehensive, and there are

many unresolved questions on this topic, but we hope that this work provides a foundation

on which new exciting work will build.
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A2 X-ray Imaging of Aqueous MEG and BEG Solu-

tions and Density Curves

In this study, potassium iodide (KI) was used as dopant in the MEG solution (∼9wt.%)

to enable precise imaging of the solute plume. In the derivation of the operating equation

used to compute the solute concentration from the X-ray tomograms (Section 2.2) it was

assumed that the CT number varies linearly with the weight fraction of KI in solution.

This assumption is verified against independent measurements of the measured CT number

of solutions of MEG (10wt.% KI) mixed with water, as shown in Figure A1. The following

imaging parameters were applied: field-of-view (24× 24) cm2; energy level of radiation

120 eV; tube current 150 mA.

Figure A1: CT number as a function of the mass fraction of MEG in water. The MEG solution contains
10wt.% KI that is used as dopant in the experiments of convective mixing. The dashed line is a linear fit
to the experimental values (R2 = 0.996).

Throughout the experiment, the CT readings are converted into mass fraction of MEG

or BEG in solution using Eq. 2.4. The density in each voxel is then computed from

the parameterisation of the curves shown in Figure 2.2 as a function of the average

mass fraction of the solute. The curves have been fitted using polynomials of the form,

ρ = a0 + a1w + a2w
2 + a3w

3, with parameters given in Table A1.
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Table A1: Parameters of the fitted density curves shown in Figure 2.2 with functional form, ρ =
a0 + a1w + a2w

2 + a3w
3.

Solution a0 a1 a2 a3

MEG55/brine 1.04 0.0131 0.0151 -0.0503
MEG57/brine 1.04 0.0179 0.0136 -0.0466
MEG59/brine 1.04 0.0306 -0.0086 -0.0300

BEG65/brine 1.06 0.0160 0.0402 -0.0763

A3 Linear Regression for a Straight Line Fit

A linear regime is observed in the MEG fraction curves when plotted as a function of the

square root of time(Chapter 3,4,6). The general equation for a linear fit is y = Ax + B

where gradient is used to calculate an effective diffusion coefficient, the x axis intercept is

the shutdown time and the onset time can be estimated when y = 1.

The variance in the measurements is defined as σM [g] and the coefficients A and B and the

associated uncertainties can be calculated through linear regression[83] using a weighting

factor w = 1/σM
2. It is assumed that uncertainty is associated only to the y variable (in

this case, mass) and the uncertainty in the x (in this case, time) is negligible, therefore:

A =

∑
wx2

∑
wy −

∑
wx
∑
wxy

∆
(A-1)

B =

∑
w
∑
wxy −

∑
wx
∑
wy

∆
(A-2)

where

∆ =
∑

w
∑

wx2 − (
∑

wx)2 (A-3)

and the uncertainties in A and B are:

σA =

√∑
wx2

∆
(A-4)

σB =

√∑
w

∆
(A-5)
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A4 Modified logistic function

A modified logistic function was used to to describe the temporal evolution of the dissolved

mass, mj(t), in the bottom (j = B) and top (j = T ) sections of the bowl. In particular,

the logistic function has been modified so as to attain the correct limiting behaviour at

early times, i.e.

For t→ 0 :
mB(t)

M1

= Kt∗ (A-6)

where t∗ =
√
t and K is the slope of the straight line obtained from the numerical solution

of the diffusion equation (see Section 2.4) when plotted as mB(t)/M1 vs.
√
t. In this

study, K = 0.0096 min−0.5. The modified logistic function reads therefore as follows:

mB(t)

M1

= Kt∗ +
D −Kt∗

[C + a1e(−a2(t∗−a4))]
1/a3

(A-7)

where a1, a2, a3, a4 and C1 and C2 are fitting parameters obtained by matching Eq. A-7

to the experimental data and mT (t) = 1−mB(t). The values of the obtained parameters

are summarised in Table A2.
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Table A2: Parameters of the logistic function, Eq. A-7, fitted to measured relative amount of dissolved
mass as a function of the square root of time. The experimental data are shown in Figure 3.1 together
with the corresponding fitted curves.

Solution C1 C2 a1 a2 a3 a4

C
h
ap

te
r

3

MEG55/brine 1 1 1.4341 0.5617 1.4345 14.22
1 1 1.3972 0.4683 1.2949 15.15

MEG57/brine 1 1 0.0461 0.5242 1.4778 19.33
1 1 1.3960 0.4915 1.5600 12.43

MEG59/brine 1 1 1.1921 0.4984 1.0271 8.969
BEG65 - 1 1 1 1.7093 0.3589 0.7965 12.689
BEG65 - 2 1 1 1.8047 0.3333 0.7109 11.004

C
h
.

4 Cube 1 1 1.8865 0.4369 1.5867 13.007
Cylinder 1 1 1.9759 0.4013 1.1788 11.736

C
h
ap

te
r

5

Exp 1a* 4 2.6 1.3791 0.6703 1.1024 7.338
Exp 1b* 4 2.6 1.4269 0.6952 1.1401 6.893
Exp 2a* 2 2 1.7186 0.8334 0.7775 4.173
Exp 2b* 2 2 2.1105 0.7464 0.8232 6.370
Exp 3a 1 1 1.5827 0.5590 0.6098 3.824
Exp 3b 1 1 2.5589 0.5235 0.3661 1.187
Exp 4 1 1 1.4769 0.3341 0.4798 7.032
Exp 5 1 1 1.3494 0.4006 0.4963 6.302
Exp 6* 6 4 1.3952 0.5642 0.9960 11.842
Exp 7* 6 4 1.5111 0.6034 1.0443 10.840

C
h
ap

te
r

6 2 layers k/kL = 4 1 1 2.5374 0.2921 0.6636 9.169
2 layers k/kL = 25 1 1 1.4064 0.4072 0.8642 9.600

’Patchy’ 1 1 1.2559 0.4789 1.1673 10.841
’Random’ 1 1 1.9662 0.3991 1.1209 12.1964
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