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Louka T. Katseli

Introduction

There is by now a substantive literature and a growing consensus on
the failure of the Purchasing Power Parity (PPP) doctrine to explain exchange
rate movements in the 1970s. With the advent of floating exchange rates
PPP was rediscovered and presented as a simple and potentially powerful
theory of exchange rate determination only to be reburied under a strong
wave of criticism. The main objections were equivalent to those which had
been raised in t:he-192051 and 1ﬁcluded ;he tenuous empirical validity of
 perfect commodity arbitrage and the non-comparability of general price
indices due to weighting and/or productivity differences; they pointed to
the predominance of non-monetary disturbances that can substantially alter
the equilibrium terms of tfade among countries; they finally highlighted the
role of expectations, and potentially asymmetrié behavior of governments and/
or private market participants in asset and good markets whose actions can
produce "overshooting" phenomena.2

This latest round of debate on the theoretical and empirical wvalidity
of PPP has raised a number of interesting and still unresolved questions
that focus explicitly on the role of the real exchange rate in macroeconomic
adjustment.

Real exchange rates have moved differently across countries both as
a consequence of structural differences and policy responses. The origin
of the shocks has also varied. In some cases the predominant shocks originated
in ﬁhe home country: increases in domestic costs of production due to growing
government budget deficits adversely affected international competitiveness
through real appreciation of the exchange rate. Careful management of the

nominal exchange rate through a policy of mini-devaluations has in some
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instances mitigated these effects. Alternatively, in countries with open
financial markets, the real appreciation of the currency has occasionally-
been dampened due to actions of private market participants who diversified
internationally in light of : expected nominal depreciation of the cutrency.3
In other cases the orizin of the disturbance was external to the particular
economy: confronted with rising foreign prices some Central Banks appreciated
their effective nominal exchange rates in an attempt to insulate the domestic
economy from external,infl;ti&nary pressures. Nominal appreciation of the
exchange rate in the face of external price increases could also be consistent
. with private market behaviour vhere agents perceive the deterioration of the.
térms of trade as a permanent improvement in international competitiveness.
More often, however, at least among smaller European countries, 1ncregses
in.foreign prices have been transmitted to domestic prices through substitution
and income effects in consumption or prodﬁction. This process c0ula eveﬁ be
accpmpanied by exchange rate depreciation if the rise of internal prices
exceeds that of traded goods.4 Finally, changes in nominal exchange rates

among hard currencies have led to changes in effective exchange rates which
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with market power, to the foreign currency price of exports.s

Thus real exchange rate movements reflect different economic processes
which result from the interaction of private market participants and policy
authorities. Even in those cases where real exchange rates have remained
roughly constant, it is intereéting to analyze the economic forces behind

the process of real exchange rate determination. Such analysis can highlight




the effectiveness of exchange rate policy and can potentially illuminate
the fundamental reasons for alternative targets in the exercise of exchange
raté policy. Thus in a country where nominal exchange rate devaluation quickly
raises domestic prices by the full extent of the devaluation, an active
exchaﬁge rate policy can only become an instrument of anti-inflation policy
rather than balance-of-payments adjustment. Alternatively, if the speed of
adjustment is low, nominal excﬁange rate policy can potentially become a
useful instrument of external balance. |

In‘countries where nominal exchange rates are market determined, the
transmission from nominal exchange rate movements to relative prices and from
prices to exchange rates can highlight the role of the current account in the
process of exchange rate determination. In a rational expectafions framework,
the instantaneous adjustment of the nominal exchange rate following a
given disturbance will critically depend on expectations about the movement
of relative prices; Similarly the dynamic path of the nominal exchange rate

to its new equilibrium level will depend on the actual and expected movement
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the rate of accumulation of foreign assets.
In light of these considerations, this paper presents a comparative
analysis of the implied linkages between nominal exchange rates and relative
prices for thirteen industrialized countries during the 1974=1980 period of
floating rates. Section 1 highlights the theoretical differences between two
commonly-used indices of real exchange rate movements, namely the terms of
trade and the relative price of traded to non-traded goods. This is done

in a pure two-country, four-good trade model following the work by Bruno




(1976), Jones (1979), Katseli (1980) and more recently Srinivasan (19&).
fhe model is solved for the equilibrium terms of trade and relative

price of nontraded goods in response to a number of disturbances in the
home or foreign country. Even in the context of this sﬁark framework, it
can be readily seen that the movement of the two indices is not analytically
equivalent so that the choice of index becomes crucially important for
empirical work.

. Section 2 provides a comparative study of the two relat;ve pri;e
indices for thirteen OECD countries during the period df floating rates and
analyzes their time series properties,for that same period. The lack of any
systematic correspondence in the noveméﬁt of the two indices which is sug-
gested in the theoretical analysis of Section 1 1is alsoc evident in the
'gmpiricai findings of this section.

In Sectior 3 movements in the real exchange rate defined now as the
relative price of nontraded to fraded goods, are decompoéed into movements
of the nominal exchange rate, a foreign price and a domestic price component.
The analysis qf their time-series pfopetties supports the view that in the
floating-rate period there has not been a one to one correspondence between
movements in exchange rates and prices as a simple PPP-view would maintain.
Instead exchange rates have generally followed an ARl ﬁrocess while prices
all followed cyclical AR2 processes. This provides partial support to the
theoretical argument that the process of exchange rate determination is
qualitatively different from the process of relative price determination,
and does not contradict the conventional hypotheéis that exchange rates
are determined in asset markets which clear faster than goods markets.

Statistical exogeneity however, is harder to ascertain. .
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Section 4 investigates different patterns of statistical exogeneity
among nominal exchange rates, domestic and foreign prices and simulates the
implied adjustment to unexpected shocks in each of these variables for the
OECD countries in the sample. The analysis highlights some of the observed
differences of behavior and the appearance of.vicious circles.

The last section of the paper summarizes the results.

1. The Equilibrium Real Exchange Rate: Alternative Interpretations

In static trade theory long-run equilibrium is usually identified with
balance on current account.7 The equilibrium real exchange rate is ;hus
identified with the vector of relative prices that balances the current
account (Katseli 1979a).

Depending on the object of the analysis noét models of real exchange
rate determination have.focused either on the terms of trade or the
relative price of traded to nontraded goods. 1In traditional two-country,
tyo good models, the equilibrium real exchange rate has almost always been
identified with the ;erms of trade.8 Alternatively in nodels where non-

8 play an important role in balance-of-payments adjustment, the
terms of trade are usualiy assumed to be determined exogenously and traded
goods are assumed to be perfect substitutes and thus aggregated into a
composite good (Dornbusch 1973; Brumo 1976). Given the 1mpo;tance of nontraded
goods and trade in differentiated products in most OECD countries (Krugman
1980); such restrictive assumptions are not necessarily warranted except for
analytical purposes. It is important to realize that in the process of adjust-

ment both relative prices are involved, i.e. the terms of trade and the
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relative price of traded to nontraded goods. This fundamental insight goes
back to Pearce (1961) if not still earlier to Keynes (1930) and Ohlin
(1929a; 1929b). Introduction of nontraded goods into a simple two-country
model where each country is completely specialized in the prﬁduction of a
traded commodity, allows the relationship between the two-relative price
indices in both flow and stock equilibrium9 to be demonstrated clearly. The
effects of different shifts such as technological change in either sector
on both equilibrium relative'prices can then be easily derived.

_This is the structure of the theoretical model that is presented
in this sectioﬂ. It is a static trade model vﬁgre all goods are final and
where there is only one tradeable private asset, money, that can be ac-
cumulated through the trade balance. All these assumptions could in turn
be relaxed along the lines of recent papers (thseli'and Marion 1982;
Obstfeld 1981; Giavazzi 1980). The objective here is not to present a
complete 1istbof factors that could affect the real exchange rate but
rather to highlight the differences between the equilibrium properties of

the two relative indices in the simplest general equilibrium model.

Each country is assumed to produce a nontraded good (H and H*, where
a "*" indicates the foreign country) using a fixed amount of sector-specific
capital (ih and i;) and labor (N) which is free to move between the nontraded
and traded good sector in each country but not internationally. The two
trading countries are assumed to be completely specialized with the home
country producing an exportable commodity (X) and importing the foreign'
country'a-t:aded good (M). The assumption of complete specialization can
be justified on grounds that the major OECD countries each produces a
different bundle of products. It also makes the model solvable as it reduces
tﬁe number of relative prices that need to be endogenously determined to three.

Using the home country's exportable price as the numerairel? the relevant




relative prices are the home and foreign country's relative prices of
non~traded goods (Ph and P;) and the terms of trade (P‘) between the two
_countries.

The exogenous shifts that are analyzed in the comparative-static
exercises are increases in the stock of capital used by different sectors,

representing capital-augmenting technical progress, increases in the

desired real wage that could be attributed to rising degrees of unionizatiom,

changes in the marginal propensity to save which could regylt either from

shifts in Mntertemporal preferences or from policy, and finally a money
- transfer from one country to the other. Money is assumed to be the only
asset that constitutes private wealth.11 Thus saving, which is equal

to the trade balance, is also equal to the flow excess demand for money by
-the private sector; The effect; of all disturbances on relative prices will
be bresented both on impact when the stock of money is given, but there is
positive saving or dissaving in each country through the balance of payments,
#nd the long~run where the actual money holdings equal their desired level
and hence saving and the trade balance are zero.

The full model is set out and described below and a more detailed

explanation of the workings of the labor and goods-markets follows.lz' A

complete list of symbols is presented in Table 1.




Table 1: Notation

Asterisks refer to foreign variables denominated in foreign
exchange.

Subscripts s and d attached to quantities refer to supplies
or demands of goods, while'subﬁcript i= x,m,h,h* refers to sector-

specific variables.

H - nontraded (home) good.

X - home count;y's exportable good,

M - foreign country's exportable (home-country's importable),

_Ph - price of home country's non-traded good relative to e¥portab1e.

Pm ~ terms of trade (An increase in Pm is equivalent to a deterioration

in the terms of trade of the home country).

Ki’ i=x,mh,h* - sector—specific.capital used in each sector 1.
A - shift parameter of labor supply function in each country.

W - real wage in terms of the exportable commodity.

Ni’ i = x,m,h,h* - employment'in each sector.

C - desired real consumption expenditures in terms of the home country's

exportable.
A - speed of adjustment of actual to desired money holdings .
k - inverse of velocity of circulation

Ak = s - marginal propensity to save.

y - real income in terms of the home country's exportable.

M - real money supply in terms of the home country's exportable.
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The Model
HS [?h’ Pms Kh’ A] - Hd[Ph’ Pm9 Cl=0 )]
H* P* P K* A* * P* 1.
s [ h’ m "h’ 1 - Hd [ h’ Pm’ Cl=0 (2)

* % *

XS [Ph, Pma Kxa A] - xd [Ph’ Pm: C]—Xd [Phs Pms C ] =0 ‘ (3)
M [P, P, K, AT =M [P *

[ h’ _m’ m’ ] - Md [Ph’ Pms c ] - MH[Ph’ Pm9 C] = 0 ) (4)
C=Y-~-S8§ (5)
* * * .
C =Y -5 (6)
Y = Phhs + xS 7
Y* *H* + P I* |

- Ph s mIs (8
S = A[kY - M] 9
* * *x % *
S=Xx[kY -M] (10)
Stock Equilibrium
Xs[Ph, P, K., A]- Xd[Ph, P s Cl- PoM [Ph, P.Cl=0 1)

As in Katseli (1980), equations (1) and (2) specify the equili-
brium condition in the nontraded good markets of both countries, while
equations (3) and (4) impose the overall equilibrium clearing conditions

in the international market for the traded commodities X and M.
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Equations (3) and (4) together imply that in flow equilibrium one
country's deficit should be the other country's surplus.

The specification of the labor markets follows the work by
Argy and Salop (1979) and Katseli and Marion (1982), where firms
determiné the demand for labor by equating the nominal wage to the value
of the own marginal product of labor while the supply of labor in each
sector is assumed to depend on the nominal wage divided by the.expected
price level (E: ; the expected price level (Pe) is assumed to be a function
of the cdnsuer price index. It is due to this assumption that the
terms of trade enter the supply function of the nontraded goods. The
shift.parameter A represents exogenous movements in the supply of labor
schedule. Appendix 1 gives a derivation of the functional forms for
the supply curves presented in equations (1) and (2) and by extension
(3) and (4). |

Demand for home goods depends oﬁ the own relative price, the
terms of trade and real consumption expenditures which is defined by
equations (5) and (6). All goods are assumed to be gross substitutes
and indifference curves homothetic.

Finally real output or income in terms of commodity X, is
defined in equgtions (7) and (8) and real saving in equations (9) and
(10). Desired saving is equal to the flowvexcess demand for money. In
the absence of government debt or domestic money creation, the private
sector accumulates money through the balance of payments.

A condition for stock equilibrium, characterized by a zero rate

of asset accumulation, is equation (11).
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By appropriate substitution of equations (5) to (10) in equations
(1)-(4) and by invoking Walras law the model can be reduced to a system
‘of three equations in three unknowns, namely the two relative prices
*
of nontraded goods, Ph and P, and the relative price of imports, P . Table
1 reports the comparative static effects of percentage changes in
‘ ' *  x *
each of the exogenous variables, Kh, Kx’ Kh, Km, A, A on _Ph and Pm’
holding the stock of money fixed. Table 2 also reports the effects on
relative prices of a money transfer from the foreign country to the home

~x - :
country (i.e. when M = - M) and the effects of a change in the marginal

propensities to save in both countries. e . B

Table 2: Effects of Various Disturbancgs on Relative Prices Holding
the Real Money Stock, M, Fixed

. ~ - ﬂ* A* o~ &* A* ﬁ d d*
Disturbance Kh Kx Kh Km A A M = - s s
- + 9 - ? ? ? 2 +
Ph
§ 9 ? ? - ? ? ? + +
m

In Appendix 2 it is shown that sufficient condition for local
stability of the system is that the reduction in the labor supply due
to increases in the expected consumer price relative to the price of the
exportable is adequately low.

It can be seen from Table 2 that with few exceptions the movement
of the two relative priﬁes is hard to sign unambiguously. The results
depend on the relative size of the structural parameters in the two
countries such as the relative own andkcross price elasticities of

demand and supply for each good and the relative marginal propensities
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to consume. For convenience of the reader, Appendix 3 gives a complete

listing of the solutions so that the existing ambiguities can be more

easily interpreted.

A few general conclusions can be drawn which can be related to

known results:

a.

An increase in the capital stock used by the home country's non-

traded good sector unambiguously lowergthe relative price of nontraded

' goods. This result is well known from the growth and trade literature

and is also derived in Brumo (1976). The opposite can be said for
expansion of the capital stock in the home country's traded good

sector. The effects of these disturbances however, on the

equilibrium terms of trade are ambiguoué depending on the relative
size of the income and substitution effects in the demand for

the three available goods.

Increases in the capital stock of the trading partner's nontraded

good have ambiguous effects on P, and P_. The

reason for this is that the ensuing decrease in the foreign country's
relative price of nontraded goods causes substitution away from the-
traded goods at the same time that foreign income probably increases.
It is not clear therefore if overall demand by fofeigners for the'

two traded goods increases or not.

Contrary to the previous case, growth of the capital étock in‘the
foreign country's traded good reduces the home country's relative
price of non-traded goods and the relative price of importables.
Expansion of supply of importables unambiguously reduces their

price causing substitution away from the home country's nontraded
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and traded goods. Thus if we define the real exchange rate as the
relative price of traded goods and the terms of trade as the relative

price of exportables (that is the inverse of P, and Pm respective-

h
1ly), it follows that trade-biased growth in the foreign'country

" causes the home country's real exchange to depreciate and its

terms of trade to impreve.
A push for higher real wages in either country has as one would

expect ambiguous effects on the relative price of goods. The outcome

will depend once again on the relative size of the supply and demand

elasticities.

The results from the transfer experiment are interésting in 1light

of the Ohlin-Keynes insights aﬁd cén be looked in conjunction with

the ds experiment. If the home country's money supply is increased
by the same amount a§ the reduction in the money supply of the trading
partner, saving is reduced. As in the case of.a reduction in the

marginal propensity to save, the ensuing change on P depends.on

h
the marginal propensities to consume the home and exportable commodities,
If m 1is sufficiently larger than m_ then P, unambiguously increases.
The effects on Pm are harder to ascertain. A reduction in saving
unambiguously ;educes Pm as consumption of both the nontraded

good and the exportable rises in the-home country. The effects

however of a transfer which increases M in the home country depend

not only on the home country's reaction but also on the foreign

country, Hence as it 1s shown in Appendix 3 the tglative size

of both the home and foreign marginal propensities to consume is

important.
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The ambiguities that characterize the flow equilibrium solutions
reappear in the stock equilibrium version which is characterized
by a balanced current account and an endogenous money supply. In
stock equilibrium the system consists of four equations in four unknowns
and can be solved recursively as is shown in Appendix 4.

From the above it 1s evident that both the origin of any given
disturbance and the choice of the relative index will determine the
effects of any given real shock to what is called the 'dquilibrium reall

exchange rate." In the empirical section that follows the two indices

will be approximated (a) by the relative price of foreign to dbmestic
wholesale prices, a proxy for the rélative price of traded goods
bétween countries and hence the terms of trade and (b) by the price
of traded goode relative to the value .AAaAvA.¢1-fnr. a proxv for

the relative price of traded to non-traded goods.13
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2. Indices of Real Exchange Rates

An index usually used to describe the real exchange rate in empirical
studies is the ratio of foreign to domestic wholesale prices expressed in a
common currency (Branson, 1981). As wholesale prices exclude services, a major
component of nontraded goods, they can be considered proxies of relative
traded good prices and thus the terms of trade. Data for the construction of

- this index (Rv) come from the IMF14 and are based on quarterly observations.

The Rtn index, i.e. the relative price of traded to nontraded goods,
is constructed by deflating ihe home currency price of traded goods by the
vﬁlue added deflator which is used as a proxy for the price of nontraded
goods. The home currency price of traded goods is calculated by taking a
weighted average of export and import unit value indicés.for each country

as these are given by the IMF ) International Financial Statistics.

Figures 1 to 5 plot the two relevant indices for five major:

industrialized countries, namely the United States (A), Japar (J), Germany Gy,

United Kingdom (E) and France (F).

The United States is the only country which has experienced a continuous
depreciation of its real exchange rate almost for the whole period regard-
less of the index which is gsed. The other countries' experience can be roughly
subdivided into three sub-periods. During the first period which ends around
'the second quarter of 1974 the relative price of traded to nontraded goods
increased while domestic wholesale prices rose fast. This trend
is especially characteristic of Japan and Germany. The second

period roughly extending from 1974 to 1978 is quite dissimilar across
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Figure 5. Alternative Measures of Real Exchanpe Rates--France
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countries. The two real price indices stayed roughly constant in the case
of the United States and Japan, while they exhibited substantial fluctuations
in the other countries. After 1978, France and England experienced
real appreciations and the United States and Germany real depreciationms.
The evidence on Japan is mixed.

-Table 3 provides some information on the stochastic
properties of the two real excﬁange rate indices for the whole period of the
19708 by comparing the variability of each index around trend and the correlation
coefficient between the two for each country. The corfeiation coefficient
between each 1ﬁdex and the current account balance is also included even though
this study will stop short of investigating the properties of current account
adjustment. It is igteresting to note, however, that p 1is in most cases
negative, probably reflecting strong J curve effects.

Comparing the standard deviations of the two indices vhich are used
as measures of variability arouna trend it is interesting to note that expe:iences
.are different across countries even though the underlying reasons are not

apparent in such aggregate analysis. In terms of variability of
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index during the floatin Japan has clearly the lead
followed by the United States, Italy and England. In terms of Rw, the
United Kingdom and Japah are the two leading countries. Germany and countries
in the DM currency area have experienced considerably less real exchange

rate variability regardless of the index. In all cases, these developments
could be attributed either to private market behavior, or policy or even

to differences in structural characteristics which account for different
transmission processes. It is evident, hove#er, that whatever the reason,

the real exchange rates of most countries moved sufficiently to contradict

a PPP view of exchange rate determination. This is consistent with most
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‘Tabie 3 Comparison of Real Exchange Rate Variability and Correlations
(1971.1-1980.4)

Real Exchange

1. Data are detrended and deseasonalized.

2. Source of all data is the IMF.

Rates (R) Correlations

Countries optn Opv D(R:n, R:) D(CAt, Rzn) D(CAt. R:)
united States 7.7 | 4.3 0.307 0.559 0.258
Canada 3.2 3.6 0.141 -0.043 0.140
Japan 1.1 7.2 0.561  -0.443 -0.239
United Kingdom  ¢.7  10.3 0.784 -0.491 -0.537
West Germany AN 5.4 -0.116 0;287 =0.642
Austria 2.0 3.1 0.259 -0.069 -0.015
Netherlands 5.5 3.3 0.420 0.103 -0.301
Deneark 5.4 5.8 0.194 -0.177 -0.079
Belgium 4.7 4.4 0.112 -0.330 -0.653
France 6.3 4.4 0.738  -0.417 -0.204
Italy 7.7 3.8 0.334 | ~0.542 0.041
Norway 5.6 5.8 -0.124  0.351 0.639
Sweden 2.4 5.1 -0.334 -0.518 0.383
Notes:

3. Both indices are defined as relative prices of foreign to domestic

variables;

Rtn

PV

x m
=E-(wiP +w2P )

W
and RY = Eligg—l

P

bR
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available empirical findings (Frenkel, 1981). Section 3 beiow will pursue
this line of inquiry further. |

The correlation coefficient between the two relative-price indices
(dettenaed and deseasonalized) is highest in the case of the United Kingdom
(.784) but low and sometimes negative in most other cases. Thus, the choice of
the real exchange rate index becomes crucial.

B This becomes clearer if the time series properties of the two
indices are compared more closely. Given the instaﬁility of the international
system during the first three years of the 1970s which is evident in
Figures 1-5, 19741II was chdsen as the base period of the empirical investiga-
tion. '

Table Abpresents the autoregressiye structure of the'two'quarterly
time séries vhere each-variable is regressed on its own past lags. In
each.tegression and in all éubsequent tables, a constant and seasonal
dummy variables are included while a log-linear trend has been

removed. All variables in this and subsequent tables are stated as natural

two asterisks respectively.

For each éf the thirteen countries in the sample, the fourth-order
univariate autoregressibn (AR4) obtained by least squares fit over the
1974.2-1980.4 period, is presented. The lags are subsequently shortened
and the results of the appfopriate second-order or first-order autoregressive
structures are also reported. In all cases the standard errors increase

only slightly.




i Table 4! Cross Country Univariate Regressions of the Real Exchange Rate1(1974:2 - 1980:4)

. . w
Rt;:li Rt:--:i.

t-1 t-2 t-3 t-4 R2 SSE DW | t-1 t-2 t-3  t=4 R2 SSE DwW

. %2 : * »
' United States 1.49, -.39, -.26 .10 .98 .002 2.0} .66, -.12 .35 -=.21 .76 .012 1.9
; 1.56, -.64 .98 .002 2.3| .61,  .08,, .74 .014 1.8
' Canada . 1.18, .03, ~-.50 .05 .96 .002 1.8| 1.20, =-.60, .47 -.35 .96 .005 1.5
1.49, =.67,, .94 .003 2.3 1,23, -.43 .95 .006 1.9
Japan 1.41, =-.56, -.03 -.04 .92 .025 1.8] 1.07, -.37, 17 =.35 .85  .020 2.1
1.49, -.69 _ .91 .026 1.9| 1.24, -.54 : .81 .026 2.2
United Kingdom 1.34, -.51, ~-.04-.02 .87 .007 1.9{1.00, ~-.04 -.03 -.01 .93 .025 1.9
1.39, -.59 .87 .007 1.9 1.01, -.08 .93 .025 1.9
West Germany 1.35, =-.41, -.04 -,04 .92 .002 1.8} ,96, -.l4 .30 ~.48 .67 .008 1.6
1.45, =.56 .92  .002 2.0} .80, .05 .52 .011 1.6
Austria 77,  =.03 .13 -.17 .89 .003- 2.5 .89, ~-.27 .22 -.18 .72 .006 1.5
7, .02 | .88  .003 2.4 .79, =.10 o 71,006 1.6
Netherlands 1.34,  =.24, .07 -.16 .88 .006 2.0| .84, . .20 .31 -.43 .84 .005 2.0
1.27, -.38 .86 .006 2.21 .79, .22 .80 .006 2.1
Denmark 1.34, -.62, .28 -.17 .93 .007 1.7 .97, -.18 .31 -.23 .85 .007 2.0
1.31, -.44 .93 .007 1.8 .92, -.00 . <85 .008 2.1
Belgiumr 1.11, -.28, .32 -.45 .92 .007 1.6} 1.05, - -.35 .39 -.51 .95 .004 1.9
1.36, -.47, .90 .008 2,11 1.18, -.37,, .93  .005 2.1
France 1.18, -.60, .05 -.11 .96  .004 2.2) 1.l4, -.54, 32 =.36 .85 .010 2.1
1.32, -.69 o 296 L0046 2.5 1,24, =.52 .82 .012 2.4
Italy .49, .05, =-.01-.32° .74 013 1.8| .93, -.35 .23 -.28 .65 .013 1.9
91, -=.30 .61 .020 2.4} .92, -.26 .63  .014 2.0
Norway Th4, .31 -.12 -,28 .85 .014 1.9) .89, ~-.15 .02 -.15 .89 .009 2.0
.99, ~-.10 .81 .08 2.3{ .97, -.30 .89 .010 2.1
Sweden 037, .09 -.34 -.03 .79 .002 1.9]1.13, -.25, ~-.16 ~-.06 .89 .008 1.8
.76 -.25 1.26 -.33 .88 .009 2.1

Notes: 1. All repressions include a time trend and seasonal dummies.
2. One asterisk implies that the coefficient is significant at the five percent confidence level. Two asterisks imply
that the coefficient is significant at the ten percent confidence level.
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As it was expected, the two time series have quite different broperties.

tn

R exhibits,in all countries except Austria, Norway and Sweden, AR2 properties

with convergent cyclical responses to disturbances,15 vhile R¥ is in most
cases an ARl stable process. Exceptions are Canada, Japan, France and Sweden
vhere R” is a stable AR2 process and the United Kingdom where the system
could be considered explosive. These differences in the properties qf the

- two time-series can be attributed to the relative sluggishness of domestic
nontraded good prices which causes a lengthier adjustment process. It

. should also be noted that the coefficient of R:—l is in some cases over .90

and in the United Kingdom, Denmark, Norway, and Italy not significantly

different from unity;‘ This would make the R close to a random vaik
process in which a given disturban;e to the system 1is sustaihed indefinitely.
It is thus gvideni both from the thgoretical analysis of Section 1 and tﬁe
empirical evidence provided so far that the two indices do not exhibit
similar time series properties.

The analysis of the remaining two sections will be cast in terms
of Rtn. The choice of the index is influenced by the fact that the
properties of R" have received relatively more attention in the recent
literature (Branson 1981) and that in the presence of non-traded goods,
Rtn is a better proxy of overall competitiveness.

Given the choice of Rtn as the relevant real exchange rate index,
Sections 3 and 4 below investigate further the movements of nominal ef-

fective exchange rates, foreign prices of traded goods and domestic prices

and their interaction.
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3. Decomposition of Rtn and Analysis of Time Séries Properties of its

Components.

Variability of the real exchange rate, Rtn, around trend can

be decomposed further. Determination of the principal source of variability,
if at all possible, can illuminate the importance and effects of "news"
relative to the long-run movement of Rtn which is determined by expected
changes in competitiveness due to technological innovations, decreaéing
money illusion or other f@ctors. |

"Table 5 shows that for most countries much of the ktn variabilicy
can be attributed to the detrended foreign price of tradeables index. 1Its
standard deviation is considerably higher than that of either the nominal
effective exchange rate or the value added deflator witﬁ the excepfion ﬁf
the United Kingdom where nominal exchange rate variability is dominant. |
- This is not surprising given the fact that the time period under consideration
in Table 5 1nq1udes 1973 and hence the dramatic increase 1in the prices of
all imported intermediate goods, most notably oil. The secondApoint to
be noted is that for most countries the standard deviation of the value
added deflator is the lowest. Austria, Netherlands, and Belgium whose
exchange rates have been tied to the DM are the only exceptions. Low
variability of fv probably reflects countercyclical policies that have
been pursued during the period. Finally, contrasting the results of Tables 3
and 5, real exchange rate variability is consistently higher than nominal
- exchange rate variability in all countries except Canada, the United Kingdom,
Austria and Sweden. Thg reaultvruns counter to existing perceptions about
‘real exchange rates which in a PPP world are assumed to stay roughly
constant, and at least not to exhibit greater variability than nomipal

exchange rates.




Table 5: Comparison of Price and Nominal Exchange Rate Variability and Corelation Analysis (1971.1-1980.4)

Effective Exchange

R

t
t

n. E(wiPx + wzl’m)/Pv

Rate (E) Prices (P) Correlation Analysis

oy (x 100) opv o p(ELREM oY, RTY o(PY, FPY)  p(E, PP p(E, PV)
United States 4.6 2.7 9.0 0.255 0.040 0.566 -0.425 -0.487
Canada 4.5 3.2 7.4 0.131 0.456 0.791 -0.667 -0.247
Japan 8.2 5.0 8.6 0.938 0.581 0.909 0.538 0.469
United Kingdom 10.6 4.7 7.0 0.680 0.001 0.296 -0.571 0.307
West Germany 4.0 1.5 6.7 ~-0.088 0.693 0.698 -0.564 0.017
Austria 2.9 3.2 5.8 -0.111 0.333 0.901 -0.771 -0.505
Netherlands 2.5 2.8 8.1 -0.283 0.333 6.708 -0.618 -0.366
Denmark 4.7 2.9 7.8 0.200 -0.138 0.674 -0.670 -0.731
Belgiﬁm 2.2 3.4 6.1 0.474 0.286 0.774 0.053 -0.140
France 4.1 3.4 7.3 0.116 -0.223 0.297 -0.486 0.024
Italy 4.8 3.7 9.4 0.268 0.412 0.562 -0.152 0.347
Norway 5.1 3.0 9.1 ~0.001 -0.130 0.629 -0.789 -0.701
Sweden 5.0 3.3 8.9  ~0.214 0.765 0.847 ~0.814 -0.428
Notes:

1. Data are detrended and deseasonalized.

2. Source of all data is the IMF; P* and p" series come from the IMF's International Financial Statistics.

3. Exchange rates are effective rates, defined as home currency per foriegn exchange.

Lz




The correlétion analysis presented in Table § sheds éome light on
the process underlying the variability in the real exchange rate index.
Once again, experience is quite varied across countries. Foreign and domestic
prices have moved closely together in all countries especially in Japan
(¢ = .999), but the noninal exchange rate las noved in most cases in the
opposite direction of foreign and domestic prices. A notable exception is
Japan. The Scandinavian countries (Denmark, lorway, Sweden) and AustriaA
exhibit the higlest negative correlations between exchange rates and each of
the tvo price indices.

Jith the exception of Japan and the United Xingdom where the éorrela—
tion coefficient between nominal and real exchange rates is relatively high,

in most other countries it is relatively small. This could be the outcome

(a) of a PPP market view of nominal exchange rate determination which is probably
uﬁlikely given the high varigbility‘of the reél~exchange rates in most
countries or; (b) policy-enforced correlations (pqsitiVe and negative
respectively) between the nominal exchance rate, domestic and foreign
prices. As it was argued in the introduction, causality can run either

way. With respect to douestic'prices, a nominal devaluation could be

passed on rapidly to domestic prices or alternatively domestic inflation-
ary preésures could influence authorities or the market to depreciate the
nominal exchange rate. This process will be consistent with the evidence

on Japan, United Kingdom and Italy where the correlation coefficient between
E and pY is positive.

With respect to foreign prices, & nominal devaluation can induce a
decline in the foreign currency price of traded goods if countries possess
market power in traded good markets. Alternatively, an increase in
foreign priceé might lead monetary authorities to appreciate the nominal

exchange rate to insulate the economy from external inflationary pressures.
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This would be consistent with the evidence on most other industrialized
countries and especially the Scandinavian countries. Given the observed
high variabilitf of the real exchange rate and foreign prices and the
relatively low variability of the domestic price index, 1nter§ention
by the monetary authorities is suspected. Section 4 investigates more
thoroughly the evidence on causality and the adjustment process of

individual countries.

Before proceeding with the analysis, howevér, a few more points
should be raiégd.' Table 6 describes the dynamic timé—seties properties
of the three indices, namely the nominal effective exchange rate, the
value added deflator and the foreign price of traded goods for the period
1974.2-1980.4 after the 1973 major realignment of nominal parities. Aé
with the real exchange rate indices, each variable is regressed against
past values of itself in a regression which includes a constant, a time
trend and segsonal dummies. Lags are subsequently eliminated successively
and the'final choice is based on the significance level of the estimated
coefficient and the standard error of the restricted o
test of the joint elimination of the third and fourth period lags shows
that the three indices generally demonstrate properties of an ARl or AR2
autoregressive process with the exception of West Germany and the United
Kingdom.

With the exception of Canada, Japan, France and Sweden, the
exchange rate can be described as an ARl process. The process
is generally stable except in the cases of the United Kingdom and Italy

where the estimated coefficients of E exceed unity while the second

t-1

lag coefficient is not significhntly different from zero; also in one of the

smaller European countries, namely Norway, the reépective estimates




Table St Cross Country Univariate Regressions of Exchange Rates and Prices (1974.2 - 1980.4)

] _ »Y
4 a2 S I S R N B N -1 -2 -3 4 R s o oroy | a 2 -3 a4 2 smow o
« L] -
United States 88 -.06 .33 -3 88 012 1.6 1.5(.24) | 1.30s -.62, .00 .00 .99 .001 2.0 0.0(.99 .00, -, -" :
82 .0 85 ot 1S O e - B9 o0 fg oot | Lo, -df, L2 3T s L0313 2.8(.08)
. .30 97 017 1.8
a .
Cansde 139, -15," a1 23 98 008 1.6 0.7.49) | 1.9t .61t .16 —21 1,00 001 2.2 0.7¢.49) 1.38, -3, =05 04 .98 006 2.1 0.2(.81)
1.36" .32 .98 .006 1.8 1.61° -8 1.00 000 2.3 149 -3 ' a8 00 2%
- e ' . N e
Japen 16, =19, <12 -2 95 002 2.1 20017 | 1.9y <52 L™ 26 e .00z 1.4 1.6(.29) 8y, ~n,, .23 2™ 98 Lo 2.1 1808
145" —le9 96 027 2.4 103" -.16 93 002 1.4 .04 <23 .97 .018 2.4
L)
United Kingdom x.n: -.04 <02 -.09 .93 .02) 1.9 0.2(.8%) .90: -0, .24 <40 1,00. .001 1.9 5.7(.01) 1.1s: 19, .05 ~.24 J98 017 2.0 1.1(.33)
116" -.18 93 023 2.0 1370 -l 1.00° .002 2.4 1.3 - .98 019 2.3
.
Vest Cermany 4 -1 26 -8 a7 009 1.5 2.3(.08) | .96+ .08, -.08 -.29"" 1.00 .000 1.8 6.4(.01) M55 =30, .13 =20 199 005 1.5 3.1(.07)
0 o 96 .01z 1.3 14t s 1.00 .000 2.2 Lo -5 99 007 21
’ ~ Y3 .
Austria A0 -3 e —ar® er ook 14 29000 | 1a2h -3h L™ ™ e Lo 19 2.20am W90, -3, -12 -0 .99 .005 1.8 1.0(.38)
.76 -27 96 .003 1.6 1.03 -3 99 001 2.0 1.18 - 54 .99  ,005 2.0
* *h
Netharlands 69 =13 .20 -4 .93 ..004 1.5 2.0(.16) 1.00, -.26, =02 .12 .99 002 2.0 0.4(.6%) | 1.260 -.512° .05 -.09 .99 .00s 1.9 0.3(.78)
.67 ~-.09 .91 0058 1.7 1.11 -.4) .99 .002 2.2 1.37 .53 .99 .00% 2.2
»
Sanmark AL S8 L3224 .83 .007 1.8 0.6(.36) | 1.165 -.18, -.23 .08 1.00 001 2.4 0.3G.T) | 1.02° =09, =34 .05 .99 003 1.9 O.a(.%¢)
.88 -,00 .82 007 1.9 1.26 - A4 : 1.00 .001 2.4 1.20 - 42 .99 004 2.3
\ . .
Belgium .n: -.08 .25 -.3% .90 .00 1.6 1.0(.39) | 1.00" =20, -.16 (14 1,06 .001 2.6 0.8(.47) Lo, -39, 02 17 .99 ,006 1.8 1.0(.39)
IY T R .89 006 1.7 1.02 =23 1.00 .001 2.2 1.26" -6 99 L9124
L]
Prance 1.05, -4k, .29 -3 86 009 2.3 2,00.16) | 1.32) -1, <32 .06 1.00 .002 2.1 1.60.29) | 1.06° -.13. -.06 .16 99006 1.9 1.4(.26)
L] [ ) ] L] L
L1 - .82 010 2.4 1.9 -l70 1.00 .00z 2.3 1.2 -5 o8 007 2.4
Ttaly 103, -3 .24 22 .98 017 1.9 0.4(.6%) | 1.420 -.97) .32 -.08 1.00 .00z 2.0 0.3(.61) 5. .06 =08 -17 .97 .017 2.0 2.0(.17)
rar’ -m 98 018 2.0 1.23"  -iss 1.00 .002 1.7 1.2 -l 96 021 2.4
Rorway .99: 00 -.13  -.10 88 005 2.0 0.9(.44) 1.17: ~.45, .17 ~,16 1,00 .00% 2.3 0.4(.6%) ‘33: 26, =22 .22 98 015 1.7 A N.0))
1.12° -3 . .87 006 2.2 1.23" -7 1.00 .00l 2.4 127" a5 97 022 2.8
* [
Sveden 1,25 =M, .01 =09 L% 008 1.8 0,307 | .94h <12, .23 -0 100 .002 2.0 0.9CAY | 1.52% -85 .30 -5 .08 L0086 1.7 5.3¢.76)
1.2 ~.55% .94 .008 2.0 1.12 -.47 1.00 003 2.3 1.47 -. 66 .98 006 1.8

1
2

Notes: “All regressions include a constant, seasonal dummies and a time trend.

A '"*" {ndicates the coefficient is significant at the 5% level.
A "**" {ndicates the coefficient is significant at the 107 level.

3 : o .
The source of data is the IMF. FPt was computed by division of the Pt'index by the effective exchange rate.

4The F test is conducted under the null hypothesis that the 3rd and 4th-lag coefficient is equal to zero;
the number in parenthesis is the significance level at which the null hypothesis can be accepted. Germany
and Austria are the only countries for which the F-test on the E and P autoregressions point to an AR3 or AR4
structure.

5The behavior of the stochastic equations 18 gstable 1in all cases.

6For Sweden the PPt autoregression was estimated for the period 1974.2-1979.4

ot



31

in the restricted equation are 1.12 and -.32. The coefficients in some of
the other small European countries especially the Scandinavian countries are
close enough to unity that the nominal exchange rate can be effectively
characterized as a random walk. This probably explains why the nominal
exchange rate in most of these countries has not been allowed to vary

much (see Table 5).

The two prices can be described effectively on the other hand as
AR2 pfocesses. According to the reported F tesfs, Pv, in the United Kingdom
and Germany exhibit even higher order autoregressive properties. This |
underiines the sluggishness of the domestic price index which is probably
the outcome of pricing or stabilization policies. FPt is generally an
AR2 process with possible exceptions West Germany and Norway.

The observed differences between the properties of nominal exchange
r#te time series data and those of relative prices, which have also been
noted elsewhere, (Frenkel, 1981; Branson, 1981), would be again consistent wiﬁh
the hypothesis that exchange rates-#re determined in asset markets which
clear markedly faster than goods markets. Since adjustment in prices is
generally more sluggish than that of exchange rates, nominal ékchange rateé
tend to overshoot their equilibrium value as private market participants
respond to new information. This would also be consistent with the observed
high real exchange rate variability and would apply particularly well to the
United Sfates, the United Kingdom and Germany among the major hard currency
countries. The interaction of exchange rates and prices in the other
floating countries, namely Japan, Canada and France is harder to ascertain
at least from the evidence presented in Table 6. Section & provides some
further ingightsinto these cases and into the underlying process of real

exchange rate determination in the smaller European countries.




32

Louka T. Katseli

o
9
y
1]
3
)
1
)
1
)
ol
"
)
)

rt

Following the work by Sargent (1979), Sims (1980), Taylor (1980)
and more recently Ashenfelter and Card (1981), the stochastic dynamics
of the nominal exchange rate and relative price series is investigated
further in this section. The objective here is two-fold: to estimate
the observed adjustment of current nominal exchange rates (and prices)
‘to lagged known values of relative p;ices (and exchange rates) but more
importantly to investigate the response of each time-series to unanticipated
diatpfbances. The failure of most well-known models of exchange rate
de;ermination to explai; the variability of nominal exchange rates in the
1970s points to the important role of '"news" as the main explanatory
_variable of the observed large swings in exchange rates. "News" are captured
by the error term in vector autoregression systems which include as

independent variables lagged values of all the relevant dependent variables.

In the context of real exchange rate determination, "news'" about the
current account position, the money supply or output will affect both nominal
exchange rates and prices. Thus, residuals in vector autoregressions
which include as independent variables only lagged values of nominal
exchange rates and prices will capture unaﬁticipated movements in these
two variables due to such "news'. A high negative correlation coefficient
among residuals therefore could_imply either that.agents move nominal
exchange rates and prices in opposite directions as a response to a particular
source of '"news' or that nominal exchange rates and prices respond to

different sets of news which are themselves negatively correlated,
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In light of these considerations a second order vector autoregression
system is estimated for each country in the sample where the two variables
are the nominal effective exchange rate and relative prices defined as the

ratio of the value added deflator to the foreign price of traded goods. Each

of the two variables 1is regresséd against lagged values of both
variables. All regressions are run on quarterly observations and
include a constant, a linear trend and seasonal dummies. Given the
analysis of Section 3, two lags are used for each vﬁriable. The only
exception is Germany for which the vectbr autoregression is also run
with three lags on exchange rates and relative prices.

anch of the estimated equations can be interpreted as a forecasting
equation. ‘To determine whether or not inclusion of the other variable
imprcvés.its explanatory power F tests are conducfed under the null hypothcqia
that (a) the two lagged relative price terms in the exchange rate equation
are zero or (b) the two laggea exchange rate terms in the relative price
equation are zero. The results are réported in Table 7 with significance
levels in parentheses. Table 7 also reports the correlation between the
residuals of the two estimated equations which can be interpreted as the
correlation between "innovations". Subject to our previous interpretation,
a strong positive correlation between the two residuals wou;d imply that the
t;o series respond similarly to a given source of news (e.g. money supply news)
or to different sets of news (e.g. money supply and current account) that

are positively correlated.

The results of Table 7 support the intuitive arguments so far; At
a 10 percent significgnce level it is shown that the exchange rate can be
considered statistically exogenous or predetermined vis-a-vis relative

prices'in all cases except the United Kingdom and possibly Denmark, Austria
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Table 7: Correlation of Residuals and Granger Exogeneity Tests in Vector

Autoregression System of Exchange Rates and Relative Prices.l
(1974.2-1980.4)

Countries. p(VE, AP v/ ppt) F(pV/Fpt)2 F(E)2
United States 0.92 1.09 (.36) 1.82 (.19)
Canada 0.73 | 1.63 (.22) 0.95 (.41)
Japan - 0.62 0.25 (.78) 4.80 (.02)*
United Kingdom 0.83 | 3.59  (.05)* 6.99 (.57)
West Germany 0.92 0.66 (.53) 1.96 (.17)
0.93 0.45 (.72) 0.81 (.51)

Austria 0.72 3.21 (.06)** 0.04 (.96)
Netherlands 0.16 1.66 (.22) 1.44  (.26)
Denmark 0.36 2.75 (.09** 0.70 (.51)
‘Belgium 0.31 2,69 (.09)** 3.95 (.04)"
France 0.79 C1.23 (.32) 1.77 (.20)
Italy 0.45 0.66 (.53) 0.44  (.65)
Norway 0.33 0.52  (.60) 2.68 (.o9)**
Sweden? 0.77 C0.31 (.74) 0.46 - (.64)

- Notes:

1For all countries the vector autoregressions include two lags on all
relevant variables, with the sole exception of Germany where the results
of the vector autoregression with three lags on E, PV and hence

PV/FPt are also reported.

F(P /FP ) is the F-test under the null hypothesis that (P /FP )
and (PV/FPt ) are zero in the E equation. Similarly, - F(E) is

the F-test under the null hypothesis that Et-l and Et-z

in the relative price equation. Significance levels are given in
parentheses. An asterisk indicates that the null hypothesis can be
rejected within a 10% confidence interval.

are zero

3Samole period: 1974.2-1979.4,
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and Belgium. Past movements of the exchange rate are important expected
determinants of the reiative price ratio in Japan, Belgiun'and Norway.
This.supports the previous findings of differential speed of adjustment

in asset and goods-markets’and the stronger expected transmission linkages

in the smaller and more open economies.

The correlation among residuals is positive in all cases but around
80 only in the case of the United States, the United Kingdom, West Germany
and France. This finding is consistent with the hypothesis that despite
relatively low expected transmission from exchange rates to prices and
from priceé to exchange rateé in the hard-currency industrialized countries
a8 compared to smaller andmore open economies (TableslS and 7), innovations
affect both nominal exchange rates and domestic prices in a similar mAnher.
In the other smaller countries, relative price and exchange t#te movements
seem to respond indepéndently to innovations.

Based on the underlying estimation of the vector autotegréssion
system (VAR) Figures6 and 7 plot the response of each of the two independent
variables to one standard deviation shock in the residual of the‘cross
equation for France, Germany, Japan and the United States.ialt is interesting
to note that the impulse reaction functions presented in these figures reveal
substantiallcrosa—country‘differences in the dynamic path of adjustment to

an unexpected disturbance,

In all four countries "news' that cause an unexpected nominal
depreciation induce a decrease in the relative price of nontraded to traded
goods. The drop is largest and the adjustment slowest in the case of the
-United States which is the least open country in the sample and which
possesses a high degree of market power. The system in all cases converges

roughly after fifty quarters.
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Figure 6: Response of Relative Prices, Non-Traded to Traded Goods, to Shock in
Exchange Rate. (Period of Estimation 1974.2-1980.4)
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Figure 7: Response of Exchange Rate to Shock in Relative Prices,
Non-Traded ‘to Traded Goods. (Period of Estimation 1974. 2-1980. 4)
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Oscillations of nominal exchange rates in response to an unexpected
shock in relative prices are once again larger and more prolonged in the
case of the United States. The nominal exchange rate depreciates in value
after a short period of small appreciation (2 quarters). After fifty
guarters it did not converge to its equilibrium value. The dynamic path
of adjustment is quite different in the other countries with adjustment
almost monotonic in the case of Germany. The exchange rate converges ap-
proximately after 35 quarters. The pronouned nominal and real-appreciations
probably reflect anti-inflationary policies and possibly, in the case of
the European countries, the sluggishness in nominal exchange rate adjustment
imposed by monetary arrangements.

In conclusion the evidence in Table 7 and Figures 6-7 suggest that
even though "innovations' affect nominal exchange rates and relative prices
symmetrically in the large countries as opbosed to the smaller countries,
the impulse reaction functions even for these countries are not identical
-due to differences in structure and policy behavior.

Movements in ;he relative price index can now be decomposed further
into movements of the domestic and foreign price compoﬁent and the properties
of the system can be analyzed further. Here again each variable in the
trivariate autoregression system is regressed against lagged values of all
three variables. As with the bivariate VAR, two lags are used in the auto-
regressive structure.

Tables 8, 9 and 10present estimates of each of the forecasting
equations as well as the results of F tests on the successive elimination
of cross variables. The numbers in parentheses under the estimated co-

efficients report the t-statistics.
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Table 8 generally confirms the hypothesis of exogeneity of the
nominal exchange rate that was postulated in Table 7 with the exception of
Germany. While in Table 7 it was reported that current values of the
exchange rate do not seem to depend on lagged values of relative prices,

" the results here indicate that lagged values of P’ do affect independently
the nominal exchange rate. Furthermore, in the case of Belgium, joint
elimination éf the two lags on pY is hard to justify. This gives partial
justification for the‘prebccupation with vicious circles by Belgian
economists.

Table 9 presents the forecasting equation for Pv. Based on the F
tesf, the ddmestic price rafio is clearly responsive to pasﬁ exchange rate
movements only in the case of the United States with an insignificant first
period lag and a significantly positive second period lag. Based on the
estimated equation, the first period lag (Et-l) has a significantly ﬁositive
sign in Germany and Italy. The second period lag is significantly negative
iﬁ Germany alone.

Pagt values of the foreign price index for the post 1973-74 oil price
increase period are significant determinants of the domestic price index only
in the United States, Japan, Germany and Denmark. The first period lag is
significantly positive also in France and Sweden and surprisingly negative
in the case of Denmark. The second period lag is significantiy negative in
Germany, and France and positive in Denmark and the United States. 1In
general it can be concluded that current values for P’ do not seem to be
affected by lagged values of E and FPt as much as one would expect. This
limited backward-looking linkage could be the outcome of domestic price

stabilization policies during the 1970s.




Table 8: Responsiveness of E to Lagged E,

MUnited States
Canada

Japan

United Kingdom

‘Weat Germany

Austria
Netherlands
Denmark
Belgium
France
Italy
Norway
Suedenz

Notes: 1.

pY and PPt (1974.2-1980.4)

v v v t t t -2 v t
Ee1 Ee-2 Eees Tear Pe-2 Pe-3 et FPeen FPey R W FeD F(FP)
0.97 , =-0.50 1.76  -0.73 0.2  -0.58 0.92 2.3 2.5 , 2.2
(2.9 (0.9) (2.2) (2.2 0.3 1.0 (0.11) (0.15)
1.24 -0.35 -0.49 -0.25 0.30 0.30 0.99 2.1 3.0 2.1
(4.3) (1.2) (0.9) (0.4) (1.2) (0.1) (0.08) (0.15)
1.42 -0.68 -0.41 0.59 0.20  -0.17 0.9 2.4 0.2 0.3
(7.0) (3.4) (0.5) (0.5) (0.8) (0.5) : (0.84) (0.70)
0.68 0.27 0.86  -0.38 -0.27 0.15 0.96 1.9 3.0 0.2
(1.6) (0.8) (1.2) (0.6) (0.7) (0.5) (0.7) (0.08) (0.80)
0.7 -0.36 -0.50 2.11 0.41  -0.32 0.98 1.6 6.4 , 0.7
(2.1) (0.8) (0.5) (1.9) (1.2) a.1) ' (0.01) (0.50)
1.43 -1.03  0.21  -2.81 6.17 -2.89 0.82  -1.01  0.46 0.99 2.4 7.2 , 1.1
(3.3) (1.5) (0.4)  (2.0) (.8 (2.3) Q.7 1.3)  (1.0) " (0.00) (0.30)
0.91 0.25 -0.39  -0.05 -0.14 0.56 0.98 1.8 0.9 3.6
(3.0 (0.9) (0.8) (0.1) (0.6) (2.6) (0.42) (0.52)
0.44 0.08 0.16  =0.62 -0.21 0.30 0.93 1.9 1.9 2.8
(1.6) 0.3) (0.4) (1.5) (1.2) (2.0 7 (0.18) (0.09)
0.74 0.05 -0.45 0.12 0.17 0.11 0.86 2.1 0.6 1.8
2.7 (0.2) 0.7 0.2) (0.5) 0.3 (0.55) (0.19)
0.49 0.35 -0.93 0.17 -0.21 0.29 0.94 2.4 4.4 , 1.6
(1.8) 1.3 (1.6) (0.3) (1.3 (.7 0.0 (0.29
1.03 ~0.41 -0.80 0.84 0.38  -0.44 0.85 2.4 0.8 1.2
(4.6) 1.9) (1.2) (1.1) (1.1) (1.5) (0.47) (0.34)
1.05 -0.30 -0.43 0.30 -0.16 0.15 0.98 2.0 0.2 0.3
(4.1) (1.2) 0.7 (0.6) 0.7 0.7) (0.74) (0.74)
0.91 -0.28 0.21  -0.41 -0.17 0.11 0.89 2.4 1.2 1.0
(3.4) (1.1) (0.6) (1.2) (1.4) (0.9) (0.32) (0.78)
1.10 -0.36 0.12  -0.12 -0.28  0.23 0.94 1.9 0.0 0.2
(2.5) (0.8) (0.2) (0.2) (0.6) (0.6) (0.98) (0.78)

t-statistics in parentheses.

2. Sample period 1974.2-1979.4

3. Signifi
asterisk indicates that the null hypo

cance level for F-test under null hypothesis that the coefficients
thesis can be rejected within a 57 confidence interval.

of relevant variadle are zero.

An
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Iable 9. ‘Responsiveness of P¥ to Lagged Pv, E and FPt (1974 .2-1980.4)

United States
Canada

Japan

United Kingdom

West Germany

Austria
Netherlands
Denmark
Belgium
France
Italy
Norway

Sveden2

v v v t t t 2 t
E,_y E,_, E._, Pry Pr, Peg FPL, PP, FP., R DW  F(E) F(FP")
-0.70 1 0.25 0.73 =0.70 -0.10 0.32 1.00 2.1 8.6 9.1 *
0.7) (2.0) (4.0) (3.8) (1.0) (2.5) (0.00f (0.00)
0.09 -0.01 1.45 -0.57 0.05 -0.03 1.00 2.1 0.8 0.1 ’
(u.b) 0.1) (5.1) (1.8) (0.4) (0.2) (0.48) (0.91)
0.03 0.01 0.66 -0.22 0.16 0.04 0.97 1.8 1.4 5.0 *
(0.6) (0.2) 3.7 (1.0) (2.1) (0.6) (0.27) (0.02)
-0.11 0.04 1.18 -0.35 -0.13 -0.07 1.00 2.2 0.8 0.5
(0.8) (0.3) (5.3) (1.6) (1.0) (0.7) (0.47)  (0.60)
0.05 -0.15 1.07 ~0.10 0.17 -0.13 1.00 1.9 2.1 3.6 *
(0.9) (1.9) (5.2) (0.5) (2.7) (2.3) (0.15) (0.05)
0.19 - -0.30 0.12 0.86 0.52 -0.61 0.22 -0.28 0.10 0.99 2.3 1.9 2.1 .
(2.2) (2.3) (1.2) (3.1) (1.6) (2.5) (2.4) (1.8) (1.2) (0.18) (0.15)
-0.01 0.19 0.79 -0.30 0.10 0.07 0.99 2.1 0.7 1.0
(0.0) (1.1) (3.0) (1.4) ©(0.8) (0.6) (0.51) (0.41)
0.39 -0.21 0.85 -0.12 0.20 -0,09 0.99 1.9 1.8 1.7
(1.9) (1.1) 3.3) (0.4) (1.5) (0.8) (0.20) (0.21)
-0.11 0.14 0.65 -0.07 -0.25 0.37. 1.00 2.3 1.4 8.7 *
(1.3) (1.6) (3.2) (0.4) (2.5) (3.7) (0.28) (0.00)
0.03 0.09 0.81 -0.02 -0.00 0.05 1.00 2.4 1.7 1.4
(0.3) (0.9) (3.5) (0.1) (0.1) (0.7) (0.21) (0.27)
0.06 -0.02 1.16 -0.20 0.29 -0.25 1.00 2.6 0.2 2.7
(0.6) (0.2) (4.6) 0.7 (2.1) 2.2) (0.79) (0.10)
0.17 -0.12 0.99 -0.49 0.05 0.06 1.00 1.8 2.2 1.2
(2.1) (1.5) (4.8) (3.2) (0.6) (0.9) (0.14) (0.32)
-0.10 0.20 1.12 -0.36 ~0.06 0.09 0.99 2.3 1.5 1.3
(0.8) (1.6) (6.4). -(2.2) (1.0) (1.5) (0.25) (0.30)
0.25 0.12 0.32 -0.21 0.44 -0.12 1.00 2.1 2.0 2.3
(1.4) (0.6) (1.0) (0.9) (2.1) (0.8) (0.18) (0.14)

Notes: 1. t-statistics in parentheses.
2. Sample period 1974.2-1979.4.
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" Table 10:Responsiveness of Pt

to Lagged FPY, E and PV (1974.2-1980.4)

United States  0.43 _0.15

Canada

Japan

United Kingdom 0.33 -0.61

West Germany

Austria

Netherlands

Denmark
Belgtum
France
Italy

Norway

2
Sweden

Notes: 1.
2.

v v v t t t 2 v
E_, E.; E._3 Py Pe g P,y FP., FP ., FPL5 R DW F(E) F(P)
1 -2.17 0.63 1.34 0.12 0.98 1.7 5.8 *3.b
(0.9)" (0.2) (2.5) (0.7) 2.7) (0.2) : (0.01) (0.06)
0.06 -0.07 0.77 -0.07 1.11 -0.62 0.98 2.9 0.0 2.7
(0.2) (0.2) (1.3) (0.1) (4.0) (2.0) (0.98) (0.10)
0.42 -0.34 0.50 0.02 0.90 -0.32 0.99 2.2 5.6 0.6
(3.3) (2.6) (0.9) (0.0) (4.0) (1.5) (0.01)* (0.55)
~1.24 0.95 1.29 -0.55 0.99 1.7 5.5 *3.5
(1.0) (2.3) (2.3) (1.8) (4.2) (2.2) (0.02)" (0.06)
0.74 -0.32 -0.24 -0.81 1.32 -0.55 0.99 1.8 5.2 «37 A
(2.7) (0.9) (0.3) (0.9) (4.8) (2.3 (0.02) (0.05)
0.06 0.54 -0.45 1.30 -4.03 2,55 2.79 0.44 -0.62 0.99 2.3 1.3 5.0 .
(0.2) 1.0) (1.0) (1.1) (2.9) (2.5) (2.03) (0.7 a.7m (0.32) (0.02)
-0.29 0.12 0.83 -0.60 3.90-_ -0.47 0.99 2.2 0.3 1.4
(0.8) (0.4) (1.6) (1.5) (3.6) (1.9) (0.71) (0.28)
0.53 -0.08 -0.61 0.37 1.53 -0.63 0.99 2.1 2.3 1.9
(1.9) (0.3) (1.8) (0.9) (9.1) (4.5) (0.13) (0.18)
0.22 -0.24 0.05 -0.01 1.29 -0.51 0.99 2.1 0.7 0.0
(1.0) (@1.1) (0.1) (0.0) (5.1) (2.0) (0.53) (0.98)
0.39 -0.17 0.86 -0.83 1.14 ~0.44 0.99 2.2 0.9 1.0
(1.2) (0.5) (1.2) (1.4) (5.8) (2.2) (0.40) (0.38)
0.30 -0.27 0.31 -0.13 1.30 -0.53 0.99 2.3 1.5 0.2
(1.6) (1.5 (0.6) (0.2) (4.4) (2.2) (0.26) (0.79)
0.10 -0.28 0.47 -0.70 0.99 -0.19 0.96 2.1 0.7 1.3
(0.4) (1.1) (0.7) (1.5) (4.4) (0.8) (0.51) (0.31)
-0.94 1.21 -0,28 0.23 0.95 -0.07 0.98 2.4 3.5 0.1
(1.9) (2.6) (0.4) (0.4) (4.3) (0.3) (0.06) (0.90)
-0.0 0.08 -0.38 - 0.21 1.57 -0.69 0.98 2.0 0.0 0.2
(0.0) (0.2) (0.5) (0.3) (3.4) (2.0) (0.97) (0.86)

t - statistics in parentheses
Sample period 1974.2-1979.4.

‘Y
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Finally Table 10 presents the forecasting equation for the price
of traded goods in units of foreign exchange. There are two reasons
why one could expect past exchange rate and domestic price movements to
affect the foreign currency price of traded goods: ﬁhis is possession
of market power and a dominant position in international trade. Thus
it is not surprising that in the case of the leading countries i.e. the
United States, Japan, England and Germany, lagged values of exchange rates
1f not domestic prices are important determinants of the foréign price index.
This kind of international linkage can work in many directions. An |
effective nominal devaluation of the dollar for example as we have seen in
Table 9 would raise U.S. domestic prices of both home and exported goods.
Inflation in the U.S. will be transmitted to its trading partners and
induce an increase in their domestic price deépite the initial nominal aﬁ—
preciation of their currency. Eventually it could raise the United State's
effective foreign price of traded goods (FPt).'=0n the other hand possession
‘of market power on the export and import markets could lower the foreign
price of traded goods, at least in the.short run. Finally an increase in
the domestic price of aﬁy of the le
policies in the rest of the world to insulate their respective economies
from the negative transmission effects. The results in Table 10 are hard
to interpret further without reference to other macroeconomic variables.
However they support the view that there exist sufficiently important

negative transmission links between the most developed of the industrialized

countries and the rest of the world to require a more careful analysis.
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The major findings so far are quite supportive of established
theories: (a) 1in most cases (with possible exceptions the United States,
and Belgium), the exchange rate can be considered a predetermined variable
in domestic price determination; (b) relative prices of nontraded to
traded goods are affected by lagged values of exchange rates dnly in the
case of Japan among "large" countries and Belgium and Norway among
"small" countries. In the other large countries, "news" seem to affect
exchange rates and prices in similar patterns even though there are cross-
country differences in the speed of adjustment to innovations;(c) again
in the case of "large' countries (United States, Japan, United Kingdom,
Germany) the foreign price of traded goods cannot be considered exogenous
as it is affected by past exchange rates and domestic prices; (d) the
domestic price vector, Pv, does not seem to depend on lagged exchange
rates and/or foreign prices in almost all countries probably due to
stabilization policies.

The correlations of reéiduals among all pairs in the autoregressive
system are presented in Table 11. For all countries, an innovation in the
exchange rate, the predominantly exogenous variable, is associated with a
negative innovation in the foreign price index. Once again for the large
countries (United States, United Kingdom and Germany) the correlation
coefficient is highly significant (over -.70). This high negative p in
the countries with open and developed financial markets would be consistent
with a rational expectations asset-market view of exchange raté determination
where an unexpected increase in foreign prices induces expectations of a
current account surplus and thus an immediate appreciation of the exchange
rate. In the case of the other countries the negative correlation probably

reflects intervention by authorities in the exchange market.




Table 11: Correlation of Residuals in Vector Autoregression System of
Exchange Rates, Value Added Deflator and Foreign Price of
Traded Goods. (1974.2-1980.4)

Countries p(GE,GPv) p(GE,GFPt) p(GPv,GFPt)
‘United States -0.52 -0.91 0.55
Canada -0.04 -0.58 0.53
Japan v -0.36 -0.73 0.39
United Kingdom -0.33 -0;87 0.47
West Germany1 0.47 -0.83 -0.28

0.231 -0.75 0.07
Austria 0.15 -0.59 0.28
Netherlands -0.20 -0.39 0.51
Denmark -0.54 -0.56 0,22
Belgium 0.44 | -0.25 0.17
France -0.52 -0,.88 0.62
Italy 0.13 -0.36 0.34
Norway -0.49 -0.45 0.25
Sweden -0.16 =-0.79 0.40
Notes:

1. Correlation of residuals in system of equations estimated with

three lags on each independent variable.
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The correlation coefficient between innovations in the domestic
and foreign price indices is positive, as expected, but relatively low.
Given all the empirical findihgs so far and the low overall variability
of the P’ index 1t should be concluded that during the 1970s the focus
of stabilization policies was on domestic 1nf1atioh. This is also
consistent with the mixed evidence on the correlation coefficient between
the exchange rate and domestic price tesiduals.‘ It is positive only in
ihe cases of Germany, Austria, Belgium and Italy, and negative for all'othef
countries. The :esults for Belgium and Italy, once ag#in give some
empirical support to the vicious circle theorizing in connection with these
two countries (Basevi and de Grauwe, 1977), and sharply contras;s their

experience with that of the Scandinavian small and open economies.

In general it can be concluded that inﬁo?ations in the two
price indices moye gene:ally together with causality running from
foreign prices to aomestic prices in the smaller countries and usually
in both directions in the larger countries, Imnovations in exchange
rates and foreign prices are negatively correlated. In ihe case of
small countries with managed nominal exchange rates the negative correlation
would be consistent with contemporaneous intervéntion in the exchange
market as a result of innovations in the foreign price level. 1In the
large countries where both the nominal exchange rate and foreign price
level are market determined, the high negative correlation would be
consistent with opposite impact responses of the two indices to the same
gset of news or responses to different set ofnews which are negatively
correlated. Finally, the evidence on th; correlation in innovations

between the exchange rate and the domestic price vector is mired, Vith
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positive correlations in the most open economies (Germany, Austria,
Belgium and Italy) and negative correlations élsewhere probably due to
stabilization policies.

These results are only indicative of the complicated nature of

the adjustment process and differences across countries which. can

have their origin in the nature of the unexpected shock, the structural
responses to the disturbance or finally the policy reaction of the
authorities. VWhat is in fact striking is that some systematic patterns
have indeed emerged.

It could be said that the process of adjustment in the smaller
European countries is perhaps the most varied and complicated despite
the "smallness" of the economy . As'an examﬁle of differences in behavior,
Fiﬁures 8 and 9 plot the response of the value-added deflator to un-
expectéd shocks in foreign prices and the exchange rate for three

 small European countries which follow the DM closely, namely Belgium,

the Netherlands and Norway. Here.again substantial differences emerge
in the dynamic path of adjustment of the domestic price index. Di
ences occur not only in the magnitude of oscillations, the oscillatory
path itself and the speed of convergence but also in the direction

of the short-run impulse response to distrubances.

The response of domestic prices to unexpected shocks in foreign
prices for the three countries is presénted in Figure 8. Adjustment
is quite varied with an initial decrease in P’ in Belgium and Norway
and a sharp increase in.Netherlands and subsequent oscillations which

are damped relatively fast in the first two countries (in less than

thirty quarters) but slowly in the case of Netherlands. Figure 9 demonstrates

the cross-country differences in the response of P’ to innovations
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Figure 9: Response of Value Added Deflator to Shock in Exchange Rate.
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in E. The Norwegian response where the value added deflator decreases
following an unexpectedbdepreciation, could haﬁe its origin to the im?ortance
of intermediate goods (Katseli 1980) or to the role of policy; any hypothesis,
however, would be only a guess un;ess one possesses knowledge of the specific
institutionalvand economic characteristics of the country.

The negative response of domestic prices following an unexpected
nominal depreciation induces a larger depreciation of the real exchange
rate relative to the nominal exchange rate. Interestingly enough the
same pattern is observed in another Scandinavian country, namely Denmark,
and is also characteristic of Austria. This pattern of response to
innovations in exchange rates is quite different in the case of the other
small European countries as can be ségn in'Table 12. It can be concluded |
that the induced movement ir domestic prices following an unexpected de-
preciation makes rgal exchange raté adjustment probably easier in the case
of the Scandinavian countries and Austria than in the other small countries
bf Europe. Given that current account adjuétment is dependent on move-
mehts in the real rather than nominal exchange rate, this tentative
conélusion would seem to indicate that the attainment of external balance
requires a greater nominal devaluation in the case of the smaller countries

of central Europe rather than in the case of their Northern neighbors.




Table 12:

Impulse Reaction Functions:
Deviation Shock in E (20 quarters)

Responses of Pv to One Standard
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ountry
2
Quarte Denmark Sweden Norway Austria Netherlands Belgium Italy

1
2

3

10
11
12
13
14
15
16
17
18
19

20

Notes:
1.

2.

.0

-020 D-Ozl

-.13
.43 D-03
.17 D-02
.23
.23
.20
.14
.70 D-03
.94 D-04
-.38 D-03
-.70
-.85
-.86
-.77
-.62
A
-.25

Divided by 100; D-02 applies to all numbers below it.

.0
«59 D-02
.11 D-01
.11
.66 D-02
«33 D-02
17
.11
«76 D-03
W43
.12

~.11

-.24

-015
-.11 D-05

.0

.84

.24

.31

.33

.32

.28

24

.19

.14

.10

.64

32

.62

D-03

D-02

D-03

D-04

-.13 D-03

«26

.33

.36

«35

.0

-.13 D-03

.31
«39
44
46
46
44
W4l
.38

«35

33

32
«30
.29
.28
«26
«25

.24

Sample period of estimation 1974.2-1979.4.

.0
«56
57
«56
W43
.32
.19
.70
-.40
-.13
-.19
-.21
-.20
-.16
-.10
-.38
.19
.62
.88

«95

.0
D-02 .45 D=03
.19 D-02

.21

.21

.17

.13

D-03 .11
.94 D-03

D-02 .88

.82

.73

.58

42

.26

D-03 .12
.16 D-04
_s2

-.95

-.12 D-03

.0
«53

71

45

33

"035

-051

-051

<43

-.34
-.26
-.20
-.15
-.10
-.60
-.27
-.32

.13

.21

«25

D-02

D-04

D-02

D-03

D-04

D-03

Same for D-01, D-03, D-=04.
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5. Conclusions

The 6bject1ve of this paper was to study the movements of real
exchange rates in the 19?08 and to explore some of the inherent compli-
cations in the process of reél exchange rate determination.

Real factors such as technological change, decreasing money
illusion and changes in intertemporal preferences were ghown to affect
differently the equilibrium terms of trade and the relative price of traded
to nontraded goods. Given the latter definition of the real exchange
rate deviations around trend were shown to be quite varied across countries.
So were the economic processes that dictated them.

Three rough country groupings emerged: the large industrialized
countries with the possible exceptidn of Japan, the Scandinavian countries
and the smaller European countries. |

In the major industrialized countries exchange rates can be consider-
ed predetermined with respect to relative prices. Past movements of nominal
exchange rates, however, influence foreign prices in a way that is consistent
with these countries’ possession of market power. There is a strong positive
correlation among residuals of nominal exchange rates and relative prices.
This would be consistent with economic theoriz%ng where unexpected increases
in the money supply or other news cause a depreciation of the nominal exchange
rate and an increase in the price of nontraded goods relative to the foreign
currency price of traded goods. However, the strong positive correlation
between innovations in E and PV/FPt cannot be accounted for by a strong
positive correlation between innovations in E and P'. The evidence is rather
mixed (Table 11) but it seems to suggest that it is rather the outcome of
strong negative correlatioﬁs between innovations in E and FPt, negative

correlations between innovations in E and P’ and strong positive correlations
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between innovations in P' and FPY. This suggests that one should look

more closely at patterns of interdependence among major industrialized
countries.

The evidence presented so far also suggests that a non-discrimina-
tory application of the "small-countfy" model to European experiences will
be problematic unless oﬁe understands internal targets of policy and
differences in structural characteristics.

In_ail small countries vith the exception of Belgium, the nominal
exchange_rate does not seem to be affected b& lagged values of domestic or
foreign prices. The foreign price level of traded goods can be considered
similarly predetermined. The domestic vélue added deflator, however, is
strongly influenced by lagged values of foreign prices (Tables 8, 9, 10).

Differences across countries come with reﬁpect to their adjustment
~to innovations. '"News" that affect nominal exchange rates and domestic
pricés are positively correlated in Austria, Beigium and Italy and negatively
in the Netherlands and the Scandinavian countries. There is similarly a
strong negative correlation of the E and FPg residualis in thé Scandinavian
countries as bpposed to the other smaller European countries. This could
be the outoome of more independent nominal exchange rate pdlicies in the
Northern countries as opposed to the countries in the European Monetary
System. There are also substantial differences in the path of adjustment
as a response to innovations. The fundamental economic processes behind
these systematic differences are not well understood. They merit closer

attention and more careful analysis.




54
~Louka T. Katseli
Appendix 1
In each country each sector uses a fixed stock of capital Ri’
and labor Ni which is free to move between sectors. The overall
stock of labor is given and there is full employment. In each sector
profit maximizing behavior would imply that the nominal wage is equatéd
to the value of the own marginal product of labor. Thus, taking the

nontraded goods sector as an example, and using again the exportable as

a numeraire,

= v o J
W Ph.f(Kh,Nh),fN<0,fK>0 an
where, W = the real wage in terms of the exportable commodity.
The supply of labor is assumed to depend on the expected real wage

(E;) where the expected price level is itself a function of the consumer

P
price index, and a shift parameter A. Thus,

W =pS.g(N,8); g > 058, >0 2"
where, P = h(P); 1 > h' > 0 - (3")
and, P = aP +a,+ aP 4"

1h 2 3

Substituting (3') and (4') in (2') and equating the demand and

supply of labor in each sector it follows that

W= ph’.f(ih, N) = hla P +a, +agP) . g(N , A) (5"
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Assuming that all initial prices and hence g(N , A), h(P) and
f(ih, Nh) are set equal to unity, equation (5') can be differentiated
.totally.and solved for th. Then,

= ' - ' - £ dK . '
£y (h a; l)dPh + h a,dP + g dA - £ Ky | (6")
From (6') it follows that employment and hence output in the non-traded

good sector is a positive function of P and Kh and a negative

h
function of A and Pm; These are the assumed signs of the partial
derivatives in the supply functions of the model. This is the most

general specification of the labor markets that allows explicit considera-

tion of different types of wage rigidities or degrees of money-illusion.
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Appendix 2

Local stability of a three by three system requires that the
trace is negative and the determinant is negative. In the present case,

sign ambiguities arise in elements and a_., which are defined

3320 313 33

below. If a4 is positive and 332 and a33 are negative, then
stability is guaranteed. This is equivalent to assuming that the cross

* .
elasticities of supply, i.e. Emh, Ehm’ and Exm are suffic{ently low.

In other words, the determinant of the system can be described as follows:

a5 0 213
|D|= 0 322 823
431 832 233
where:
Xs
a, = - (Bh -1) - (1 + Ehh) 1 - mh(l-s)) - (l-s)mh F;Hd Exh< 0
821 = 0
a,, = -E_X (1 ~m =2(1-s)) - B X, -m —-P.H (14E..) < 0
31 xh' s x Px xh d X Px h's hh
P M*
- *- _ * -*-* * * mes _*
7T By T D - A B Amaseh)) - aase’) PR <o

B X - m i (l-s*) [PH (4E.) - P ME ] ?
2832 7 T *xn"d " ™h P_ -s*) [P H Eh m g mh'

X

s
a13 = B ¥ By - M Qes)E  + PH_ Eeml ?
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*
EX (l-m (1-s)) + B +m (l-s ‘n's L+E )>0
273 hm _mh( -s ) hm mh s ) P*H* _—
hd
ok k 1 *1 #
= - - - -+ —(] - = -
a5, E_X -B X -B X +m $=(-s)(PHE +XE )+u = (1-5))
P* *E* P M* 1+E* ] ? * | x
( hHs hm ~ m s( mm) )

The elasticities used in the solutionms, all converted to be positive

numbers are defined below:

Bh - own price eiésticity of demand fof home goods

Bij - cross priée elasticities of demand where 1 1is the relevant
sector énd j the relevant price vector.

Eii - own price elasticity of supply

Eij - Cross p;ice elasticities of supply

m, - marginal propensity to consume goods of sector 1.




>
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Appendix 3

Two sets of solutions are presented below. Holding M constant,

h
The first term in parenthesis is the numerator and its sign is given

above it. Elements from the determinant matrix are presented as elements

a and their sign is specified in Appendix 2. The determinant, D,

ij

1s assumed to be negative as required for stability. A complete listing

of the élasticity terms is presented in Appendix 2.

+
[(l'mh(l s))Ey Kh 32233 T 2323,3) * m,

?

- - —1%
[-(1 mh(l s? ))Eh Kh( as, 13)) + mx P (l -s )P H Eh Kh( a,,a 13)]B Kh

wlp-'
»

h's™h Kh

X | -
=b-—— . - ) - -1— -
[ Phndmh(l s )E, x (83783372558,3) ik Xs(1mmy 5= (1-8)) (-a,,a, ) 1D K >0
X X X
P o *
v * * % * ~%
s lm, QssDE L (ragya ) 4o 2 -sp e - ¢ (Fay,a, VI <0
Pth m X *m
7
= - _ 1- S) 1
[(-1 mh(l S))Eh At Wh )(az2 33783, 23)+(E XA Xs(l-mx Px(l-s))
= PLHGEp a7y (1 =8)).(-a,,a 13)]D A
?
P M
. * Kk *  k Tpg % * AP *
[((l~mh(l s ))Eh A" mh(l s ) SE m,A)( a32 13) -m (1 s )(PhHsEh,A+P M E
nia
(-ayya;5) 1D 2y
?
Y Y -1
= [my P (ay52337355873) - m F;'(°322313)]D ds

P and Pm can be expressed as functions of all the exopenous variables.

-1"
(1-s) P H E .22313)]D Kh<0

m s m,A
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—

*
= [- N S e PP
mh P*H* (-a3,3 13) m 5 (ap2)3)I0 " ds 2 0
hd x
e [om —1_ - LS T, 1 *1 N
my P, M(ayp33372329) ™, 3 M (Caga )+ (m x p, " Tx P AM)
hd P.H x
ntla
(magp2 ) 0 H

?

= [(1- : L
(Qomy Ume))By g (agiayy)tmy g G-oIRHE, ¢ (apy 2,107

~

- k1 ok kok & ' -1
(-1 mh(l s )Eh Kh(a11a32) +m (1-s )PhHsEh,Kh(allaZZ)]D K
X
xg ? 1 1~
= -3, mA-s)E, ¢ (agiay) - E, o X, (A-m § (1-8))(a);3,,)1D K,
h'd X o X b 4
PmM: * * * 1
" e w0 "E, x_(P11232) ¥ my p (A DA Em k_ (2112 22) 107K, < 0
nila '
?
e (1o - . (l-s) s : _ 1 .. _ 1 ,._
((-Q-m (A-8))E , + o R XE A 831322)+(Ex,Axs(1 "x P_ (1-8))-m P (1-s)Py
-1*
HE, o) - (257355010 "A
. 7
;[(1 *(1 * * koot PmMs¢E* : % 1 Kok * % P MBS )
m, (-8 )E, ,-mp(1-s ) o #Ep 0 (ay25)m, = (Q=s YR HE , +EME -
th x .
—1°%
.(allazz)]D A
X . . 4 -1
(m PH, (-ajy2,,)-m, P (a),a,,)1D "ds > 0
* - - *Y* 1 *
“lm, = *n* (@11%32) = By 3 (8132510 s > 0

h d

1 * 1 1
(o, 5 WMCagia0)-m 5 M (apja5)) + (o = WM - m P M) G2y 85,
h'd th b4

)]D'lﬁ
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Appendix 4

Total differentiation of equation (11) yields the following expression:

-~

- = 7 K » (R
VP ¥ YoPp Y M = B R+ 5K+ s34+ g,ds a™

where,

Yy = - E hx -B th Bth M (mi+mm)(l-s)(PhHs(l+Ehh)_xsExh) <0

Y2 " “ErpeBigXyEM g-By ) +(m + m ) (1-s) (B B.E  + X.E _)?
Y3 = - (mx + mm) M ‘ <0
6= - Ex’Kst(l—(mi+mm)Xs(1-s)) : <0
| 62 = (mx + ?m)(l-s)PhHsEh,Kh ' >0
»63-= Ex,Axs - (mx + mm)(].---M()(PhHsEh’A + XsEx,A) ?
64 = —(mx + mm)Y . <0

Substituting the fiov equilibrium solutions for Ph and

~

Pm with respect to each of the disturbances (see Appendix 3), equation

(1") can be solved for ﬁ as a function of each of the exogenous variables.
The effects on the relative prices can then be inferred from the

Eh/ﬁ and §m/ﬁ flow equilibrium solutions. Given the ambiguity of

Y, and the noted ambiguities in Appendix 3 the relative movemen;s of the

[
two prices are pard to ascertain.
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Footnotes

1For a review of the most recent round of debates on PPP see

Katseli-Papaefstratiou (1979) and Frenkel (1981).
2This point was first raised and elaborated by Dornbusch (1976).

3Increaaes in domestic cost conditions could also be associated with
.a drop in foreign prices due to labor market behavior in the foreign
country (Branson and Rotemberg, 1980) or the presence of intermediate
goods (Katseli and Marion, 1982).
aFor a discussion of overshooting of internal prices of home goods

see Corden and Jones (1976) and Katseli-Papaefstratiou (1979b).

51f the demand elasticity for exports is not inifinite, devaluation

by the home country reduces the foreign price of exports.

6Whether or not news about the current account affects nominal
exchange rate movements will depend on the market's expectations about

real exchange rate movements (Branson, 1977 and 1981).

7Most analyses at least in the finance literature abstract
from long-run structural imbalances that may be planned especially in
the context of developing economies with substantial foreign borrowings.
Most notable exceptions are the works by Bruno (1976) and Bardhan (1970).

8Besides most trade theory models one should include in that

tradition the work by Krugman (1981), Sachs (1981) and Branson (1981).

9In the flow equilibrium solutions, the stock of money is held

fixed while in stock equilibrium it becomes endogenous as the current

account is assumed to be balanced.
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lOThe choice of the numeraire turns out to be important and

linked to the homogeneity postulates of the demand functions.

11The capital stock is assumed to be held by the public sector
and profits earned by the government are feturned to the public in a
lump-sum transfer.

12 e exchange rate is assumed to be held constant or at least to

be determined separately in asset-markets (Katseli and Marion 1982). This
will be shown to be consistent with the empirical findings later on. The
model could be significantly enriched, if financial markets are introduced
and expectations explicitly'modelled.

_laThe relevant wholesale price index was also used in subsequent

tests as a proxy for traded good prices. The results are not reported

here but are available upon request.

14The weights used in these calculations are based on trade in
manufacturing commodities between fourteen countries all of which are
included in our sample with the sole exception of Switzerland. They can
be readily obtained from the author.

15In a second order difference equation with complex roots

convergence requires that the modulus R( = v a2) is smaller than unity.

16The impulse reaction functions are run under the assumption that

the variance-covariance matrix of the disturbances is #n fact diagonal.
This assumption is hard to justify in the case of the large industrialized
countries where the correlation coefficient of residuals is high.

Three factors prompted this choice however: (a) there is no unique way of

orthogonalizing the disturbances and thus the only acceptable alternative
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would have been to investigate all possible orthogonalizations; (b) the
impulse reactions could be interpreted as a shock to the distinct part
of each residual in the VAR system; and (c) since there is no a priori
reason why the appropriate orthogonalization is different across the chosen
subset of countries, cross country comparisons of impulse reactions are still

informative.
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