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Abstract

Background—Identifying geographical clusters of sexually transmitted infections can aid in 

targeting prevention and control efforts. However, detectable clusters can vary between detection 

methods because of different underlying assumptions. Furthermore, because disease burden is not 

geographically homogenous, the reference population is sensitive to the study area scale, affecting 

cluster outcomes. We investigated the influence of cluster detection method and geographical scale 

on syphilis cluster detection in Mecklenburg County, North Carolina.

Methods—We analyzed primary and secondary (P&S) syphilis cases reported in North Carolina 

(2003–2010). Primary and secondary syphilis incidence rates were estimated using census tract-

level population estimates. We used two cluster detection methods: local Moran’s I using an areal 

adjacency matrix, and Kulldorff’s spatial scan statistic using a variable size moving circular 

window. We evaluated three study area scales: North Carolina, Piedmont region, and Mecklenburg 

County. We focused our investigation on Mecklenburg, an urban county with historically high 

syphilis rates.
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Results—Syphilis clusters detected using local Moran’s I and Kulldorff’s scan statistic 

overlapped but varied in size and composition. Because we reduced the scale to a high incidence 

urban area, the reference syphilis rate increased, leading to the identification of smaller clusters 

with higher incidence. Cluster demographic characteristics differed when the study area was 

reduced to a high incidence urban county.

Conclusion—Our results underscore the importance of selecting the correct scale for analysis to 

more precisely identify areas with high disease burden. A more complete understanding of high 

burden cluster location can inform resource allocation for geographically targeted sexually 

transmitted infection interventions.
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INTRODUCTION

High rates of sexually transmitted infections (STIs) have been observed in small, definable 

geographical regions1–3. Urban STI patients tend to select sexual partners near the patients’ 

residential locations4, 5. Geographical clusters of high STI rates are hypothesized to 

correspond to areas of high transmission risk, due in part to the selection of sexual partners 

locally6. Identifying geographical clusters of high STI rates has many potential uses, from 

providing insight into transmission patterns, to the more efficient allocation of resources 

through the targeting of STI prevention and control programs1, 7–9. However, multiple 

methods for cluster detection have been proposed10–13, and STI cluster studies that have 

similar objectives often use different methods to identify clusters1,8,14–15. Better 

understanding of the performance and assumptions inherent in different cluster detection 

methods is needed to help public health researchers interpret results and accurately target 

areas for control measures.

Cluster detection depends on the approach taken to identify the cluster. By definition, 

different cluster detection methods identify different aspects of the spatial pattern, such that 

different methods may yield varied disease clusters using the same dataset10,16–19. The 

applicability of findings from STI cluster investigations depends significantly on the 

selections of cluster detection method and the geographical scale of the study area, such as a 

state or a county boundary20.

Cluster detection methods vary in their underlying assumptions and sensitivity to different 

aspects of the spatial pattern17. For example, two of the most commonly used methods in 

STI investigations, due in part to freely available implementation software, are Kulldorff’s 

scan statistic using the SatScan software1,7 and the local Moran’s I test for spatial 

dependency8. The scan statistic employs a circular or elliptical scanning window to identify 

local clusters of exceedingly high STI rates. The local Moran’s I identifies clusters of 

adjacent areal units (e.g. census tracts) with high STI rates. Both methods are powerful tools 

that identify high incidence areas relative to the population, and affect the size and shape of 

the identified clusters using different definitions of clustering. Consideration of method 
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assumptions is critical when making inferences from cluster detection studies, as the 

resulting cluster maps can be used to inform public health efforts9,18.

The geographical scale of the selected study area also has important implications in spatial 

investigations. Just as study population selection must be considered in traditional 

epidemiological studies, the study area scale in cluster analyses affects the reference 

population against which the null hypothesis of the statistical test is compared17. For 

example, within a county boundary, the null hypothesis for the scan statistic is that rates are 

geographically uniform across the county, while within a state boundary, the null hypothesis 

is that rates are uniform across the state. In North Carolina, STI clusters identified in a low 

prevalence mountain region were no longer detectable when the study area comprised the 

entire state including high prevalence regions (resulting in a higher reference rate)7. The 

observation that clusters from high prevalence regions dominate the cluster detection process 

led us to examine more formally the influence of varying study area scale and cluster 

detection method.

The objective of this study was to assess the impact of cluster detection method and study 

area scale on the identification of high syphilis burden areas in Mecklenburg County, an 

urban county in North Carolina. We compared the performance of Kulldorff’s spatial scan 

statistic and the local Moran’s I in identifying census tract clusters of high syphilis rates over 

an 8-year period. We also compared the influence of geographical scale on cluster size and 

composition using three study area scales: the state of North Carolina, Piedmont region, and 

Mecklenburg County (Figure 1). We examined how the use of these varied scales influenced 

clusters identified within Mecklenburg County. We focused our investigation on 

Mecklenburg County, the most populated county in North Carolina with historically high 

STI rates, because STI geographical clusters have predominantly been identified in urban 

areas21.

MATERIALS AND METHODS

Our study area, Mecklenburg County, houses the largest metropolitan area (Charlotte) in 

North Carolina. The urban county has approximately 970,000 persons with 75 percent of the 

population over 18 years of age22. Mecklenburg County reported the highest number of new 

syphilis cases in North Carolina in 2012 and has historically high syphilis rates23.

Data

We analyzed new primary and secondary (P&S) syphilis cases reported in North Carolina 

from January 1, 2003 to December 31, 2010. In North Carolina, physicians, other health care 

providers, and laboratories are required to report suspected and identified P&S syphilis cases 

to the local health department. Data recorded for each case of reportable infection included 

disease stage, report date, date of symptom onset, and residence. We obtained de-identified 

and geomasked (donut method)24 syphilis case data from the Communicable Disease 

Branch of the North Carolina Division of Public Health.

Incident P&S syphilis cases were aggregated over an 8-year period. Primary and secondary 

syphilis incidence rates were calculated using census tract-level population estimates. 
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Census tract-level P&S syphilis incidence rates were the unit of analysis. Smoothing 

temporal variations and aggregating cases to the census tract provided a more stable metric 

for identifying areas with a high P&S syphilis burden. We calculated the mean P&S syphilis 

incidence rate for the state of North Carolina, Piedmont region, and Mecklenburg County. 

The mean P&S syphilis incidence rate is the reference rate against which observed rates are 

compared to define high incidence census tract clusters using both the local Moran’s I and 

the scan statistic.

North Carolina census tract boundary files were obtained from the 2000 US Census25. 

Census tract population estimates were obtained from the 2000 census and the 2009 

American Community Survey25,26. We calculated population estimates for each year 

between 2000 and 2009 using linear interpolation, and extrapolated 2010 population 

estimates. Demographic data were obtained from the 2000 census block group files and 

aggregated to the census tract.

Local Moran’s I statistic

We identified clusters of census tracts with high P&S syphilis burden in Mecklenburg 

County using the local Moran’s I statistic. The local Moran’s I statistic is a test of spatial 

association that identifies census tracts with high P&S syphilis incidence rates that are close 

together. The local Moran’s I yields a measure of spatial association for each observation 

(i.e. census tract) based on a weighted average of P&S syphilis rates among adjacent 

neighboring observations27. The rook adjacency matrix defines 1st order neighbors as areas 

with a shared border, while the queen adjacency matrix defines 1st order neighbors as areas 

with shared borders and vertices. We selected a 2nd order queen areal adjacency matrix to 

account for the potential influence of non-adjacent neighbors as previous studies have 

identified high transmission clusters consisting of multiple order census tracts1,7, Census 

tracts sharing a common border with 1st order neighbors are defined as 2nd order neighbors 

in the weights matrix and are assigned less weight. An areal adjacency matrix was preferred 

over a distance threshold matrix given the variation in tract size. Distance matrices define 

neighbors using census tract centroids resulting in very few neighbors for larger rural tracts.

We systematically calculated multiple local Moran’s I statistics using empirical Bayes (EB) 

standardized P&S syphilis rates in GeoDa 1.2.027. We selected the empirical Bayes (EB) 

standardized rate to account for the varying population across tracts. The local Moran’s I 

employs a randomization process to determine whether observed clusters of high burden 

census tracts are statistically significant. Statistical significance was determined using a 

Markov Chain Monte Carlo (MCMC) simulation. Observed values are randomly re-assigned 

to different tracts (999 permutations). The value in a given tract is compared to the randomly 

permuted values under the null hypothesis of no spatial association among neighboring 

tracts with P&S syphilis incidence rates exceeding the reference rate (mean P&S syphilis 

incidence rate for a given study area). The local Moran’s I statistic was calculated using 

North Carolina, Piedmont region, and Mecklenburg County study area boundaries.
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Kulldorff’s scan statistic

We also analyzed Mecklenburg P&S syphilis incidence rate data aggregated by census tract 

using Kulldorff’s spatial scan statistic in SaTScan v9.1.128 to identify cluster locations and 

compare to the clusters detected using local Moran’s I. An adaptive circular scanning 

window is employed to identify high incidence clusters in the study area. Data are 

aggregated to the census tract centroid, and centroids that fall within a given scan window 

represent the cluster. The adaptive window increases incrementally to encompass 0.0 to 5.0 

percent of the study population. We selected the 5.0 percent maximum window size based 

on existing research7 and to maintain comparability with the average neighborhood size (5% 

of the study population) defined using the local Moran’s I adjacency matrix.

A discrete Poisson model was used to identify high P&S syphilis incidence rate clusters, 

where clusters were defined as windows where the number of cases was greater than the 

expected number of cases given the underlying population. The window with the maximum 

likelihood was defined as the most likely cluster, followed by secondary clusters. The 

significance of each cluster was determined using Monte Carlo simulation (999 

permutations)28. We identified clusters using the North Carolina, Piedmont region, and 

Mecklenburg County boundaries.

Comparison of cluster demographic characteristics by method and study area scale

The spatial distribution of syphilis transmission is likely influenced by the geographical 

variation of neighborhood level determinants (e.g. poverty, education, and sex ratios) that 

may place persons at increased risk of STI transmission29–31. The clusters identified and the 

demographic characteristics of the area covered by the cluster can vary by detection 

method19 and by study area scale. Therefore, the observed neighborhood level (e.g. census 

tract) determinants of high transmission areas may change as we examine and interpret 

associations at a different scale. For example, differences in P&S syphilis burden across 

socio-demographic groups and areas accounting for most of the burden may be more notable 

at a smaller scale. When the process scale of the study area is increased, the study area 

becomes more diverse and demographic information associated with high risk can be muted.

We examined all clusters identified within Mecklenburg County using the state, region, and 

county scales, and local Moran’s I and the scan statistic, for agreement in size and 

demographic composition. The selected demographic characteristics were previously 

identified as STI risk factors30,32–34. The following numerical values were calculated for 

each cluster: male to female ratio, percent female headed households, percent renting, 

percent less than a high school diploma, percent income below $30,000, and percent 

unemployed. Numerical values were qualitatively compared by detection method and study 

area scale.

RESULTS

Of the 2,572 P&S syphilis cases reported in North Carolina over the 8 year study period, 621 

(24%) were from Mecklenburg County. 2,267 (88%) cases in the state and 572 (92%) cases 

in Mecklenburg could be geocoded and geomasked to a census tract. The highest P&S 
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syphilis incidence rates were reported in central Charlotte and declined at further distances 

(Figure 2).

Impact of method on cluster detection

Several descriptive differences were found when comparing clusters. The local Moran’s I 

clusters were more discontinuous due to excluding census tracts with a rate of zero (Figure 

3:A–C). As a result, the local Moran’s I clusters more closely matched the pattern of high 

burden tracts (Figure 2). The local Moran’s I statistic identified a single cluster within 

Mecklenburg County while the scan statistic detected multiple clusters as the study area 

scale decreased (Figure 3:C,F). The scan statistic’s inclusion of zero rate tracts increased the 

underlying population in the scan clusters resulting in lower incidence compared to the local 

Moran’s I clusters (Table 1). Cluster characteristics were similar between the two detection 

methods, including the proportion of tracts in a cluster and cluster incidence (Table 1).

Impact of study area scale on cluster detection

The reference P&S syphilis incidence rates varied substantially across study area scales. 

Reducing the study area scale from state to region to county increased the reference P&S 

syphilis incidence rate from 3.2 per 100,000 person-years for the state, to 4.1 per 100,000 

person-years for the region, and to 8.9 cases per 100,000 person-years for the county. 

Peripheral tracts were lost as the study area decreased (Figure 3) and the P&S syphilis 

incidence reference rate increased (Table 1).

Within Mecklenburg County, reducing the scale from state to region resulted in the loss of 

few peripheral tracts using both local Moran’s I and the scan statistic (Figure 3:A–B,D–E). 

The P&S syphilis incidence rates in lost peripheral tracts ranged from 0.0 to 13.1 cases per 

100,000. The local Moran’s I identified a single cluster with both state and region study 

boundaries, whereas the scan statistic identified two distinct clusters at the regional level 

(Figure 3:B,E). The minimum P&S syphilis incidence rate for census tracts included in the 

local Moran’s I region cluster (5.7 cases per 100,000) was 39% higher than the study area 

reference rate (4.1 cases per 100,000 person years; Table 1). Nine percent of tracts (N=7) 

included in the scan statistic clusters had P&S syphilis incidence rates below the study area 

reference rate.

Cluster size decreased significantly when the scale was restricted to Mecklenburg County 

(Figure 3:C,E). Peripheral tracts that remained within the study area but were lost due to the 

increased reference rate had P&S syphilis incidence rates as high as 41.8 per 100,000. The 

minimum P&S syphilis incidence rate for census tracts included in the local Moran’s I 

county cluster was 54% higher than the study area reference rate (Table 1). The scan statistic 

detected three clusters and 12.5% (N=3) of tracts had zero cases (Table 1).

Impact of method and study area scale on cluster demographic characteristics

Demographic differences between the local Moran’s I and scan statistic clusters were most 

pronounced at the most local scale, Mecklenburg County, where the local Moran’s I 

captured a higher percentage of female headed households, and the scan statistic captured a 

higher percentage of households renting (Table 2).
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Variation of cluster demographic characteristics was most pronounced between state and 

county scales (Table 2). For example, the percent of female headed households in the county 

cluster (15.9%) was 1.5 times the percent in the state cluster (10.4%) using local Moran’s I. 

Similarly, the percent of female headed households in the county cluster (13.6%) was 1.4 

times the state percent (9.5%) using the scan statistic. In addition, the percent of households 

with less than a high school diploma in the county cluster (23.6%) was 1.3 times greater 

than the state cluster (17.8%) using local Moran’s I. Using the scan statistic, the percent of 

households with less than a high school diploma in the county cluster (22.4%) was 1.4 times 

greater than the state cluster (16.5%).

DISCUSSION

Clusters detected using local Moran’s I and Kulldorff’s scan statistic overlapped but varied 

in size and composition. The local Moran’s I statistic measures spatial association between 

adjacent neighbors and identifies high incidence census tracts surrounded by other high 

incidence census tracts; census tracts with a rate of zero are excluded from the cluster. In 

contrast, the adaptive circular scanning window of SatScan identified multiple clusters that 

included tracts with a rate of zero. Demographic differences between the local Moran’s I and 

scan statistic clusters were most pronounced at the county scale.

Our results are similar to previous studies that found differences in chronic and infectious 

disease cluster locations and composition using multiple detection methods16,18,19. 

However, the difference in results indicate that using different methods are not as important 

as selecting the correct scale for analysis. One can be confident using either method but 

should consider the strengths and weaknesses when selecting a method. Local Moran’s I 

may be more efficient in identifying only census tracts where Disease Intervention 

Specialists (DIS) might be sent, while Kulldorff’s scan statistic may capture a higher number 

of cases and better identify areas that are more likely to have new cases (i.e. areas adjacent 

to areas with cases).

We selected the local Moran’s I and Kulldorff’s scan statistic because they are two of the 

most commonly used methods in STI research and are currently implemented in publicly 

available software programs35,36. However, additional methods exist including Bayesian 

disease mapping, generalized additive models (GAM), and the Getis Ord Gi* statistic10,20. 

Further analysis with additional methods is necessary to gain a better understanding of the 

most appropriate approaches for STI cluster detection.

Study area scale selection affects the reference population, thereby influencing cluster 

detection. In our study, identified clusters included over 50 percent of Mecklenburg census 

tracts when using the state as the reference population. Using the county as the reference 

population yielded a higher reference rate, resulting in the identification of smaller clusters 

with higher incidence and the inclusion of less than 20 percent of Mecklenburg census tracts 

in identified clusters. Our findings correspond to previous research that identified differences 

in cluster detection after restricting the reference population to geographical regions with 

similar incidence rates7,17.
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Although we cannot be certain of the generalizability of our findings to other STIs, our 

results highlight research issues to consider for practical STI cluster detection studies. 

Although the clusters detected were similar in location and size, census tracts identified as 

high burden were not identical between methods, especially around the peripheral areas, due 

to differences in method assumptions. Second, selecting a reference population with a 

different average rate influenced cluster outcomes. The data structure must also be 

considered for cluster interpretation. We analyzed syphilis data aggregated to the census 

tract to protect patient confidentiality. However, point data are also sensitive to cluster 

detection methods16 and could yield different results. It is important to note that surveillance 

data are subject to the availability of, and participation in, testing; more cases will be 

diagnosed in areas with more availability of testing. Geographical analyses are susceptible to 

this potential bias.

Our results have implications for public health programs, particularly resource allocation 

and the targeting of STI interventions. Limited resources may require the targeting of control 

programs toward areas with the highest disease burden. Inconsistency around cluster edges 

also suggests that control efforts may need to consider peripheral and other nearby, non-

cluster areas14. A state-level analysis would identify large clusters in high incidence regions. 

However, disease burden within these high incidence regions is not homogeneous, and 

additional analysis at the county-level would be needed to identify census tracts with the 

highest burden. Disease burden is also not homogeneous across low incidence regions, and 

additional county-level analysis may be needed to identify localized clusters that are 

undetectable when using the state average rate. In this situation, relying on too coarse of a 

study area scale for the spatial process of interest would not identify areas with increased 

cases in low-burden regions.

Our findings underscore the need for an exploratory and integrative approach to examine 

spatial patterns of high disease burden. The outcome of interest and study objectives should 

guide the selection of study area scale, and a discussion of strengths and weaknesses of 

different methods may be warranted. Analysts and decision makers should be mindful of the 

method and scale at which they identify clusters as this will impact their interpretation of 

spatial patterns and ultimately resource allocation and intervention decisions.
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SUMMARY

Clusters of high primary and secondary syphilis incidence rates in North Carolina varied 

by selected cluster detection method and study area scale.
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Figure 1. 
North Carolina, Piedmont region, and Mecklenburg County study area boundaries
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Figure 2. 
Mecklenburg County P&S syphilis incidence rates (January 2003 – December 2010)
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Figure 3. 
Local Moran’s I clusters (A-C) and Kulldorff’s scan statistic clusters (D-F). Clusters 

detected using North Carolina state scale (A,D), Piedmont region scale (B, E), and 

Mecklenburg County scale (C, F).

Note: Identifiable clusters displayed in red. Circles placed on panels D-F represent the scan 

windows that encompassed centroids to identify a tract as part of a cluster.
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