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The remarkable historic advances experienced in condensed matter physics have been enabled

through the continued exploration and proliferation of increasingly richer and cleaner material

systems. In this work, we report on the scattering times of charge carriers confined in state-of-the-

art MgZnO/ZnO heterostructures displaying electron mobilities in excess of 106 cm2/V s. Through

an examination of low field quantum oscillations, we obtain the effective mass of charge carriers,

along with the transport and quantum scattering times. These times compare favorably with high

mobility AlGaAs/GaAs heterostructures, suggesting the quality of MgZnO/ZnO heterostructures

now rivals that of traditional semiconductors. VC 2015 AIP Publishing LLC.

[http://dx.doi.org/10.1063/1.4929381]

Two-dimensional electron systems (2DES) are known to

display exceptionally high conductivity at low temperatures

where the effect of phonon scattering is negligible. The low

temperature Drude conductivity, r¼ enl, where e is the ele-

mentary charge and n is the 2DES charge density, includes

the electron mobility l that is determined by elastic scatter-

ing events. In the case of the AlGaAs/GaAs 2DES, ultra-

high mobilities in excess of 3� 107 cm2/V s have been

achieved through the mastering of modulation doping techni-

ques, which place charged dopants away from the 2DES-

hosting quantum well.1,2 What ultimately limits the mobility

is considered to be the presence of background impurities

unintentionally incorporated during the crystal growth pro-

cess.3 With this knowledge, it may seem a foregone conclu-

sion that these samples represent the highest “quality”

platforms for investigating the rich quantum transport phe-

nomenon observed in the 2DES at low temperatures. Such

conclusions are however premature, as the raw mobility

value takes into account the effective mass m� of charge car-

riers. Thus, it is less relevant to judge sample quality and in

many cases a fairer comparison of the “cleanness” of differ-

ent materials can be achieved through comparing the trans-

port scattering time of electrons, str¼ lm�/e. In terms of the

in-plane momentum, q ¼ 2kF sinð/=2Þ transferred during an

individual scattering event, the momentum relaxation rate is

given by4,5

1

str

¼ m�

�h3

ð2p

0

d/
2p

W qð Þ 1� cos /ð Þ: (1)

Here, �h is the reduced Planck constant, kF¼ (2pn)1=2 is the

Fermi wave vector, W(q) is the Fourier component of the

correlation function of screened disorder potential in the

plane of 2DES, and / is the scattering angle.

The factor ð1� cos /Þ in Eq. (1) reflects the fact that

small-angle scattering with cos /� 1 is inefficient for back-

scattering and hence str is weighted towards large-angle scat-

tering events. It however remains a poignant fact that even

str on its own cannot predict the “quality” of a 2DES.

Indeed, the quality of transport, for example, given by the

activation energy of fragile fractional quantum Hall states,

often shows a vague correlation with the str of the sam-

ple.2,6–8 This apparent contradiction has spurred theoretical

efforts to pin-point a parameter beyond str which can account

for the discrepancy.9,10 Attention has turned to the quantum

scattering time, sq, which is expressed in the form (1) with

the factor ð1� cos /Þ replaced by unity. It implies that large

and small-angle scattering events in the quantum rate s�1
q are

equally weighed (1). Experimentally, sq may be quantified

through an examination of the broadening of Landau levels,

for example, through the analysis of low field Shubnikov-de

Haas (SdH) oscillations. That said, the correlation between

this parameter and quality, at least in the AlGaAs/GaAs

2DES, remains clouded.2,6

In this work, we present data for state-of-the-art polar

ZnO heterostructures.11 We explore quantitatively the trans-

port and quantum scattering times of 2D electrons confined

at the MgZnO/ZnO heterointerface with the motivation of

gauging the current state of growth technology and facilitat-

ing a more complete intermaterial comparison. The MgZnO/

ZnO system has a number of distinct features.11 Most nota-

bly, there are no intentional remote doping structures within

the heterostructure which donate electrons, in contrast to the

modulation doped AlGaAs/GaAs heterostructures used to

achieve record mobilities.1,2 Rather the 2DES forms as a

result of the discontinuity in the electric polarization at the

interface of the capping (MgxZn1�xO) and buffer (ZnO)

layers, where x is a growth controlled parameter. The doped

Mg atoms remain isovalent with the bulk and rather induce

the 2DES by producing an elastic strain that modifies thea)Electronic mail: j.falson@fkf.mpg.de
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internal polarization field. The x content is known12 to have

a strong impact on the mobility (i.e., str) of the 2DES. The

highest mobility reported thus far occurs at x� 0.01

(n� 1.5� 1011 cm�2).12 At either lower or higher charge

densities, the mobility limiting mechanism is considered to

be background impurity and interface roughness scattering,

respectively. Finally, despite the modest mobility of elec-

trons of about 5� 105 cm2/V s, the ability to observe exotic

ground states such as even-denominator fractional quantum

Hall states has recently been demonstrated.13 This observa-

tion alone necessitates the quantitative exploration we

present.

Low temperature magnetotransport measurements were

performed on a series of MgxZn1�xO/ZnO heterostructures

grown by ozone assisted molecular beam epitaxy with vary-

ing x. The record mobility (l> 106 cm2/V s) has been

enabled through a study of the stoichiometry of samples

grown at various growth conditions as well as of impurity

sources, the details of which will be published elsewhere. As

for substrate treatment, polished Zn-polar single crystal ZnO

substrates (Tokyo Denpa Co.) were prepared through 30 s

HCl etching, as described in Ref. 14. All samples have nomi-

nally the same growth conditions; moderately Zn rich flux

ratios with a growth rate of 600–800 nm/h. Surface rough-

ness of the films is less than 0.1 nm. Physical characteristics

of the films resemble those reported in Ref. 15. The mobility

is calculated through low temperature Hall measurements

and the sheet resistivity. For the examination of SdH oscilla-

tions, standard low-frequency lock-in measurements in a

dilution refrigerator (base T� 40 mK) were performed. All

samples were measured in van der Pauw geometry with a de-

vice size of roughly 3� 3 mm cut from raw wafers and con-

tacted by soldered indium.

Figure 1 displays the temperature dependence

(T¼ 40–100 mK) of low field magnetotransport for a sample

of n¼ 1.6� 1011 cm�2 and l¼ 1 200 000 cm2/V s as a func-

tion of perpendicular magnetic field (B). This low tempera-

ture is required for two reasons. First, the mobility of dilute

heterostructures saturates well below 500 mK (Refs. 12 and

16) and second, the oscillations are quickly dampened when

moving to higher T, as can be seen in the data. The SdH

oscillations are resolved for a magnetic field as low as

B� 0.085 T with the spin splitting of oscillations occurring

at around B� 0.3 T. For the analysis, we rotate the sample

in-situ until the cyclotron and Zeeman energies coincide.17

Gaps, therefore, represent the cyclotron energy and we ana-

lyze the data according to the Dingle expression,18

DRxx

R0

¼ 4f
sinhf

e�p=xcsq ; f ¼ 2p2kBT

�hxc

: (2)

Here, DRxx/R0 is the amplitude of oscillations normal-

ized by the resistance at zero field and xc¼ eB/m� is the cy-

clotron frequency, with m� the effective mass of charge

carriers. Figs. 1(b) and 1(c) show the representative analyses

for the heterostructure presented. We note in panel c the

plot of DRxx

R0

sinhf
f vs. 1/B through the experimental points pro-

duces the correct intercept of 4, as expected from Eq. (1).

We represent the data obtained through this method as solid

points in Figs. 2 and 3 and term them sq,Dingle. For the

heterostructure shown, the analysis reveals that m� is signifi-

cantly enhanced (m� ¼ 0.62m0 6 0.03, m0 is the bare elec-

tron mass) over the bulk band mass, m�b ¼ 0:3m0. This mass

enhancement is attributed to electron-electron interaction-

induced parameter renormalization within the Fermi-liquid

theory, and is similarly seen in other strongly interacting

2DES.19 The Dingle analysis could not be applied for charge

FIG. 1. Analysis of Shubnikov-de Haas oscillations of a sample n¼ 1.6

� 1011 cm�2 and l¼ 1 200 000 cm2/V s as a function of B where the sample

is titled h¼ 54� to the coincidence position. (a) Temperature dependent low

field magnetotransport which permits the deduction of (b) the effective mass

(m� ¼ 0.62m0 6 0.03), and (c) quantum scattering time (sq¼ 28 ps).

FIG. 2. Experimentally determined (a) str, sq and (b) str/sq, calculated from

sq,Dingle where available, and (c) m�/m0 as a function of n. Coloured lines are

visual guides.
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density n< 8� 1010 cm�2. This is due to increasingly acute

dampening of the oscillations even at T< 100 mK, despite

the high mobility. This is presumably a result of the

enhanced effective mass suppressing the cyclotron gap. We

note that the low temperature also reduces the relevance of

inelastic collision mediated effects on sq.20

A second approach to estimating sq is via the onset mag-

netic field of SdH oscillations through the relationship,

s�1
q;onset ¼ 2xc;onset where xc,onset is the cyclotron frequency at

the start of oscillations. This analysis may be performed as

close as possible to zero field and therefore circumvents

complications associated with spin splitting and the onset of

the quantum Hall effect. Overall, a good agreement is

achieved between these two methods for obtaining sq as can

be seen when comparing Figs. 1(a) and 1(c), as well as the

data in Fig. 2(a) where we plot the values extracted by this

technique as open symbols. Generally, a slightly reduced

number is obtained due to some ambiguity associated with

determining the true onset amongst finite signal noise.

Figure 2 plots in panels (a): str and sq, (b): the ratio str/

sq, and (c): m� as a function of n. The experimentally deter-

mined effective mass is used for calculations of both str and

sq. The values of m� for the high density regime agree well

with Ref. 17 where interaction mediated renormalization

effects are weak. Beginning in this high density regime, both

str and sq are suppressed and take on a ratio str/sq� 1. This

implies scattering which is not predominantly small angle as

expected when short range alloy of interface roughness

mechanisms is prevalent when the wavefunction narrows

and the quantum well deepens.16 When reducing the density

down to n� 1� 1011 cm�2, both str and sq are enhanced. In

this regime, str� 600 ps and sq� 30 ps. We note that the

enhanced m� obtained through the analysis of SdH increases

both of these values. However, even with the use of the band

mass m� ¼ 0.3m0 the deduced sq exceeds 10 ps while produc-

ing a worse Dingle plot. Notably, a ratio of str/sq� 100 is not

encountered. Such a ratio is a feature of modulation-doped

AlGaAs/GaAs heterostructures, where str is limited by

background impurities while sq is determined by the

smoothly varying potential background imposed by the

remote dopants.10 Rather, str/sq approaches � 20 when delv-

ing into more dilute samples and effects of interface rough-

ness are mitigated.16 This final value may be within the

realms of homogeneous background impurity limited scatter-

ing times,21,22 but we cannot rule out other potential origins

such as the sample surface which is on the order of 500 nm

away from the 2DES.

In Fig. 3, we present an intermaterial comparison of high

quality samples reported within the literature. We limit the

range of materials to those with a parabolic electron disper-

sion and thus exclude graphene. The insets illustrate the scat-

tering angle dependence of the weighting factors [panel (a)

ð1� cos /Þ for s�1
tr , see Eq. (1), and panel (b) unity for s�1

q ],

which distinguishes the rates s�1
tr and s�1

q within the simplest

semiclassical picture. While the AlGaAs/GaAs2,6,7,23 and

AlGaN/GaN24–26 2DES show enhanced scattering times with

increasing density due to more effective screening of back-

ground impurities3 and charged dislocations,27 respectively,

the scattering times in the MgxZn1�xO/ZnO 2DES are sup-

pressed due to enhanced alloy scattering for the same range of

densities.16 In the dilute regime (n� 1� 1011 cm�2), the data

set conveys that in terms of both str and sq, scattering times in

MgZnO/ZnO heterostructures are comparable with high qual-

ity AlGaAs/GaAs heterostructures with mobility on the order

of 107 cm2/V s which show fragile fractional quantum Hall

features, such as the �¼ 5/2 state.2,6,7 Along with the

AlGaAs/GaAs two-dimensional hole system (2DHS),28,29

these three platforms stand out as the highest quality avail-

able, ahead of the AlGaAs/AlAs,30,31 AlGaN/GaN,24–26 and

LaAlO3/SrTiO3,32 although recent progress is being made for

this latter system.33

Finally, we indicate the charge density where the �¼ 1

quantum Hall state (� ¼ hn
eB) occurs for B¼ 10 and 45 T.

Importantly, the longest scattering time MgZnO/ZnO sam-

ples reside below the B¼ 10 T mark which represents fields

typically available in laboratory environments. The

FIG. 3. An intermaterial comparison of (a) str and (b) sq. Data are taken from AlGaAs/GaAs 2DES,2,6,7,23 AlGaAs/GaAs 2DHS,28,29 AlGaN/GaN,24–26 AlGaAs/

AlAs,30,31 and LaAlO3/SrTiO3.32 The insets schematically represent the Fermi circle (pink shading) with the weighting factors (blue shading) which distinguish

transport and quantum scattering rates. The upper arrows indicate the charge density where the �¼ 1 quantum Hall state (� ¼ hn
eB) occurs for B¼ 10 and 45 T.
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observation of fragile fractional quantum Hall physics until

recently was the exclusive privilege of modulation doped

semiconductor 2DES. With ZnO, a system has become avail-

able in which scattering is governed by different mecha-

nisms. It thereby discloses the possibility of exploring

alternate facets of the correlation between scattering times

and the rich set of ground states that may form in a 2DES as

the magnetic field is tuned.
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