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Abstract

Understanding the topological characteristics of the Internet is an important

research issue as the Internet grows with no central authority. Internet topology

mapping studies help better understand the structure and dynamics of the Inter-

net backbone. Knowing the underlying topology, researchers can better develop new

protocols and services or fine-tune existing ones. Subnet-level Internet topology mea-

surement studies involve three stages: topology collection, topology construction, and

topology analysis. Each of these stages contains challenging tasks, especially when

large-scale backbone topologies of millions of nodes are studied.

In this dissertation, I first discuss issues in subnet-level Internet topology map-

ping and review state-of-the-art approaches to handle them. I propose a novel graph

data indexing approach to to efficiently process large scale topology data. I then
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conduct an experimental study to understand how the responsiveness of routers has

changed over the last decade and how it differs based on the probing mechanism.

I then propose an efficient unresponsive resolution approach by incorporating our

structural graph indexing technique.

Finally, I introduce Cheleby, an integrated Internet topology mapping system.

Cheleby first dynamically probes observed subnetworks using a team of PlanetLab

nodes around the world to obtain comprehensive backbone topologies. Then, it uti-

lizes efficient algorithms to resolve subnets, IP aliases, and unresponsive routers in

the collected data sets to construct comprehensive subnet-level topologies. Sample

topologies are provided at http://cheleby.cse.unr.edu.
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Chapter 1

Introduction

Internet has become a cornerstone of our daily life. The number of users has grown

from a few researchers in early days to billions of population. As the largest man made

complex network, Internet grows with no central authority. Thousands of small and

medium size Autonomous Systems (ASes) connect individuals, businesses, universi-

ties, and agencies while focusing on optimizing their own communication efficiency.

Even though communication protocols and networking devices have been analyzed in

depth, the Internet as a whole has not been well characterized.

As each network is built by different AS for possibly different purposes, e.g.,

small local campus to large transcontinental backbone provider, a single AS is not

representative of the whole Internet [102]. Each AS grows its network based on

local economic and technical objectives. Moreover, even though Internet Service

Providers (ISPs) may compete for customers, they need to cooperate to provide overall

connectivity.

Internet topology maps are needed due to the commercial, social, and tech-

nical purposes. For instance, such graphs are valuable in analyzing the topologi-
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cal characteristics of the Internet and designing topology generators that can pro-

duce realistic synthetic topologies. Additionally, analysis of the Internet topology is

needed to develop failure detection measures, network planning, and optimal rout-

ing algorithms [64]. Researchers test new protocols and systems using simulations

or emulations [8, 126], but more realistic results can be obtained when real topolo-

gies are utilized in the analysis [32, 71]. Network anomalies can also be identified

using the topology measurements [76, 96, 131]. Furthermore, knowledge of the net-

work graph helps in understanding the large scale characteristics and dynamics of

the Internet [98]. Internet topology analysis also provides insight into the current

trends. For instance, researchers have indicated that the deployment of networks by

content providers has a flattening effect on the hierarchical autonomous system (AS)

structure [50,83]. Similarly, evolution of the topology can be analyzed to predict the

future growth trends [63].

However, due to commercial and security reasons, ISPs keep their topology in-

formation confidential. This policy introduces challenges for the research community

to generate measurement probes for sampling the Internet topology at various lev-

els, including IP [89], router [114], point of presence (PoP) [45, 129], subnet [73, 121]

and AS levels [66, 88]. Several research groups have developed mapping systems to

collect the required information. These include the PlanetLab measurement infras-

tructure [8], the Archipelago measurement infrastructure of CAIDA [85], the iPlane

infrastructure [87], the DIMES project [110], the Scriptroute project [116], and several

others [92, 114, 122, 124].

Internet topology measurement studies, often, require three phases: (1) topol-

ogy sampling, (2) topology construction, and (3) topology analysis. Inaccuracies in

the first two processes may significantly affect the validity of the results obtained in
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the measurement study [53,58,118]. Most measurement studies utilize traceroute [67]

to collect a large number of path traces from topologically diverse set of vantage

points. After collecting the path traces, the information is processed to build the cor-

responding topology map. In particular at subnet, router and PoP levels, following

issues should be addressed:

• Sampling Bias: During topology collection, the measurement study should

eliminate sampling bias [72, 84]. Since there are a limited number of vantage

points and a large number of destinations, collected topology may be biased

towards the vantage points.

• Load Balancing: Path tracing should consider the load balancing in order to

obtain accurate traces. Certain traffic engineering practices for load balancing

may cause traceroute to return IP addresses that do not correspond to a real

end-to-end path in the network [21]. This happens when a router forwards con-

secutive traceroute probes on different paths toward the destination, a common

phenomenon in the Internet [18].

• Probing Overhead: As the volume of active measurement practices has in-

creased in time, it is important to minimize redundant probing and carefully

consider any disruption that might be caused by the measurement study.

• Unresponsive Router Resolution: Certain routers are passive to measure-

ment probes and are represented by a ‘*’ in a traceroute output [61]. Since a

router may appear as a ‘*’ in multiple traceroute outputs, we need to identify

‘*’s (i.e., unresponsive nodes) that belong to the same router [60].



4

• IP Alias Resolution: As routers have multiple interfaces, each interface has a

unique IP address. In a given set of path traces, a router may appear on multiple

path traces with different IP addresses. Hence, we need to identify nodes that

appear to be separate in collected path traces and combine them into a single

node (i.e., to indicate IP addresses that belong to the same router) [62, 120].

• Subnet Resolution: As routers are connected to each other over point-to-

point or multi-access links, subnet resolution helps in identifying the underlying

link-level connectivity. Hence, we need to analyze observed IP addresses to

identify subnets and combine observed links to represent the corresponding

single hop connection medium (i.e., point-to-point or multi-access link) [59,119].

The accuracy and the completeness of these tasks may significantly affect the

representativeness of the resulting topology maps [58]. Hence, topology measurement

studies should address these tasks to obtain a representative topology map. Even

thought there are several systems providing the raw Internet topology data, there is

no system providing up-to-date Internet graph at subnet or router level.

In this dissertation, we first discuss the issues in subnet-level Internet topol-

ogy mapping and review state-of-the-art approaches to handle them. Secondly, we

present our novel Structural Graph Indexing (SGI) [74] approach for efficiently min-

ing complex networks. As indexing feature, we utilize graph structures such as star,

complete bipartite, triangle and clique that frequently appear in protein, chemical

compound, and Internet graphs. SGI lists all substructures matching formulated

structures while other structures can be identified and added to the SGI. Different

from previous graph indexing approaches, SGI does not limit the number of nodes in

the indexes and provides an alternative tool for querying large-scale graphs.



5

Next, we investigate the responsiveness of routers to active network measure-

ments in two directions (i) historical router responsiveness to active measurements

and (ii) current responsiveness to different probe mechanisms. Expanding an ear-

lier work [61] on skitter [94] data sets, we present the prevalence of unresponsive

routers in historical Ark [2] and iPlane [87] measurement data. For today’s practices,

we use different types of active probes, e.g, ICMP, UDP, and TCP, to observe the

responsiveness of routers.

We then enhance the Graph Based Induction (GBI) approach of [60] to resolve

unresponsive routers by incorporating our SGI technique and utilizing the findings

from our measurement study. In this approach, we index observed subgraphs that

contain unknown nodes and determine the corresponding minimal underlying struc-

ture that satisfies the trace accuracy condition. We also show that proper resolution

of IP aliases improves the unresponsive router resolution. Our work improves the

state of the art in unresponsive router resolution in terms of accuracy and efficiency.

We then introduce Cheleby1 [73], an integrated Internet topology mapping sys-

tem. Cheleby provides insight into the Internet backbone topology by taking daily

snapshots of the underlying networks. For this, Cheleby assembles state-of-the-art

topology collection and construction techniques, i.e., target list generation, probe

redundancy reduction, unbiased accurate data collection, subnet inference, alias res-

olution, and unresponsive router resolution.

1Evliya Cheleby was an Ottoman Turkish writer who extensively travelled through the Ottoman

empire and neighboring countries from 1640 to 1676. We named our topology mapping system after

him as our system collects topology information by traversing different paths from geographically

diverse points.
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Probe Generator

Data Manager

ProbersTopology
Construction

Cheleby Server PlanetLab

Figure 1.1: Cheleby System Overview

Cheleby topology mapping system, shown in Figure 1.1, runs on a server which

actively manages PlanetLab nodes as its monitors to collect topology information from

geographically diverse vantage points. The server instructs monitors to collect partial

path traces and perform other probing activities. It then utilizes efficient algorithms

for resolving subnets, IP aliases, and unresponsive routers in collected data sets to

build accurate subnet-level topologies. Incorporating enhanced resolution algorithms

for collected raw data, Cheleby provides comprehensive topology maps.

Overall, main contributions of this dissertation are:

• A novel structural graph indexing (SGI) approach for efficiently mining complex

networks.

• A state-of-the-art unresponsive router resolution approach that is practical for

large-scale data sets.

• Cheleby Internet mapping system, which assembles state-of-the-art topology

collection and construction techniques.
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Chapter 2

Issues in Internet Topology

Mapping and Literature Survey

Understanding the topological characteristics of the Internet is an important research

issue as the Internet grows with no central authority. Internet topology measurement

studies help better understand the structure and dynamics of the Internet backbone.

Additionally, Internet measurement studies can be divided into two categories: (i)

active measurement studies that generate probes to elicit responses from systems in

the network and (ii) passive measurement studies that do not generate traffic but

just observe the system.

In recent years, several research groups have been increasingly using active

probing to analyze various characteristics of the underlying Internet topology. For

example, in [76, 94, 110], active probing has been used to analyze the routing and

reachability behavior of the Internet. Additionally, several overlay or p2p network

applications utilize active probing for the performance optimization of their appli-

cations [82, 97]. Moreover, Luckie et al. analyzed router responsiveness for TCP,
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UDP, and ICMP based active probing in [86]. They found that reachability ratio of

ICMP-based traceroute method is higher than that of the other ones. ICMP-based

method also collects evidence of a greater number of AS links. On the other hand,

UDP-based method infers the greatest number of IP links, despite reaching the fewest

destinations.

Several large scale distributed Internet measurement platforms have been de-

veloped to facilitate topology measurement studies and conduct various measurement

activities that include active probing. These include the PlanetLab measurement

infrastructure [8], the Archipelago measurement infrastructure of CAIDA [85], the

iPlane infrastructure [87], the DIMES project [110], the Scriptroute project [116],

and several others [92, 114, 122, 124].

Internet topology measurement studies, often, require three phases: (1) topol-

ogy sampling, (2) topology construction, and (3) topology analysis. Several studies

have shown that inaccuracies in the first two processes may significantly affect the

validity of the results obtained in the measurement study [53, 58, 118]. For topology

collection, most measurement studies utilize traceroute [67] to collect a large number

of path traces from topologically diverse set of vantage points. Traceroute is a well

known network diagnostic tool which returns a path, list of routers, from a vantage

point to a given destination by tracing the routers in between. After collecting the

path traces, the information is processed to build the corresponding topology map.

In the remainder of this chapter1, we review the related works in the Internet

1Preliminary versions of this chapter appeared in:

Hakan Kardes, Talha Oz, and Mehmet H. Gunes Cheleby: A Subnet-level Internet Topology Map-

ping System, COMSNETS’12, Banglore, India, Jan 3-7, 2012.

Hakan Kardes, and M.H. Gunes. Subnet-level Internet Topology Mapping: Issues and Resolution

Methodologies.Elsevier Computer Networks. (under review)
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topology mapping area. Since, in this dissertation, we mainly focus on the topology

collection and topology construction stages of the Internet topology mapping, we

review these areas in more detail.

2.1 Topology Collection

There are several issues one needs to pay attention in sampling the Internet topology.

In the following subsections, we discuss the effect of sampling bias, load balancers,

and probing overhead.

2.1.1 Sampling Bias

An important issue in topology collection studies is to address sampling bias [72, 84]

problem. In Internet topology sampling practices, usually, there are small number of

vantage points from which traces originates and large number of destinations. There-

fore, collected topology may be biased towards the vantage points. In such a case,

connectivity of routers around the vantage point would be well discovered while many
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distant routers and their connections would not be discovered as shown on Internet2

backbone in Figure 2.1. In the figure, orange node x, is the vantage point and green

nodes y, q and z are trace destinations. In this case, only blue nodes, i.e., S, K, N,

L, H, A and W, and corresponding links will be discovered revealing all neighbors of

the vantage point but few of the destination nodes. Even though several researchers

have pointed that adding new vantage points as traceroute sources has diminishing

return [23], others have emphasized the necessity of increasing the number of the van-

tage points in certain cases. [42,52,110]. Moreover, it is important to have geo-diverse

vantage points for accurate sampling of the topological characteristics [111].

In order to detect the sampling bias, Lakhina et al. have proposed a sampling

bias test based on the degree distribution characteristics of the topology in ques-

tion [84]. According to their study, if the measurement procedure used in topology

collection is not biased, node degree of a given router in the topology should not

change according to its hop distance to the vantage point(s).

In general, sampling approach may affect the observed characteristics of the

network. For instance, use of (k,m)-traceroute probes where the number of vantage

points k is much less than the number of destinations m on a non power-law topology

produce sample topologies with power-law degree distributions [31]. Additionally,

each network has a number of nodes that are interconnected according to some struc-

tural and functional relations. When sampling the topology, some of these relations

might get broken or modified [53]. Therefore, one should carefully select the sampling

methodology so that the resulting topology represents the original topology based on

the characteristics in question.
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2.1.2 Load Balancing

The second issue to keep in mind during topology collection is the deployment of load

balancing by ISPs. Due to various traffic engineering practices for load balancing,

traditional traceroute might return IP addresses that do not correspond to a real

end-to-end path in the underlying network topology [21]. In general, load balancing

happens when a router forwards sequential traceroute probes on different paths to-

ward the destination [18]. For instance, consider a Internet2 backbone in Figure 2.2

where there are two paths between y and z (underlying links are marked with black

lines). When router S forwards packets through both paths towards destination z,

then path traces will include non-existent links (marked with dashed red lines) as we

would observe a path of S-L-K-A-N-N-z from s.

Routers allow configuration of several parameters to determine load balancing

including destination IP, source IP, protocol and port number [11, 12]. Additionally,

routers can be set to randomly send packets as flow preserving parameters consume

storage and computation resources. Augustin et al. classify load balancers as per

destination, i.e., only destination IP affects load balancing decision, per flow, i.e., any
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combination of the parameters are utilized for load balancing decision, and per packet,

i.e., packets are randomly distributed [20].

Traditional traceroute tools couldn’t address all types of load balancing. Even

though they would find accurate links with per destination load balancer, they could

not address per flow and per packet load balancers. On the other hand, Paris tracer-

oute fixes flow identifiers by ensuring that per flow load balancing routers always

pick the same next hop for probe packets toward the same destination [20]. However,

Paris traceroute can only detect the existence of per packet load balancers on a path

and would fail to accurately identify actual links on the balanced paths. Similarly,

sidecar enables the record route option of probe packets to detect changes in tra-

versed paths [113]. However, sidecar does not ensure that routers use the same path

in forwarding probe packets. Hence, accurate path traces would not be collected.

2.1.3 Probing Overhead

Since active probing has been increasingly utilized in Internet measurement studies, it

is important to minimize redundant probing so that Internet measurement studies do

not disrupt the network. To this end, several researchers have presented approaches to

reduce the amount of redundant active probes in measurement studies. For example,

Doubletree prunes redundant probes to nodes that are close to both the vantage

point and the destination since traces from a vantage point yield tree-like structures

(i.e., trees rooted at the vantage point and at the destination, respectively) [41, 42].

Moreover, Jin et al. utilize a network coordinate system to identify the minimum set

of path traces to collect at each vantage point [69]. Similarly, in order to reduce the

number of probes, AROMA analyzes the convergence of path traces in discovering

network topology [81]. More recently, Eriksson et al. proposed Depth-First Search
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Ordering to reduce the probing overhead by clustering destinations based on a shared

infrastructure [44]. Finally, routing underlay has been proposed to unify measurement

activities [97]. In this method, overlay networks query the routing underlay, which

aggregates collected topology information.

2.2 Topology Construction

After collecting topology data one needs to process this information to obtain the

underlying network topology [39, 117]. Obtaining an accurate network map requires

several important tasks including: (1) filter faulty traces, e.g., initial pruning, (2)

identifying underlying physical subnets among the IP addresses to obtain the subnet

level connectivity [59], (3) finding IP addresses belonging to the same router as routers

may appear with different IP addresses in different path traces [26, 54, 62], and (4)

resolving unresponsive routers that are represented by ‘*’s in probing output since

some routers do not respond to probes during topology collection [60, 128]. These

resolution tasks, shown in Figure 5.12, are especially challenging when large scale

topologies of millions of nodes are processed.

The accuracy and the completeness of topology construction tasks significantly

affect the accuracy of the resulting topology maps [58,118]. Moreover, when handling

these tasks, one needs to make decisions based on observations from the measurement

data. As the earlier decisions affect the later ones, obtaining the most likely topology

under various conditions has shown to be NP-hard [14]. Hence, several approaches

have been proposed to reduce the set of hypotheses in the decision making of the

resolution tasks [19, 60, 62, 100, 112].
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In this section, we analyze each of these topology construction issues, and

discuss the approaches proposed by the research community. Note that, while these

algorithms were verified on sample networks, complete verification is not possible

since it requires the availability of the underlying topology map of the Internet.

2.2.1 Subnet Resolution

First task after building an initial network graph is the identification of the under-

lying physical subnets, i.e., the subnet level connectivity, among IP addresses in the

collected topology [59]. Routers are connected to each other over subnetworks and

the subnet resolution helps in identifying the underlying multi-access links. In this

task, the IP addresses in a data set are analyzed to infer the subnet relations among

them. As an example, consider four routers A, B, C, and D, in Figure 2.3-a, that are

connected to each other via a multi-access link. Assume that a collected set of path

traces includes A-B link and B-C link and no path trace at hand includes the A-C

link or any link between D and other routers from the subnet. In this case, a subnet

level map that does not consider the subnet relation among these IP addresses will

yield in a subgraph as shown in Figure 2.3-b which is considerably different from the
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underlying topology. On the other hand, a careful study of the IP addresses may

detect the subnet relation between the routers and therefore improve the resulting

map with inclusion of the missing links.

The goal in subnet resolution is to identify multiple links that appear to be sep-

arate and combine them to reveal their corresponding single hop connection medium.

This is similar to the IP alias resolution task where the goal is to identify nodes that

appear to be separate in collected path traces and combine them into a single node

(see Section 2.2.2). Subnet resolution also finds missing links between IP addresses

that belong to the same subnet range but were not observed in collected path traces.

The successfully inferred subnet information helps in improving the scope and qual-

ity of the resulting map by annotating it with additional information, i.e., the subnet

relations among the existing set of IP addresses. Hence, inclusion of subnet relations

among the routers yields topology maps that are closer, at the subnet layer, to the

sampled segments of the Internet.

In this direction, in [59], Gunes et al. identified the subnet resolution task

for topology construction studies and analyze its utility. Moreover, TraceNET tool

enhances traceroute by identifying subnets between a source and a given destination

in order to collect more complete and accurate topology maps [119]. TraceNET, how-

ever, focuses on a single path and infers subnets on an end-to-end path. Furthermore,

ExploreNET discovers individually targeted subnets [121] . Authors also analyze the

statistical biased versus unbiased sampling of subnets.

2.2.2 IP Alias Resolution

The second issue to consider during subnet-level topology construction is the IP

aliases. As routers have multiple interfaces, each interface has a unique IP address.
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Figure 2.4: Effect of IP Aliases

In a given set of path traces, a router may appear on multiple path traces with

different IP addresses. Therefore, there is a need to identify and group IP addresses

belonging to the same router. Without IP alias resolution the resulting topology map

might be significantly different from the underlying topology [57,58]. For instance, in

Figure 2.4-a, each router has multiple interfaces with unique IP addresses. Collecting

traces between all pairs of e, d, and f end systems, we would obtain a sampled

topology as in Figure 2.4-b without the alias IP address resolution. We need to

identify IP aliases for each router and cluster them as shown with red circles.
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Several studies have emphasized the impact of incomplete IP alias resolution in

certain measurement studies [27,118]. In [58], Gunes et al. performed an experimental

study on the impact of IP alias resolution on various topological characteristics. Vary-

ing the resolution success rate, they analyzed various graph characteristics including

topology size, node degree, degree distribution, joint degree distribution, character-

istic path length, betweenness, and clustering. The results indicate that the IP alias

resolution process has a significant impact on almost all topological characteristics

that they consider. According to these studies, it can be concluded that Internet

measurement studies should properly resolve the IP aliases to increase the accuracy

of the final topology.

Moreover, several mechanisms have been proposed to resolve IP aliases [30,

51,101,113,115] and few tools have been developed including ally [1] and iffinder [5].

These tools use an active probing approach to resolve IP aliases. They are easy-to-use

and provide a convenient way to verify if a given pair of IP addresses is alias or not.

As Gunes et al. stated in [57,58], these tools requires participation of the routers by

responding to the queries directed to them. This requirement introduces limitations

to the success of IP alias resolution task since some routers are configured to ignore

active probes directed to them. As an example, in their experiments, they observed

that 40 percent of IP addresses that they probed with ally did not return a response.

Hence, they presented a new IP alias resolution algorithm called Analytic and Probe-

based Alias Resolver (APAR) [56]. APAR consists of an analytical component [57,58]

and a probe-based component. Given a set of path traces, the analytical component

utilizes the common IP address assignment scheme to infer IP aliases. Later, CAIDA

released kapar which is an optimized implementation of APAR [79]. Furthermore,

since ally requires O(n2) probes to test all possible pairs, several approaches have
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been deployed to reduce the number of probes [26, 79]. For example, MIDAR [79],

Monotonic ID-Based Alias Resolution tool inspired by ally, provides greater precision,

and sensitivity in a scalable manner. Moreover, as some routers do not respond to

certain probes, Garcia et al. has proposed alternative probes to increase the elicited

responses from routers [48].

2.2.3 Unresponsive Router Resolution

Unresponsive routers are the routers that are unresponsive to traceroute probes and

are represented by a ‘*’ in a traceroute output. Since an unresponsive router may

appear in multiple traceroute outputs as ‘*’, it is needed to identify ‘*’s (i.e., unre-

sponsive nodes) that belong to the same router. Based on the number of unresponsive

routers in the topology and the way of topology collection, there would be huge num-

ber of ’*’ in the collected set of path traces. For example, daily Internet topologies

collected by Cheleby have more than 7M unresponsive nodes along with 1.2M known

interfaces. Moreover, a sample network is shown in Figure 2.5-(a). Assume that in

this topology H, K, and N are configured to act as unresponsive routers. When we

run traceroute queries between all vantage points, represented as e, d and f in this

figure, collected path traces will be as shown below. Using these traces, the resulting

topology presented in Figure 2.5-(b).
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Figure 2.5: Effect of Unresponsive Routers

d - * - L - S - e

d - * - A - W - * - f

e - S - L - * - d

e - S - U - * - C - f

f - * - C - * - * - d

f - * - C - * - U - S - e

Therefore, it can be concluded that even small number of unresponsive routers

may significantly alter the final network topology and prevent researchers from ob-

taining the actual Internet topology from the trace paths collected. This example

also shows the significance of the unresponsive router resolution task to obtain the

actual topology map.
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Unresponsive router resolution is an essential problem in topology mapping

studies. Early work in this area did not pay attention to this problem or just proposed

simple heuristics to address it [27, 28, 33]. Cheswick et al. stop the trace whenever

they observe an unresponsive router on the path to the destination [33]. Broido et

al. proposed two different approaches to address the issue [28]. First, they replace

the unresponsive routers with edges to connect the known nodes at both ends of the

unresponsive routers. In their second approach, they treat each occurrence of ‘*’

as separate node. Bilir et al. addressed the issue by merging same length chain of

unknown nodes between the same pair of known nodes with each other [27] (called

as initial pruning in Sec. 4.4.1). However, all these approaches have some weaknesses

or just provide very limited resolution like in [27](see Sec. 4.4.1). For example, [33]

might result in losing significant connectivity information. Moreover, [28] causes

inaccuracies in the final constructed maps.

Yao et al. analyzed the unresponsive resolution problem in detail and provided

a formal definition to it [128]. In their study, they try to construct the minimum size

topology by merging unknown nodes when they satisfy trace and distance preservation

conditions. In trace preservation condition, merging two unknown nodes should not

create a routing loop. For distance preservation condition, the length of shortest path

between any given two nodes should not change at the end of resolution process. Next,

they proved that merging unresponsive routers while satisfying above conditions is

NP-complete problem. So, they proposed a heuristic to address the issue. However,

their approach has a high algorithmic complexity of O(n5) which makes it impractical

for large data sets.

Moreover, an ISOMAP based dimensionality reduction approach uses link de-

lays or node connectivity as attributes to cluster nearby nodes [70]. The main lim-
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itation of this approach is again its high complexity, i.e., O(n3) where n is the size

of the topology. Additionally, they ignore the challenge in estimating individual link

delays from round trip delays in path traces [46]. These two limitations makes the

link delay based approach impractical for large scale topologies. They also provide

a simple and more practical neighbor matching heuristic with O(n2) complexity but

this approach might result in inaccuracies in the final graph with high false positive

and false negative ratios(see Sec. 4.4.1).

Gunes et al. [60] added a new dimension to the problem by classifying the un-

responsiveness types. They observe five different scenarios that cause routers to stay

unresponsive. They then formulate a number of graph structures that can be found in

traceroute-based topologies collected from the Internet. Namely, Parallel/Symmetric

*-substrings, Clique, Complete Bipartite, and Star structures are defined. Based

on this formulation, they introduced a graph based induction technique where they

search for structures similar to the identified ones in the topology and then reduce the

occurrences of unresponsive nodes into their corresponding routers. Even though this

approach results in more accurate maps, its time complexity might be considerably

reduced by using a proper graph indexing approach.

Finally, Almog et al. proposed semi-supervised spectral embedding of all nodes

followed by clustering of the unknown nodes in the projected space [15]. As the au-

thors indicate, the approach should be improved to be practical in large-scale data

sets. Moreover, it assumes that there is only one unresponsive router between two

known routers. According to our analysis in Table 4.2, however, there are consider-

able amount of unresponsive router chains and the number of these chains has been

increasing in recent years. Additionally, they use a k-means clustering approach to

cluster the unresponsive routers which requires the knowledge of the number of unre-
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sponsive routers in the graph. Authors approximate the number of the unresponsive

routers in the graph but, according to our study in Section 4.2, the number of unre-

sponsive routers and their distribution depends on the topology collection approach.

Thus, developing a general approximation technique which will work for different

topology maps is a challenge.
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Chapter 3

Structural Graph Indexing

Systems such as proteins, chemical compounds, and the Internet are being modeled

as complex networks to identify local and global characteristics of the system. In

many instances, these graphs are very large in size presenting challenges in their

analysis. Hence, graph indexing techniques are developed to enhance various graph

mining algorithms. In this chapter1, we propose a new Structural Graph Indexing

(SGI) technique that does not limit the number of nodes in indexing to provide an

alternative tool for graph mining algorithms. As indexing feature, we use common

graph structures, namely, star, complete bipartite, triangle and clique, that frequently

appear in complex networks such as protein, chemical compound, social network, and

Internet graphs. Note that, SGI lists all substructures matching structure formula-

tions and other graph structures can be identified and added as indexing features.

1A Preliminary version of this chapter appeared in:

Hakan Kardes, M.H. Gunes. Structural Graph Indexing for Mining Complex Networks. IEEE

ICDCS 2010 SIMPLEX, Genoa, ITALY, June 21 2010.
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3.1 Introduction

Many systems can be modeled as a complex network to understand local and global

characteristics of the system. Studying network models of systems provides a new

direction towards better understanding biological, chemical, technological or social

systems. In many cases, the systems under investigation are very large and the corre-

sponding graphs have large number of nodes/edges requiring graph mining techniques

to derive information from the graph. Several graph mining techniques have been de-

veloped to extract useful information from graph representation and analyze various

features of complex networks [37]. In order to speed up graph queries, usually an

index of the graph is derived according to some predefined index features.

Graph indexing is often utilized by graph search algorithms that look for a

sub-graph within a graph database. For example, given a graph database G={g1, g2,
..., gn} and a subgraph s, we are interested in identifying all graphs gi that contain

the subgraph s. This query is shown to be NP-complete [49] and becomes challenging

as the size of graphs increase. For example, a typical graph of router-level Internet

consists of millions of nodes making it impractical to perform many operations on the

whole graph. In such cases, graph indexing allows operations to be more efficient.

In this chapter, we propose a new structural indexing approach to provide

an alternative tool for graph mining algorithms. For indexing, we specify a set of

common graph structures such as star, complete bipartite, triangle and clique. These

structures are ubiquitous in biological, chemical, technological, and social networks.

In order to reduce computational complexities, we index these structures within the

original graph in a consecutive manner. We first identify star structures, and then

the complete-bipartite, triangle and clique structures from the preceding ones. Our
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approach, unlike the earlier indexing mechanisms, does not limit the size of subgraph

considered in indexing. However, it may be limited as maximum clique search is an

NP-complete problem [49].

In the remainder of the chapter, we first present existing graph indexing meth-

ods in Section 3.2. Next, we detail our structural graph indexing approach in Sec-

tion 3.3. Then, we present an evaluation of the approach on Internet topologies

in Section 3.4, and on a Wikipedia graph in Section 3.5. Finally, we conclude in

Section 3.6.

3.2 Related Work

The need for mining large graphs in an efficient manner increases as researchers look

into complex networks. Several studies have been carried out to make graph mining

in an efficient manner using indexing techniques [34, 38, 68, 77, 95, 109, 127]. Many of

the tools have constraints that limit the number of nodes/edges in index graphs or

are not capable of operating on very large graphs. The graph indexing studies can

be mainly categorized into two categories, namely, path-based and structure-based

approaches.

Path-based graph indexing approaches use path expressions as indexing fea-

tures such as GraphGrep [109] and Daylight [68]. GraphGrep enumerates all paths

in the graph up to the length maxL. Then, it looks for each gi whether it contains

all paths up to MaxL for a graph query qi. A significant feature of path-based ap-

proaches is that paths can be manipulated more easily than general graphs. However,

as Yan et. al. indicated, path is a simple structure loosing structural information of a

graph, and hence false positive ratio of path-based methods would be very high [127].
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In addition, the number of paths in a graph database increases exponentially making

path-based methods impractical for very large graphs.

Alternatively, structure-based graph indexing approaches identifies subgraphs

to be indexed as in gIndex [127]. gIndex first searches for the frequent subgraphs

in the graph, then indexes these frequent structures. An issue in this case is that

frequent subgraph discovery increases complexity and exponential number of frequent

fragments may exist under low frequency support. Therefore, in their study, they limit

the number of nodes and index frequent structures up to 10 nodes.

In this chapter, we propose an alternative structural indexing approach to

search and process queries efficiently even in very large complex networks. As index-

ing features, we use commonly observed graph structures: star, complete bipartite,

triangle and clique. An important feature of these structures is that each one is com-

prised from the previous one where clique contains complete bipartite structures and

complete bipartite contains star structures.

3.3 Structural Graph Indexing

In this section, we present our structural graph indexing approach.

3.3.1 Structure Models

In structural indexing, we index predefined structures that are commonly observed

in complex networks. In particular, we index star, complete bipartite, triangle and

clique structures (shown in Figure 3.1) in a given graph G = (V,E). An important

difference of our approach from the previous studies is that we do not limit the size

of subgraph considered in indexing. We index all maximal graphs that match the
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Figure 3.1: Structural Models

structure formulation. For instance, a maximal clique is a clique that cannot be ex-

tended by adding one more vertex from the graph. However, the substructure size

in indexing may be limited when needed since maximal clique search is known to

be NP-complete [49]. In order to reduce computational complexities, we index the

structures within the original graph in a consecutive manner. That is, we first identify

star structures, and then the complete-bipartite, triangle and clique structures from

the preceding ones as detailed below.
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Let G = (V,E); S ← φ;

for (each node v ∈ V )
S ← S ∪ s(v,φ)

for (each edge e(a, b) ∈ E)
s(a,ns) ← s(a,ns∪{b})
s(b,ns) ← s(b,ns∪{a})

for (each s(v,ns) ∈ S)
if |ns| < 2
S ← S − s(v,ns)

Figure 3.2: Algorithm 1 - Star Structure Indexing

Structure 1: Star (K1,n)

We first index the star structure where a node has multiple neighbors as shown

in Figure 3.1-(a), (b), and (c). All star structures within a graph G = (V,E) are

represented as s(vi, nsi) where vi ∈ V and nsi is the set of all neighbors of vi. In

graph theory, the star structure is utilized in the definition of some other structures

and problems. A star with 3 edges is called a claw, as shown in Figure 3.1-(c). Claws

are notable in the definition of claw-free graphs, graphs that do not have any claw as

an induced subgraph. Additionally, a star is a special kind of tree, and several graph

invariants are defined in terms of stars. Star arboricity is the minimum number of

forests that a graph can be partitioned into such that each tree in each forest is a

star [65], and the star chromatic number of a graph is the minimum number of colors

needed to color its vertices in such a way that every two color classes together form

a subgraph in which all connected components are stars [47]. Moreover, in [106]

Robertson et al. showed that the graphs of branch-width 1 are exactly the graphs in

which each connected component is a star.

We index maximal star structures for each node using the algorithm in Fig-

ure 3.2. The algorithm first builds a star structure s(vi,φ) for each node vi ∈ V without
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any neighbors. Then, for each edge e(a, b), it appends node a to the neighbor set of

node, b and vice versa. Finally, the algorithm removes the star structures s(vi,nsi)

such that the neighbor set nsi has less than two neighbors. The overall run time

complexity of this algorithms is O(|V |+ |E|).

Structure 2: Complete Bipartite (Km,n)

The second structure we index is the complete bipartite, shown in Figure 3.1-

(d), (e) and (f). A bipartite graph is a graph whose vertices can be divided into two

disjoint sets V1 and V2 such that every edge connects a vertex in V1 to one in V2; that

is, V1 and V2 are independent sets. A complete bipartite graph G = (V1 ∪ V2, E) is

a bipartite graph such that V1 and V2 are two distinct sets and for any two vertices

vi ∈ V1 and vj ∈ V2, then there is an edge between them (i.e., ∃ e∗(vi,vj) ∈ E). The

complete bipartite graph with partitions of size |V 1| = m and |V 2| = n is denoted as

Km,n. Note that, star structure is a special case of a complete bipartite graph where

m = 1. Moreover, finding complete bipartite subgraph Km,n with maximal number

of edges m.n is an NP-complete problem [104].

Complete bipartite structure is ubiquitous in many complex networks. For

example, Thomas et al. examine the structure of protein-protein interaction networks

and showed that the graph of all protein-protein interactions is made up of complete

bipartite structures containing two disjoint sets of nodes in which each node in one

set is connected to every node in the other set. [13]

We index all complete bipartite structures in the graph G using indexed star

structures as in Figure 3.3. In the algorithm, for each star structure s(a,ns) where ns

is the neighbors of the node a, we identify the maximal complete bipartite involving

the node a. For this purpose, we find second hop neighbors of a by iterating over the
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INPUT: S from Algorithm 1 in Figure 3.2

Let G = (V,E); K ← φ

for (each s(a,ns) ∈ S)
Lcan ← φ
for (each bi ∈ ns) where bi > a
Lcan ← Lcan ∪ ns∗ where (∃ s(bi,ns∗) ∈ S)

Lcan ← Lcan − {a}
Rcan ← ns

for (each vi ∈ Lcan)
Rnew ← Rcan ∩ ns+i where (∃ s(vi,ns+i ) ∈ S)

if (|Rnew| ≥ 2)
Lnew ← {a} ∪ {vi}
for (each vj ∈ Lcan)

if (Rnew ⊂ ns#j ) where (∃ s(vj ,ns#j ) ∈ S)

Lnew ← Lnew ∪ {vj}
else if (|Rnew ∩ ns#j | ≥ 2) where (∃ s(vj ,ns#j ) ∈ S)

K ← K ∪ k(Lnew∪{vj}),(Rnew∩ns#j )

K ← K ∪ k(Lnew ,Rnew)

Figure 3.3: Algorithm 2 - Complete Bipartite Structure Indexing

ns set and unifying them under Lcan set that indicates candidates for the left side of

the complete bipartite while the ns set is the candidate set for the right hand side.

Then, we first find a K2,n and then grow it to Km,n. In finding K2,n, we iterate over

each candidate node in the Lcan as pivot node and determine the neighbor intersec-

tion with a. If the intersection set is larger than two, then these nodes belong to the

right hand side. In the second step, we grow the K2,n by finding all nodes in the left

hand side (i.e., Lcan) that has the right hand side nodes (i.e., Rnew) as a neighbor.

Finding K2,3 and larger complete bipartite graphs takes O(|S|.|ns|2) where |S| is the
number of star structures in the graph, and ns is the average node degree in the graph.
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INPUT: S from Algorithm 1 in Figure

Let G = (V,E); T ← φ; TS ← φ

for (each s(a,ns) ∈ S)
for (each nsi ∈ ns) where nsi > a
if (∃ s(nsi,ns2))
TS ← ns ∩ ns2
for (each tsi ∈ TS) where tsi > nsi
T ← T ∪ t(a,nsi,tsi)

Figure 3.4: Algorithm 3 - Triangle Structure Indexing

Structure 3: Triangle (K3)

Third, we index the triangle structure which is a clique structure of three

nodes as shown in Figure 3.1-(f). Finding the number of triangles in a graph has

become an important task over the last years due to its significant role in analyzing

the density of complex networks. Tsourakakis et al. points to the importance of

triangle counting [123]. Several commonly used complex network metrics such as

the clustering coefficient and the transitivity ratio require the execution of a triangle

counting algorithm.

Additionally, several interesting graph mining applications depend on comput-

ing the number of triangles in the graph [93], [99], [125], [22], [24], [43]. Especially

in social networks, triangle is a well studied subgraph (i.e. motif). There are two

main theories, namely the homophily and the transitivity, according to which trian-

gles are generated in social networks. According to the homophily, people tend to

choose friends that are similar to themselves. According to the transitivity, people

who have common friends tend to become friends themselves [125]. Additionally,

several other studies have showed that triangles play significant roles in many graph

mining applications. For instance, Becchetti et al. showed that triangles can be used

to detect spamming activity [24]. Similarly, Eckman et al. showed how triangles
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can be used to uncover the hidden thematic structure of the web [43]. Additionally,

triangle counting can benefit the query plan optimization in databases [22]. Thus,

fast triangle counting algorithms are of high practical value.

We index all triangles in the graph by iterating over the star structures as in

Figure 3.4. In the algorithm, for each star structure s(a,ns), and s(nsi,ns∗) where nsi ∈
ns, we take the intersection set TS of the sets ns and ns∗. Thus, for each tsi ∈ TS,

(a, nsi, tsi) constitutes a triangle. Indexing all triangles takes O(|S|.log|S|.|ns|) where
|S| is the number of star structures, and |ns| is the average node degree in the graph.

Note that, processing edges connected to smaller degree nodes first may reduce the

run time even though the time complexity remains the same.

Structure 4: Clique (Kn)

Finally, we index clique structures shown in Figure 3.1-(g) and (h). A clique

in graph G = (V,E) is a subset of the vertex set (i.e., C ⊆ V ) such that there are

edges between all node pairs (i.e., ∀(ci, cj) ∈ C, ∃e(ci,cj) ∈ E, when i �= j).

This structure has been observed in many fields. For example, in computational

biology many problems can be solved by finding maximal or all cliques within the

graph [25]. Similarly, Samudrala et al. models protein structure prediction as a

problem of finding cliques in a graph whose vertices represent positions of subunits

of the protein [108]; Cong et al. finds a hierarchical partition of an electronic circuit

into smaller subunits using cliques [36]; and Rhodes et al. uses cliques to describe

chemicals in a chemical database that have a high degree of similarity with a target

structure [105].

We index all maximal clique structures (that has more than three nodes) in

the graph using complete bipartite structures as in Figure 3.5. We first get the set
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INPUT: K from Algorithm 2 in Figure 3.3

Let G = (V,E); C ← φ

for (each k(m,n) ∈ K )
for (each a ∈ k(m,n))
findCliques({a}, k(m,n) − {a})

FUNCTION findCliques(L1, L2)
if (|L2| = 0) and (|L1| > 3)
C ← C ∪ c(L1)

else
for (each b ∈ L2)
if (∃e(b,v) ∀v ∈ L1)
L∗ ← (L2 ∩ nsi) where (s(b,nsi) ∈ S)
findCliques(L1 ∪ b, L∗)

Figure 3.5: Algorithm 4: Clique Structure Indexing

of nodes from each complete bipartite k(m,n) and look for cliques that are formed by

those nodes. Note that, any clique larger than three nodes in the graph G will be

indexed as multiple bipartite structures. Hence, we do not need to consider all nodes

in the graph when indexing maximal clique structures. The clique search algorithm

works recursively on each node from the k(m,n) as the pivot node in the L1 set and

considers other nodes as candidate nodes in the L2 set. The function, moves each

node from the L2 set to the L1 set if it is connected to all nodes in the L1 and then

recursively tries to grow the structure with remaining nodes as candidates. When

there are no more candidates to consider in L2 set then a clique has been identified.

Note that, this algorithm is not optimal and better solutions for finding all cliques

are proposed in [29, 107].

Finding 4-clique and larger clique structures takes O(|K|.2|km,n|) where |K| is
the number of complete bipartite structures, and |km,n| is the average size of bipartite
structures within the graph.
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3.4 Evaluation on Internet Topologies

In this section, we use router level Internet topologies to analyze the structural graph

indexing approach. In the remainder of the section, we illustrate how our method

can be applied to the router level Internet Topology to resolve unresponsive routers.

3.4.1 Graph Transformation

In our experiments, we use iPlane datasets [87]. In these datasets, there are two

types of nodes, namely known (i.e., the ones with an IP address) and unknown (i.e.,

unresponsive). When there is an unresponsive router, it will appear as a ‘*’ in the

traceroute output. If multiple path traces pass through an unresponsive router be-

tween routers with known IP address, there will be multiple parallel *-substrings

between these known nodes.

As an example, in Figure 2.5-a, traceroute queries from e to f will return path

traces including *-substrings as (U, ∗1, C) and (U, ∗2, C) respectively. This may then

result in two parallel *-substrings between U and C in the resulting topology map

as shown in Figure 2.5-b. In the example, there is a *-substring that includes only

one unresponsive router. A similar pattern can be observed for *-substrings of larger

lengths in a typical dataset.

A B 
* 
* 

* 

A B 1 

Figure 3.6: Sample Transformation
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Figure 3.7: Transformation of Graph in Figure 2.5-b

In order to resolve this type of unresponsive routers, we need to detect the same

*-substrings (i.e., same length *-substrings with the same known nodes at the end

points) [60]. In our method, we ignore all nodes which don’t have any unresponsive

neighbor, since they do have no effect for the resolution process. While reading the

traces from iPlane database, we identify the unresponsive routers which are in between

two known nodes. We read all *-substrings from the database and construct a new

graph Ḡ = (V̄ , Ē). We represent each *-substring as an edge e(a,b,l) where a is the

first known node, b is the second known node and l is the label of the edge representing

the number of unresponsive nodes between a and b as in Figure 3.6. We add each

e(a, b, l) only once to our new graph Ḡ. We add a and b to V̄ . This process can be

called as initial pruning(IP). Figure 3.7 presents the transformed version of the sample

topology represented in Figure 2.5-b. After this step, we sequentially index star,

complete bipartite, triangle and clique structures in graph Ḡ with SGI algorithm in

order to resolve all unresponsive routers by using the graph based induction technique

presented in [60].
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3.4.2 Structure Statistics

We present the indexing results for the datasets collected in 2006, 2007, 2008, 2009,

and 2010 in Figures 3.8, 3.9, 3.10, 3.11, and 3.12. In each dataset, there are around

10M unresponsive nodes and 300K known nodes.

Figure 3.8 represents the star structure distribution for these datasets. In the

graphs in this figure, x axis represents the number of leaves of the star structure

while y axis represents the corresponding number of star structures for each number

of leave. The values in the legend represents the weight (i.e. number of unresponsive

routers) of the each edge in the star. According to these graphs, while the number

of structures with 1 unresponsive node has not changed considerably in consecutive

years, there has been a significant increase in the number of structures with 3 and

more unresponsive routers. While there is no star structure with 7 or 8 consecutive

unresponsive routers in 2006 and 2007, we observe such structures in following years.

Figure 3.9 represents the bipartite structure distribution of the 2006 dataset,

while Figure 3.10 represents the 2010 dataset. In the heatmaps, x axis represents the

number of nodes in the left set of the bipartite while y axis represents the number

of nodes in the right set. The values in the palette represents the number of the

complete bipartites for given left and right set sizes. According to these heatmaps,

while the number of set sizes increases the number of bipartite structures found

decreases. Additionally, while the edge weight increases the number of complete

bipartites observed decrease. However, the number of complete bipartites in the

Internet increases year by year. While there is no complete bipartite structure with

4 consecutive unresponsive routers in 2006, we observe such structures in 2010.

Figure 3.11 represents the triangle structure distribution for the years 2006-

2010. While the edge weight increases the number of triangles decreases. However,
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Figure 3.8: Star Structure Distributions
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Figure 3.8: Star Structure Distributions
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(a) edge weight=1

(b) edge weight=2

(c) edge weight=3

Figure 3.9: Bipartite Structure Distribution - 2006



40

(a) edge weight=1

(b) edge weight=2

Figure 3.10: Bipartite Structure Distribution - 2010
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(c) edge weight=3

(d) edge weight=4

Figure 3.10: Bipartite Structure Distribution - 2010
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Figure 3.11: Triangle Structure Distribution

there is no any relation between the number of triangles in the Internet year by year.

The highest number of triangles observed in 2007 dataset.

Figure 3.12-(a) represents the clique structure distribution for 2006, while Fig-

ure 3.12-(b) represents the average number of cliques observed between 2006-2010.

While the edge weight increases the number of cliques decreases. Additionally, the

number of cliques in the Internet increases year by year.

All in all, when the length of *-substring increases (i.e. we have more unre-

sponsive nodes between two known node), the number of structures found within the

topology decreases. According to our experiments, while the number of structures

with 1 unresponsive node has not changed considerably in consecutive years, there has

been a significant increase in the number of structures with 3 and more unresponsive

routers.
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Table 3.1: SGI for Resolving unresponsive Routers in iPlane Data-set

#Unresponsive nodes #Resolved
IP 9,063,317 8,269,462

Triangle 793,855 2,864
Bipartite 790,981 172,218

Star 618,763 466,101
Final 152,662 6,940,449

3.4.3 Resolution Results

Here, we represent the average resolution results for these datasets. We have around

9M unresponsive nodes in initial data. We first resolve the unresponsive nodes be-

tween two known nodes. Then, we use SGI algorithm to resolve unresponsive nodes.

Starting from the maximum clique, we resolve all unresponsive nodes within the clique

and triangle structures. Then, we resolve unresponsive nodes within the complete bi-

partite and star structures. The number of resolved unresponsive nodes at each step

given in Table 3.1. Using SGI, we resolve more than 98 percent of unresponsive nodes.

3.5 Evaluation on a Wikipedia Graph

In this section, we apply the SGI on a Wikipedia graph. In this graph, Wikipedia

pages represented as nodes, and the links between these pages as edges. There are

around 100K nodes and 3M edges in this graph. Figure 3.13 shows the star and

complete bipartite structure distribution of the Wikipedia graph. When compared

to Internet topology datasets above, Wikipedia graph has much more average node

degree. Additionally, the number of complete bipartites is higher than Internet topol-

ogy datasets. SGI found 16.5M triangles in the Wikipedia graph. According to the

difference between the number of triangles in Wikipedia and Internet graph, we can

conclude that the Wikipedia graph is more clustered than the Internet topology.
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3.6 Summary

In this chapter, we presented the Structural Graph Indexing (SGI) for efficiently min-

ing complex networks. As indexing feature, we utilize graph structures such as star,

complete bipartite, triangle and clique that frequently appear in protein, chemical

compound, and Internet graphs. SGI lists all substructures matching structure for-

mulations and other graph structures can be identified and added to the SGI. Different

from previous approaches, SGI does not limit the number of nodes in the indexing

structure and provides an alternative tool for graph mining algorithms. In evaluation

of SGI, we performed experiments on genuine Internet topology datasets to resolve

unresponsive routers.

After applying our Structural Graph Indexing (SGI) approach to resolve the

unresponsive routers in the Internet topology collected by iPlane [87], we made two

main observations. First of all, the number of unresponsive nodes resolved during

the clique resolution step is very low despite the high complexity of clique indexing.

Hence, we decided to use triangle resolution instead of clique resolution and then

we added the triangle indexing and resolution modules to our system. Secondly, we

realized that resolving unresponsive routers without identifying the IP alias pairs sig-

nificantly affects the final graph. Therefore, in Cheleby, we perform the unresponsive

router resolution step after identifying the IP alias pairs.
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Chapter 4

Unresponsive Routers

Internet topology measurement studies utilize traceroute to collect path traces from

the Internet. A router that does not respond to a traceroute probe is referred as an

unresponsive router and is represented by a ‘*’ in the traceroute output. Unresponsive

router resolution refers to the task of identifying the occurrences of ‘*’s that belong to

the same router in the underlying network. This task is an important step in building

representative traceroute-based topology maps and obtaining an optimum solution is

shown to be NP-complete. In this chapter1, we conduct an experimental study to

understand how the responsiveness of routers has changed over the last decade and

how it differs based on the probing mechanism. We then utilize a novel graph data

indexing approach to build an efficient solution to the unresponsive router resolution

problem. The results of our experiments significant improvements in accuracy and

effectiveness over the existing approaches.

1An earlier version of this chapter is currently under review at the IEEE/ACM Transactions on

Networking

Hakan Kardes, M.H. Gunes, Kamil Sarac. Graph Based Induction of Unresponsive Routers in

Internet Topologies.
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(a) Internet2 Backbone (grey routers are unresponsive)

Figure 4.1: Sample Network

4.1 Introduction

A router that is unresponsive to measurement probes is represented by a ‘*’ in tracer-

oute output and the same router may be probed multiple times in different traces2.

Without any resolution, each occurrence of ‘*’ needs to be treated as a potentially

different router. Depending on the number of unresponsive routers and the topology

collection scenario, the collected set of path traces may include a large number of

‘*’s. For instance, let us consider the Internet2 backbone presented in Figure 4.1-a

where squares represent the vantage points attached to each router shown as a circle.

Assume that the routers at Washington,D.C. and SaltLake are configured to be

unresponsive and path traces are collected between all vantage points. Under these

2In this dissertation, we use the term unknown node to refer to a ‘*’ in a traceroute output and

unresponsive router to refer to the actual router that is represented by this unknown node (i.e., by

this ‘*’).
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(b) Induced Topology (traces between all vantage points)

(c) After Initial Pruning (of unresponsive nodes)

Figure 4.1: Sample Network
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assumptions, the topology that is constructed from the 36 path traces between 9 van-

tage points would be as in Figure 4.1-b (with no resolution). The common approach

of pruning (see Sec. 4.3 for details) as in Figure 4.1-c leaves artificial nodes that needs

to be further processed.

Internet topology measurement data includes a large number of ‘*’s. For in-

stance, the iPlane dataset we use in our evaluations in Section 4.2.1 has almost 98% of

nodes as unknown (78% after the initial pruning). Hence, timely analysis of large scale

data sets, currently tens of millions of traces, requires efficient algorithms. Moreover,

the large volume of unresponsive routers in collected Internet graph significantly af-

fects graph characteristics such as degree distribution, and clustering coefficient of the

graph (see Sec. 4.4.1). In order to build more representative Internet maps, unrespon-

sive routers should be properly resolved. However, the massive volume of unknown

nodes in the collected data set introduces challenges in building efficient solutions.

In this chapter, we first investigate the responsiveness of routers to active net-

work measurements in two directions (i) historical router responsiveness to active

measurements and (ii) current responsiveness to different probe mechanisms. Ex-

panding the earlier work [61] on skitter [94] data sets, we present the prevalence of

unresponsive routers in historical Ark [2] and iPlane [87] measurement data sets. For

today’s practices, we use different types of active probes to observe the responsiveness

of routers to them.

We then enhance the graph based induction (GBI) approach, based on the ear-

lier work [60], to resolve unresponsive routers in traceroute based topology mapping

studies by integrating our novel structural graph indexing [74] approach to efficiently

query constructed topology graphs. In our work, we define an induction approach

from the practical context of the unresponsive router resolution problem and develop
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an efficient implementation which scales to large Internet topology maps with millions

of routers. We first analyze the nature of unresponsive routers and identify differ-

ent types of unresponsiveness. We observe that unresponsiveness due to ICMP rate

limiting is an important case that is omitted in previous studies. Then, we visually

examine topology maps that are constructed from traceroute data with unresponsive

routers. From this visual study, we identify a number of graph structures that are

formed among unknown nodes and their known neighbors. We then use structural

graph indexing to detect these structures in the graph and reduce the unknown nodes

(i.e., the occurrences of ‘*’s) into their corresponding unresponsive routers.

In our evaluations on synthetic topologies, we observe that GBI has better res-

olution than previously proposed pruning [27] and neighbor matching [46] approaches.

Due to their high algorithmic complexity (see Sec. 2.2.3), we did not compare GBI

with graph minimization [128], dimensionality reduction [15], and spectral embed-

ding [15] approaches. We also showed that proper resolution of IP Aliases beforehand

improves the unresponsive resolution. In addition, we demonstrate the practicality

of our approach on genuine datasets collected by (i) iPlane with 33M traces, 9M un-

responsive and 300K known nodes, (ii) Ark with 22.7M traces, 11.4M unresponsive

and 1.2M known nodes, and (iii) Cheleby [3] with 15M traces, 7.2M unresponsive

and 1.2M known nodes.

The rest of this chapter is organized as follows: Section 4.2 presents an ex-

perimental study to understand the responsiveness of routers to active probing. Sec-

tion 4.3 formally defines the unresponsive router resolution problem along with build-

ing blocks for the proposed algorithms and introduces our graph based induction

approach. Section 4.4 presents our experimental evaluations. Finally, Section 4.5

concludes the chapter.
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Figure 4.2: Active Probing

4.2 Router Responsiveness Analysis

In this section, we investigate router (un)responsiveness to active probes by enhancing

the earlier work [61] which analyzes router responsiveness till 2008. As in Figure 4.2

active probes are divided into two categories as (i) direct probes where the destination

IP address in the probe packet is the intended destination as in ICMP ping or (ii)

indirect probes where the destination IP address in the probe packet is some other

destination as in traceroute when it probes an intermediate router during a trace.

In both direct and indirect probing, routers might not respond to the probes.

Similar to Gunes et al. [61], we classify unresponsive routers into two categories:

• Permanent unresponsive: A system may be configured to ignore certain

probe packets causing it to be unresponsive with such probing. In addition,

a border router may be configured to filter out (i) certain types of packets

such as unsolicited UDP packets directed to a local host or (ii) outgoing ICMP

responses originating from nodes within its local domain. Border filtering causes

internal nodes to be seen as unresponsive.

• Temporary unresponsive: A system may apply ICMP rate limiting and

become unresponsive if the rate of the incoming probes exceed a preset limit.

Similarly, a system may ignore probe packets when it is congested but respond
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to them when it is not. Finally, packets may occasionally be dropped or lost due

to routing or overflow. In either case, the router has altering responsiveness.

Note that both can be further classified into two subtypes but an external

observer can not differentiate the subtypes. Moreover, a system may have a private

(i.e., publicly unroutable) IP address that cannot guarantee node uniqueness but can

be marked per AS they originate from.

According to this classification, we mark an unknown node between two known

nodes (say, A and B) as temporarily unresponsive when we observe a parallel trace

with an IP address (say C) between the same pair of nodes (i.e., A and B). However,

if we don’t observe any IP address between A and B, we mark it as permanent

unresponsive.

4.2.1 Historical Data Analysis

In this section, we use traceroute collected historical data sets to study router reaction

to indirect probe messages. We downloaded publicly available historical traceroute

data sets from CAIDA (first 10 collected by skitter [94], and the rest collected by

Ark [2]), and 6 datasets from iPlane [6]. We utilized data sets that were collected in

January of each year by the corresponding infrastructures. CAIDA reports that they

had several updates to destination IP address lists and had a major change in their

topology collection system in mid 2004 where they utilized dynamic destination lists

with increased probing frequency at skitter monitors. In 2008, CAIDA deployed Ark

infrastructure to collect the topology data.

First, we look for a trend in the ratio of unresponsive routers in the collected

data set in Table 4.1. In the table, Completed traces gives the percentage of traces
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that reached the final destination; # Nodes gives the number of nodes within the

data set before IP alias and unresponsive router resolutions; and Unknown gives the

percentage of unknown nodes (where each occurrence of unknown node is counted

separately while unique known nodes are counted) in the original data set. The next

two columns give the classification of unknown nodes as percentage values.

According to skitter and iPlane data sets, the ratio of path traces reaching

their final destination decreases in time. This ratio is very low in traces collected

with Ark compared to skitter. The decrease in reachability and the low reachability

values are mainly caused by the change in the default ICMP behavior by operating

systems, proliferation of firewalls, and the inclusion of a destination from each /24

subnet range that might not correspond to a live system. However, path traces not

reaching their final destinations contribute little useful information and considerably

slow down the probing process. Hence, CAIDA has developed mechanisms to increase

the ratio of traces reaching their final destination.

The ratio of unresponsive routers fluctuates in skitter data but is more stable

in Ark data (i.e. around 86%) and iPlane data (i.e. about 98%). These high ratios

point to the prevalence of unresponsive router resolution to obtain realistic sample

topologies. Another observation from the table is that the ratio of temporarily un-

responsive routers increases over the time for all systems in recent years. Yet, they

were ignored by previous unresponsive router resolution approaches.

Next, we are interested in the length distribution of path segments formed by

consecutive ‘*’s in path traces. We call a path segment in the form of a (IP1, ∗1, ∗2,
. . . , ∗l, IP2) a *-subpath of length l. We are interested in the frequency distribution

of *-subpaths with respect to their length l. Although a *-subpath of length one may

have different interpretations about the cause of router unresponsiveness, occurrence
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of long *-subpaths may be an indication of ISP policy of preventing active probing in

its network.

Table 4.2 represents the *-subpath distribution for CAIDA and iPlane datasets.

In the table, we present the number of unique *-subpaths in the original data set.

For uniqueness, we represent a *-subpath of length l as a triplet (IP1, l, IP2) and

avoid counting the duplicate triplets of this form. The data sets prior to 2005 for

CAIDA have only length l = 1 *-subpaths and are not included in the table. Starting

2005, we observe *-subpaths of longer lengths with the majority of *-subpaths being

of length 1 or 2. We partly attribute the behavior of routers to changes in the data

collection process such as the increased probing rate. Longer *-subpaths might also

be due to growth in networks where more hops of an unresponsive AS are traversed

or due to increased use of MPLS tunnels. According to the results for the iPlane data

sets, l = 1 *-subpaths are almost doubled within the last five years. We observe that

both the overall number of unresponsive routers and the longer length *-subpaths

have increased as ISPs have become less cooperative to active probing.

We also look into the percentage of *-subpaths that appear within a single

AS in the Same AS column. For a given *-subpath, say (IP1, l, IP2), we look at the

relation between IP1 and IP2 and map each such IP address to corresponding AS

numbers with AS lookup tool of CYMRU [40]. If the IP addresses share the same

AS number, then these IP addresses belong to the same domain and therefore the

unresponsive nodes in between most likely belong to the same domain. Given that

most *-subpaths are of length 1 or 2 and the probability of two IP addresses being

in different ASes is 0̃.75 (according to Table 4.2), we think that the majority of *-

subpaths originated from routers at domain boundaries or exchange points between

neighboring ASes.
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We are also interested in the position of unresponsive nodes within path traces

and counted the number of unknown nodes at each hop distance from the vantage

point. Figure 4.3-a presents the distance distribution of unknown nodes for five

different years of CAIDA data sets. According to the figure, early data sets (i.e.,

before 2005) contain small number of unknown nodes that were mostly distributed

10 to 20 hops away from the source. On the other hand, recent data sets include

much more unknown nodes majority of which appear 3 to 25 hops away from the

source. The figure also shows a high number of unknown nodes at a distance of 2

from the source for the 2011 data set. A close examination of the corresponding data

set shows that this is due to the existence of a permanently unresponsive router at

a 2 hops distance to one of the vantage points. Figure 4.3-b presents the distance

distribution for known, unknown, and all of the nodes for the 2011 CAIDA data set.

Since the number of unknown nodes is relatively smaller than the number of known

nodes when accounting for each occurrence separately, the distance distribution of all

the nodes is quite similar to distance distribution of known nodes. Moreover, unlike

the distribution of known nodes, there is a decrease in the number of unknown nodes

between distance 1 to 9. Starting from hop distance 10, they start to exhibit a similar

trend.

4.2.2 Responsiveness to Different Probe Mechanisms

In this section, we observe router responsiveness to direct and indirect probe messages

(see Figure 4.2 for distinction). Destination responses may change with different

probe mechanisms and hence the resulting topologies under each probing approach

may vary. For the analysis in this section, we also include the analysis done by Gunes

et al. in 2008 [61] to compare the difference between 2008 and 2011. To analyze
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responsiveness to these different protocols, we first issued UDP, TCP, and ICMP

based direct probes to several IP addresses and recorded the response (or the lack of

it). For each case, we issued three probes from a host and expected to receive at least

one response to consider the probed node as responsive. In general, UDP probes

are expected to elicit ICMP Port Unreachable messages; TCP probes (TCP SYN

packets) are expected to elicit TCP SYNACK or TCP RST messages; and ICMP

probes (Echo Requests) are expected to elicit ICMP Echo Reply messages. Finally,

we issued another set of ICMP probes with IP Route Record option set but observed

a very small response rate and excluded them from the discussion.

Table 4.3 presents the response rate that we observed during our direct prob-

ing in 2008 and 2011. All column indicates the response rate of all IP addresses

(where each IP is separately counted as whether responsive, i.e., known, or not, i.e.,

unknown). We then group these IP addresses as belonging to routers or end systems

by analyzing whether they appear within path traces. The heuristic approach classi-

fies an IP address as a router if it appears within any path trace, and as end-system

otherwise 3. We also classify end systems based on their top level domain extensions

(only 5 of them are presented) in the following columns.

Initially, we used 537K IP addresses obtained from skitter and iPlane, in

2008 [61]. These IP addresses were collected by running traceroute queries, i.e., they

belong to routers/systems that responded to indirect/direct probe messages from

skitter and/or iPlane systems. However, during our TCP based active probing, we

received several complaints from a national ISP indicating that our probe messages

raised alerts in their monitoring system.

3This approach may incorrectly mark a router as an end-system when it only appears as the last

hop of traces
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To minimize such complaints, in 2011, we used 537K new IP addresses of the

top visited web sites from http://alexa.com/topsites.

According to the 2008 router data, ICMP based direct probes had the highest

rate of responses followed by TCP and then UDP. The results suggest that TCP

based probes were more welcomed than the UDP ones. However, in 2011, TCP based

direct probes have the highest response rate followed by ICMP and then UDP probes.

This is skewed because we used IP addresses of the web sites which are in general

responsive to TCP probes. In both years, UDP based probes have the lowest response

rate while it decreased considerably from 60% in 2008 to 47% in 2011. The response

ratio of ICMP based probes is similar for both years (i.e., 81.9% for 2008 and 80.4% for

2011). The 2008 router IP data indicates that many routers that respond to indirect

query probes, i.e. traceroute, do not respond to direct query probes. Moreover, in

2011 data, we observe that end systems typically do not respond to UDP probes.

In the next step, we issued DNS queries to obtain the host names corresponding

to these IP addresses. We use the host name extensions to classify our IP addresses

into several top level domains (TLDs) including .gov, .net, .org, .edu, and .com and

look at the responsiveness of each group. Our data set had host names with other

TLDs, e.g., .jp, .fr, .info, which we did not include in the table as they were a smaller

sample and had similar responsiveness. In 2008, the responsiveness of routers in

different TLDs are similar. However, in 2011, ICMP and UDP probes to the .edu and

the .gov extension end systems have very low response rate, while the TCP based

probes have a similar pattern across TLDs.

In the final step, we issued ICMP, TCP, and UDP based traces toward 306K

and 537K of IP addresses in 2008 and 2011, respectively, to observe router respon-

siveness to different indirect probes in Table 4.4. Similar to Table 4.1, we counted
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Table 4.4: Responsiveness to Indirect Probes

Type Year #Traces Completed #IPs #Nodes Unres.

ICMP
2008 306 K 93.1 % 313 K 1.0 M 68.7 %
2011 537 K 88.8 % 770 K 2.0 M 66.5 %

TCP
2008 306 K 73.4 % 277 K 1.0 M 72.3 %
2011 537 K 96.0 % 697 K 1.1 M 36.6 %

UDP
2008 306 K 45.0 % 210 K 1.5 M 86.0 %
2011 537 K 64.4 % 201 K 1.5 M 86.6 %

each occurrence of unknown node separately while only counted unique known nodes.

In 2008, over 93% of our ICMP based probes reached their final destination whereas

the ratios for TCP and UDP based probes were around 73% and 45%, respectively.

These results suggest that most network operators were more cooperative with ICMP

based queries while more than half of the operators blocked UDP based queries in

their domain. However, in 2011, about 96% of our TCP based probes reached their

final destination while the ratios for ICMP and UDP based probes were around 89%

and 65%, respectively. Note that the results for 2011 is inflated for TCP since the

web sites are normally responsive to TCP packets. Additionally, unresponsiveness

ratios for ICMP and UDP based traceroute are similar for both years with UDP be-

ing the least effective to elicit responses. This is also reflected in the topology size,

i.e., #Nodes.

4.2.3 Summary

In this section, we presented an experimental study to understand the responsiveness

of routers to active probing. In our historical analysis, we observed that responsive-

ness reduced during the last decade. We also observed that network operators are

increasingly rate limiting probe responses. Another observation from our study is

that the destination reachability considerably reduced over the time indicating that



64

systems (i.e., routers and end systems) are increasingly unwilling to respond to direct

probes. We also observed that routers are less willing to respond to direct active

probes as compared to indirect active probes. Finally, our experiments show that the

responsiveness of routers changes with the type of the probes; ICMP based probes

eliciting the highest response rate and UDP based ones eliciting the lowest. Even

though TCP based probes receive responses much better than UDP based ones, this

type of probes are more likely to raise security alerts.

Based on the findings in the measurement study, in our unresponsive router

resolution approach, we addressed the lack of (i) temporary unresponsive router reso-

lution as the ratio of temporarily unresponsive routers have been increasing and (ii)

*-subpath resolution as the length of *-subpaths and the number of longer ones have

been increasing. Neither of these cases are properly addressed by previous resolution

studies while both appear increasingly often in the recent years.

4.3 Graph Based Induction for

Unresponsive Router Resolution

In this section, we present graph based induction (GBI) technique to resolve unre-

sponsive routers that introduce a large number of artificial nodes in traceroute-based

topology maps [60]. We first formulate a number of graph structures that are observed

in traceroute-based sample topologies. First of all, the number of unresponsive nodes

resolved during the clique resolution step is very low despite the high complexity

of clique indexing. Hence, we decided to use triangle resolution instead of clique

resolution and then we added the triangle indexing and resolution modules to our

system. These structures are shown in Figure 4.4-a,-c,-e,-g and the corresponding
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connectivity relations in the underlying actual network are shown in Figure 4.4-b,-

d,-f,-h, respectively. For instance, when there are m traces through a sequence of n

unresponsive routers as in Figure 4.4-b, we observe m parallel unknown sequences as

in Figure 4.4-a. Similarly, when there are traces between all neighbors of an unre-

sponsive router as in Figure 4.4-d, we observe a clique structure as in Figure 4.4-c

after parallel sequences are resolved. Figure 4.4-e appears when there are traces from

one set, i.e., {a,b}, to the other set, i.e., {c,d,e}, of bipartite graph in Figure 4.4-f.

Finally, Figure 4.4-g will appear if there are traces from a source node to multiple

destinations in Figure 4.4-h.

Multiple network topologies with unresponsive routers can result in the same

observed topology. Yao et al. analyzes this issue and proposes to use the minimal

topology under trace and distance preservation conditions as the underlying topology

for an observed network topology [128]. We, however, assume that the minimal

topology that satisfies the trace preservation condition is the underlying topology

for observed structures in collected Internet topology datasets. In order to solve

the unresponsive router problem, we replace the subgraphs Figures 4.4-a,-c,-e,-g with

the subgraphs in Figures 4.4-b,-d,-f,-h within collected topology datasets. Note that

networks in Figures 4.4-b,-d,-f,-h are the minimum possible underlying networks for

the sampled networks shown in Figures 4.4-a,-c,-e,-g, respectively.

We modify our novel structural graph indexing technique [74] where we search

for structures similar to the identified ones in traceroute-collected topology data and

transform unknown nodes in them into their corresponding routers with graph based

induction approach. In this process, we first start with a router-level topology graph

G = (V,E) that is constructed from a set of traceroute-collected path traces. We

find all *-subpaths u∗
(a,b,l,A) in this graph, and then apply structural graph indexing to
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efficiently perform queries and graph based induction to resolve unresponsive routers

based on the structures shown in Figure 4.4.

In graph indexing, we index predefined structures in a given network so that

subsequent queries regarding the network graph are more efficient. In our case, we

index star, complete bipartite, and triangle structures in a given graph. An impor-

tant difference of our approach from the previous indexing studies is that we do not

limit the size of candidate subgraphs. We try to index maximal graphs that match

the structure formulation. For instance, a maximal complete-bipartite is a complete-

bipartite that cannot be extended by adding one more vertex from the graph. In

order to reduce computational complexities, we index the structures within the orig-

inal graph in a consecutive manner. That is, we first identify star structures, then

complete-bipartite, and finally triangle structures from the preceding ones as detailed

below.

4.3.1 Structural Graph Indexing

In this section, we present each of the identified structures, their underlying topology,

and the structural graph indexing of these structures for graph based induction.

4.3.1.1 Parallel *-subpath Structures

First common pattern that we observe in traceroute-based topology maps is the oc-

currences of same length *-subpaths with the same known nodes at the ends of each

*-subpath. While collecting path traces from a vantage point, an unresponsive router

may appear as ‘*’ in multiple path traces resulting in multiple parallel *-subpaths

between the same known nodes. As an example in Figure 4.1-a, traceroute queries
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Let G = (V,E); V ← ∅; E ← ∅; U ← ∅; maxLength← 0;

for (each trace in
⋃
trace(vi, vj))

V ← V ∪ {a, b}; E ← E ∪ {e(a,b)} ∀u(a,b,0,∅) ∈ trace
for (each u∗

(a,b,l,{∗1,∗2,...,∗l}) ∈ trace)

if (¬∃ u∗
(a,b,l, ) ∈ U)

V ← V ∪ {a, ∗1, ∗2, ..., ∗l, b}
U ← U ∪ u∗

(a,b,l,{∗1,∗2,...,∗l})
E ← E ∪ {e(a,∗1), e(∗l,b)} ∪ {e(∗i,∗i+1)∀i, 1 ≤ i < l}
if maxLength < l
maxLength ← l

Figure 4.5: Algorithm 5: Finding Parallel *-Subpaths

from Avp to Wvp return path traces including *-subpaths such as (A, ∗1,Wvp). Simi-

larly, traceroutes fromWvp to Avp result in additional *-subpaths such as (Wvp, ∗2, A).
When path traces between all vantage points are collected, we observe 10 parallel *-

subpaths between A and Wvp in the resulting topology map as shown in Figure 4.1-b.

Note that in this example *-subpaths include only one unresponsive router. A similar

pattern can be observed for *-subpaths of longer lengths as in Figure 4.4-a.

Resolution of unresponsive routers in this type of structures requires detection

of similar *-subpaths (i.e., same length *-subpaths with the same known nodes at

their end points). The Algorithm 1 in Figure 4.5 provides a graph search module for

parallel *-subpaths. In the algorithm, we extract all *-subpaths u∗
(a,b,l,{∗1,∗2,...,∗l}) from

the path traces and identify the same length *-subpaths with the same known end

nodes ( i.e., a and b) to merge unknown nodes with each other. The algorithm also

builds the initial data structures that we will utilize in the graph indexing to resolve

other structures.

While reading the traces, each u∗
(a,b,l,N) is stored based on the known end nodes

a and b in a hash table. Subsequently read u∗
(c,d,k,P )’s are then compared to the ones
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(a) Resolution of length 1 *-subpath

(b) Resolution of longer *-subpaths

Figure 4.6: Resolution of Temporarily Unresponsive Routers

with the same hash value in the data structure. This results in a complexity of

O(|U |.log(|U |)) where |U | is the number of *-subpaths.

Another related pattern is caused by routers that apply ICMP rate limiting

or that stay unresponsive when congested, i.e., temporary unresponsiveness. Such a

router may appear as a known node in some path traces and may appear as a ‘*’

in others. For instance, in Figure 4.6-a, an ICMP rate limiting router c may cause

occurrences of related subpaths in the form of (. . . , a, c, b, . . .) and (. . . , a, ∗1, b, . . .)
in different traces, and we resolve ∗1 to c. However, in some cases, there might be a

subpath (. . . , a, d, b, . . .) as well. In such cases, we resolve ∗1 to either c or d only if

one of them is marked as temporarily unresponsive. Additionally, as in Figure 4.6-b,

ICMP rate limiting routers c and d may cause occurrences of related subpaths in

the form of (. . . , a, ∗1, ∗2, b, . . .), (. . . , a, c, ∗3, b, . . .) and (. . . , a, ∗4, d, b, . . .) in different

traceroute outputs. In this case, we resolve ∗1 and ∗4 to c; and ∗2 and ∗3 to d.

The Algorithm 6 in Figure 4.7 resolves the temporarily unresponsive routers.

In the algorithm, for each *-subpath u∗
(a,b,l,{∗1,∗2,...,∗l}), we look for a same length l
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INPUT: G = (V,E) and U from Algorithm 5;

for (each u∗
(a,b,l,{∗1,∗2,...,∗l}) ∈ U) where l <= 5

if (∃ u(a,b,l,{v1,v2,...,vl}))
set ∗1 ← v1, ∗2 ← v2, ..., ∗l ← vl in G
U ← U − u∗

(a,b,l,A)

Figure 4.7: Algorithm 6: Resolving Temporarily Unresponsive Routers

subpaths between the same end nodes a and b. Finding subpaths for given end nodes

in a naive manner might result in a high time complexity. While building the initial

graph in algorithm Algorithm 5 in Figure 4.5, we also index the neighbors of each

node in our node structure. In order to find the subpaths for given end nodes, we find

�l/2�-hop neighbor set of the left end node and �l/2�-hop neighbor set of the right

end node. If the intersection set of these two sets is not an empty set, we identify the

subpath between the end nodes. The algorithm takes O(|U |.(and)2) time where |U |
is the number of *-subpaths and and is the average node degree of all nodes. Note

that we limit the length of *-subpaths to be processed in this step by 5 as longer *-

subpaths increase the time complexity and the number of such subpaths are relatively

small according to data sets in Table 4.2.

4.3.1.2 Star Structures

After building *-subpath database from path traces, we build an index of the star

structures (e.g., Figure 4.4-g) that will be utilized in resolving unresponsive routers

as in Figure 4.4-h and finding bipartite and triangle substructures. The star structure

typically appears in path traces collected from a single vantage point toward a number

of destinations or from multiple vantage points toward the same destination. The

observed topology looks like the one presented in Figure 4.4-g. We identify this type
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INPUT: G = (V,E) and U from Algorithm 6;

maxLength from Algorithm 5; S ← ∅;
for (each node v ∈ V )
for (i=1:maxLength)
S ← S ∪ s(v,i,∅,∅)

for (each u∗
(a,b,l,A) ∈ U)

s(a,l,N,M) ← s(a,l,(N∪{b}),(M∪A))

s(b,l,N,M) ← s(b,l,(N∪{a}),(M∪A))

for (each s(v,l,N,M) ∈ S)
if |N | < 2
S ← S − s(v,l,N,M)

Figure 4.8: Algorithm 7 - Star Structure Indexing

of structures by clustering unresponsive neighbors (e.g., ∗v) of nodes (e.g., a, the head
node of *-subpaths in Figure 4.4-g).

We index maximal star structures for each node vi ∈ V using Algorithm 7 in

Figure 4.8. Star structures within a graph G = (V,E) are represented as s(vi,l,Ni,Mi)

where vi is the pivot node, l is the number of unknown nodes between the vi and each

of its l-neighbors, Ni is the set of all l-neighbors of vi, and Mi is the set of all unknown

nodes in this star structure. The algorithm builds on the *-subpaths database U and

produces star structure database S.

The algorithm first builds a star structure s(vi,0,∅,∅) for each known node vi ∈ V .

Then, for each *-subpath u∗
(a,b,l,A), it appends node b to the neighbor set of the star

structure of node a with length l, and vice versa. It also appends the set A to M set

of both nodes’ star structures. After processing all *-subpaths, the algorithm removes

star structures s(v,l,N,M) that have less than two neighbors, i.e. |N | < 2. The overall

run time complexity of the algorithm is O(|V |+ |U |).
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INPUT: G = (V,E) from Algorithm 6; S from Algorithm 7;

K ← ∅;
for (each s(a,l,N,M) ∈ S)
Lcan ← ∅
for (each bi ∈ N)
Lcan ← Lcan ∪N∗ where (∃ s(bi,l,N∗,M∗) ∈ S)

Lcan ← Lcan − {a}
Rcan ← N

for (each vi ∈ Lcan)
Rnew ← Rcan ∩N+

i where (∃ s(vi,l,N+,M+) ∈ S)
if (|Rnew| ≥ 2)
Lnew ← {a} ∪ {vi}
for (each vj ∈ Lcan)

if (Rnew ⊂ N#
j ) where (∃ s(vj ,l,N#,M#) ∈ S)

Lnew ← Lnew ∪ {vj}
Mnew ←Mnew ∪M#

K ← K ∪ k(Lnew ,Rnew,l,Mnew)

Figure 4.9: Algorithm 8 - Complete Bipartite Structure Indexing

4.3.1.3 Complete Bipartite Structures

After building Star structure database S, we index complete bipartite structures

K. A complete bipartite subgraph (e.g, a 2x3 complete bipartite in Figure 4.4-e) is

formed among the known neighbors of an unresponsive router (i.e, ∗1 for Figure 4.4-

f). This type of structure occurs when path traces are between two sets of the

unresponsive nodes’ neighbors (i.e., {a, b} and {c, d, e} for Figure 4.4-e). In this case,

topology database includes *-subpaths (ni, ∗v, nj) among all known neighbors of ∗v.
In general, this structure frequently occurs in paths collected using (k,m)-traces (i.e.,

tracing from a relatively small number of k vantage points to a larger number of m

destinations) that is very common in topology mapping studies.
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We index all complete bipartite structures using Algorithm 8 in Figure 4.9. We

represent a complete bipartite graph as k(V1,V2,l,M) where V1 and V2 are the two disjoint

sets of neighboring nodes, l is the number of unknown nodes between the nodes vi

and vj for any two nodes vi ∈ V1 and vj ∈ V2, and Mi is the set of all unknown nodes

in this complete bipartite structure. The algorithm builds on the star database S

from Algorithm 7 in Figure 4.8.

In the algorithm, for each star structure s(a,l,N,M), we identify the maximal

complete bipartite involving the node a. For this purpose, we first identify two can-

didate sets of nodes which will constitute the left and right hand side of the bipartite

structure involving the node a. Rcan set represents the candidates for the right side

of the complete bipartite and is also the neighbor set N of this star structure. Lcan

set indicates candidates for the left side of the complete bipartite. This set consists

of all l-neighbors of each node in N . We first find a k(V ∗
1 ,V2,N∗,M∗) where m∗ = 2 and

then grow it to k(V1,V2,N,M) where m ≥ 2. Finding k(V ∗
1 ,V2,N∗,M∗), we iterate over each

candidate node in the Lcan as a pivot node and determine its neighbor intersection

with that of the node a. If the intersection set is larger than two, these nodes belong

to the right hand side. After determining the nodes in the Rcan set, we grow the left

hand side (i.e., Lcan) and hence the k(V ∗
1 ,V2,N∗,M∗) structure by finding all nodes that

has the right hand side nodes (i.e., Rnew) as a neighbor. Overall, finding complete

bipartite graphs takes O(|S|.a2N) where |S| is the number of star structures in the

graph, and aN is the average neighbor set size of all stars.

4.3.1.4 Triangle Structure

Finally, we build indexing of the triangle structures. A triangle is formed between

an unresponsive router ∗v and its known neighbors {n1, n2, n3} when we consider the
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INPUT: G = (V,E) from Algorithm 6; S from Algorithm 7;

T ← ∅; I ← ∅;
for (each s(a,1,N,M) ∈ S)
for (each Ni ∈ N) where Ni > a
if (∃ s(Ni,1,P,M i))
I ← N ∩ P
for (each Ii ∈ I) where Ii > Ni

T ← T ∪ t({a,Ni,Ii},1,{A1,A2,A3})
where u∗

(a,Ni,1,A1), u
∗
(a,Ii,1,A2), u

∗
(Ni,Ii,1,A3)

Figure 4.10: Algorithm 9 - Triangle Structure Indexing

known neighbors of ∗v. This type of structure occurs when path traces exists between

all three known neighbors of an unknown node, i.e., the topology database includes

all *-subpaths (ni, ∗v, nj) where i, j ∈ [1, 3], i �= j. Figure 4.4-b presents an example

of this case where the data set includes *-subpaths among all known neighbors of

the unknown node as shown in Figure 4.4-a. Note that larger cliques may appear

in collected path traces however in our earlier study we observed their occurrence

frequency to be very low [60]. As searching maximal cliques is NP-hard, in this

study, we limit cliques to 3-cliques, i.e., triangles.

We index all triangles in the graph using Algorithm 9 in Figure 4.10. The

algorithm iterates over the star structures reported by Algorithm 8 in Figure 4.8.

Since we only process *-subpaths of length 3 (i.e., 2 known nodes and an unknown

node) with triangle structure, we consider only the star structures having l = 1. In the

algorithm, for each star structure s(a,1,N,M), and s(Ni,1,N∗,M∗) where Ni ∈ N , we obtain

the intersection set I of the N and N∗ sets. For each Ii ∈ I, t({a,Ni,Ii},1,M) constitutes

a triangle where a, Ni, and Ii are the three known nodes of the triangle, and M is

the set of all unknown nodes in this triangle structure. Indexing all triangles takes
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O(|S|.aN .log(aN)) where |S| is the number of star structures, and aN is the average

l-neighbor set size of all stars.

4.3.2 Unresponsive Router Resolution

After building graph indexes for star, complete bipartite and triangle structures, we

resolve the corresponding unresponsive routers. During the resolution process, we

first handle the triangle structures, then complete bipartite structures, and finally

the star structures as there is a higher possibility of conflicts within star or complete

bipartite structures. That is, it is more likely to have a star structure that is caused

by multiple unresponsive routers than a triangle structure.

4.3.2.1 Triangle Resolution

We resolve the triangle structures in the graph using the Algorithm 10 in Figure 4.11.

If trace preservation condition is satisfied, we combine unresponsive nodes A of a tri-

angle structure t(a,b,c,l,A) into a single unresponsive router in the constructed map.

Moreover, before the resolution, we sort triangles based on the total number of neigh-

bors and process triangles from the one with the smallest number of neighbors to the

largest. This ordering leaves cliquish structures that are due to multiple neighboring

unresponsive routers to be processed later. In those scenarios, we might have multiple

triangles some of which conflict the trace preservation condition.

4.3.2.2 Complete Bipartite Resolution

Next, we resolve the complete bipartite structures in the graph using the Algorithm 11

in Figure 4.12. We combine unresponsive nodes A of a complete bipartite structure

k(V1,V2,l,A) into a single or a chain of nodes in the constructed map under the trace
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INPUT: G = (V,E) from Algorithm 6; T from Algorithm 9;

sort (T)

for (each t({a,b,c},l,A) ∈ T )
if (mergeable(A))
merge(∗e ∈ A)

Figure 4.11: Algorithm 10: Resolving Triangle Substructures

INPUT: G = (V,E) from Algorithm 10; K from Algorithm 8;

sort (K)

for (each k(ls,rs,l,A) ∈ K)
if (mergeable(A))
merge(∗e ∈ A)

else
A∗ ← findMergable(A)
merge(∗e ∈ A∗)

Figure 4.12: Algorithm 11: Resolving Complete Bipartite Substructures

INPUT: G = (V,E) from Algorithm 11; S from Algorithm 7;

sort (S)

for (each s(r,l,A) ∈ S)
if (mergeable(A))
merge(∗e ∈ A)

else
A∗ ← findMergable(A)
merge(∗e ∈ A∗)

Figure 4.13: Algorithm 12: Resolving Star Substructures

preservation condition. If the unresponsive nodes in A violate the trace preservation

rule, we find the maximal mergeable subset A∗ of these unresponsive routers. If there

is any, we combine unresponsive nodes in this maximal mergeable subset. Similar to

triangle structures, we first sort complete bipartite structures based on their sizes, i.e.
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|V1| ∗ |V2|. We then start processing from the smallest complete bipartite structure

to the largest as they have smaller probability of having conflicts.

4.3.2.3 Star Resolution

Finally, we resolve the star structures in the graph using the Algorithm 12 in Fig-

ure 4.13. We combine all unknown nodes A of a star structure s(a, l, N,A), i.e. all

unresponsive neighbors of a node a, into a single node in the topology map under the

trace preservation condition. If the unresponsive nodes in A do not satisfy the trace

preservation rule, we find the maximal mergeable subset A∗ of these unresponsive

routers. If there is any, we combine the unresponsive nodes in this maximal merge-

able subset. In the process, we first sort star structures based on the total number of

unresponsive routers they have. We then start processing from the star structure with

the smallest number of unresponsive routers to the largest. This way, non-conflicting

sets of unresponsive nodes will be processed before the ones that can not be merged

into a single node.

4.4 Evaluations

In this section, we use simulations and genuine data to evaluate accuracy and perfor-

mance of graph based induction (GBI) approach to resolve unresponsive routers.

4.4.1 Simulation-based Evaluations

In our simulations, we use a synthetic topology to compare the accuracy of our ap-

proach with that of initial pruning (IP) [27] and neighbor matching (NM) [70] ap-

proaches. IP is a commonly used technique and corresponds to the Algorithm 5 in
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Table 4.5: 14% Unresponsive Router Regions for (10,2000) T-S Sample

Avg. Unresponsive Router Ratio Avg. Edit Distance

Initial 60.1% 23,122
IP 6.21% 1,726
NM 3.78% 1,403
GBI 1.83% 718

Figure 4.5. NM is similar to the star resolution step in Figure 4.13. Note that we did

not compare GBI with graph minimization [128], dimensionality reduction [70] and

spectral embedding [15] approaches due to their high complexities (see Section 4.4.3

for details). We also consider the impact of unresponsive router resolution on gener-

ated topologies.

For our comparisons, we use Synthetic transit-stub (T-S) network generated by

GT-ITM topology generator [130]. This network consists of 50,000 nodes and 138,500

links. We utilize it as the underlying actual network. We randomly select a number of

nodes in the network as unresponsive, i.e., we choose the unresponsive routers using

independent Bernoulli trials, and collect a number of (k,m) path traces to reflect

traceroute-collected path traces. In order to asses the effect of unresponsive regions

as reported in Table 4.2, we generated synthetic topologies where 14% of routers were

unresponsive while they followed the *-subpath distribution of 2011 Ark dataset. Note

that in this study, we only consider permanently unresponsive routers as IP and NM

approaches are completely ineffective for temporarily unresponsive routers.

We use Edit distance and unresponsive router ratio as metric to assess the

accuracy of each approach. Table 4.5 presents the results for (10,2000) T-S sample

which indicate GBI performs much better than the other approaches.
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Table 4.7: Impact of Alias Resolution

No Alias Resolution Perfect Alias Resolution APARv2
2% 14% 2% 14% 2% 14%

Initial 4,212 17,726 3,426 13,419 3,712 15,127
IP 158 1,597 140 1,293 146 1,346
NM 68 1,372 30 1,096 33 1,213
GBI 30 732 21 645 24 658

4.4.2 Impact of Alias Resolution

Internet topology mapping studies mainly involve IP alias resolution and unrespon-

sive router resolution tasks. Each of these tasks might have inaccuracies, i.e. false

positives and/or false negatives. In order to analyze the impact of performing IP

alias resolution before unresponsive router resolution, we measure edit distance val-

ues with and without alias resolution for (10,2000) T-S sample. For this experiment,

we used both an ideal alias resolution where all aliases are resolved and partial resolu-

tion with APARv2 [62,75] that provided 65% to 70% resolution on average. We also

varied the unresponsive router ratio in the topology, in order to analyze the changes

with different unresponsiveness.

Table 4.7 presents the edit distance values for initial and final topologies. Ap-

plying alias resolution before unresponsive router resolution improves the edit distance

values for all approaches. Even though the improvement in edit distance is higher

for IP and NM approaches than GBI approach, GBI produces the best edit distance

results for all cases.
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4.4.3 Experimental Results

In this section, we use genuine topology data to analyze the practicality of GBI. We

use three data sets collected in February, 2011:

(i) iPlane: 234 vantage points to ∼144K destinations [87];

(ii) Ark: 51 vantage points to ∼9.5M destinations [2]; and

(iii) Cheleby: 400 vantage points to ∼3.5M destinations [75].

After filtering inaccurate and incomplete path traces, we resolve IP aliases

using APARv2 [62, 75]. Table 4.6 presents the results for each step of GBI to re-

solve unresponsive routers in the data set. Algorithm 5 applies the initial pruning

to considerably reduce the number of unknown nodes. Algorithm 6 then identifies

unknown nodes due to temporarily unresponsive routers (i.e., the ones due to ICMP

rate limiting or due to congestion at the router). This step resolves over 27% of the

existing unknown nodes. Note that none of the previous approaches handle this type

of unresponsiveness. We then index star, complete bipartite and triangle structures

using Algorithm 7 , Algorithm 8, and Algorithm 9, respectively. Next, Algorithm 10

addresses the unknown nodes in the triangle structures. Note that due to the (k,m)

nature of the the traces that span from a few sources to a large number of destina-

tions, the number of observed clique structures and the corresponding resolutions is

small. In the following step, Algorithm 11 resolves the unknown nodes in the com-

plete bipartite structures. Finally, Algorithm 12 processes the unknown nodes in star

structures.

Overall, GBI reduces the number of unknown nodes by 99%, 98% and 97%

for iPlane, Ark and Cheleby data sets, respectively (and by 91%, 75% and 76% if

we consider the topology after initial pruning as the starting point). Note that no

resolution process will reduce the number of unknown nodes by 100% when there
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are permanently unresponsive routers. Moreover, we observe that resolution is better

with denser graphs such as iPlane that focuses traces on a region. Figure 4.14 presents

the degree distribution of the resulting topologies. As shown in the figure initial

topology is considerably different from any of the resolved graphs. Moreover, initial

pruning inflates node degrees.

Finally, we briefly examine the operational overhead of GBI in Table 4.8. We

estimated the number of required operations by using the data structure sizes pre-

sented in Table 4.9. We use these values to compare the run time overhead of GBI

with earlier approaches. Based on the run time of the GBI algorithms, the highest

time complexity is due to the Algorithm 6, i.e., approximately 5.2*107 operations for

the iPlane data.

The NM approach has a time complexity of O(n2) where n is the total number

of nodes in the data set after the initial pruning. For iPlane data, n is approximately

1.15M and hence NM would take 1012 steps. Similarly, the dimensionality reduction

approach of [70] would take 1018 operations while the graph minimization approach
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Table 4.8: Complexity and Operational Overhead of GBI

Time Complexity
Number Of Operations

iPlane Ark Cheleby
Algorithm 5 O(|U |.log(|U |)) 5.0 * 106 2.2 * 106 6.7 * 106

Algorithm 6 O(|U |.(and)2) 5.2 * 107 1.4 * 106 9.7 * 106

Algorithm 7 O(|V |+ |U |) 0.9 * 106 1.2 * 106 1.2 * 106

Algorithm 8 O(|S|.(aN)2) 1.1 * 107 4.1 * 106 5.6 * 106

Algorithm 9 O(|S|.aN .log(aN)) 1.3 * 106 0.5 * 106 0.7 * 106

Table 4.9: Size of the Data Structures

iPlane Ark Cheleby
|U | 0.9M 0.4M 1.1M
|V | 0.3M 1.2M 1.2M
|S| 219K 93K 148K
|K| 858K 752K 793K
|T | 99K 4.7K 5.3K
and 7.67 3.55 3.11
aN 7.07 6.62 6.11

of [128] would take 1030 operations. Since Almog et al. [15] haven’t provided the

time complexity of their approach, we are not able to compare the computational

overhead of their approach. However, they utilize a distance matrix to resolve the

unknown nodes and the straightforward resolution of a large scale Internet map is not

practical with this approach. Authors partition the map into subgraphs and handle

each separately.

4.5 Summary

In this chapter, in order to asses the extend of unresponsive routers in Internet topol-

ogy mapping studies, we first present an experimental study on the responsiveness of

routers to active probe messages. In our historical analysis, we observe that respon-

siveness reduced during the last decade and regions of unresponsive routers exists.



84

We also observe that network operators are increasingly using rate limiting of active

probes. Moreover, we observe that routers are less willing to respond to direct probes

as compared to indirect probes and the responsiveness of routers changes with the

type of the probes: ICMP based probes having the highest response rate and UDP

based ones having the lowest. Even though TCP based probes receive responses much

better than UDP based ones, this type of probes are more likely to raise security alerts.

In the second part of the chapter, we develop a Graph Based Induction ap-

proach to resolve unresponsive routers. In this approach, based on our novel struc-

tural graph indexing, we index observed subgraphs that contain unknown nodes.

Then, we determine the corresponding minimal underlying structure that satisfies

the trace accuracy condition. Our work improves the state of the art in unrespon-

sive router resolution in terms of both accuracy and efficiency. Regarding accuracy,

GBI addresses all cases of unresponsive routers whereas the previous approaches ig-

nore temporary unresponsiveness. Regarding efficiency, the run time complexity of

our algorithm is significantly less than that of existing algorithms. Our experiments

on three different data sets have shown a significant reduction in the practical run

time overhead of our approach (approximately, 5.2*107 operations) as compared to

the previous approaches (approximately, 1012, 1018, or 1030 operations), in the worst

case.
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Chapter 5

Cheleby: An Internet Topology

Mapping System

In this chapter1, we present Cheleby, an Internet topology mapping system that pro-

vides insight into the Internet topology by taking daily snapshots of the underlying

networks. The system utilizes efficient algorithms to process large scale data-sets

collected from distributed vantage points and provides accurate topology graphs at

link layer. Incorporating enhanced resolution algorithms, Cheleby provides compre-

hensive topology maps.

1Preliminary versions of this chapter appeared in:

Hakan Kardes, Talha Oz, and Mehmet H. Gunes Cheleby: A Subnet-level Internet Topology Map-

ping System, 4th International Conference on COMmunication Systems and NETworkS (COM-

SNETS), Banglore, India, Jan 3-7, 2012.

Hakan Kardes, and M.H. Gunes. Subnet-level Internet Topology Mapping: Issues and Resolution

Methodologies. Elsevier Computer Networks. (under review)
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Figure 5.1: Cheleby System Overview

5.1 Introduction

Cheleby topology mapping system, shown in Figure 5.1, runs on a server which ac-

tively manages PlanetLab nodes [8] as its monitors to collect topology information

from geographically diverse vantage points. The server instructs monitors to collect

partial path traces and perform other probing activities. Cheleby then resolves sub-

nets, IP aliases and unresponsive routers within the collected raw data to construct

the network graph corresponding to the sampled network.

In Section 5.2, we present mechanisms to gather information from the Internet

and to obtain accurate samples with minimal traffic overhead. We also present an

overview of the Cheleby topology sampling system and discuss experimental results

with various system parameters. In Section 5.3, we present topology construction

methodology we used in Cheleby. Finally, in Section 5.4, we conclude the chapter.

5.2 Topology Sampling 2

In order to sample the underlying topology of the Internet, we collect a large number

of path traces from geographically diverse vantage points towards all /24 subnets

in the Regional Internet Registries (RIR). An important issue affecting accuracy of

collected path samples is that certain traffic engineering practices for load balancing

2This section is a joint work with Talha Oz.
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may cause traceroute to return IP addresses that do not correspond to a real end-

to-end path in the Internet. We utilize Paris traceroute, which fixes flow identifiers

so that flow-identifier based load balancing routers will choose the same next hop

for probe packets toward the same destination [20]. Moreover, we perform ICMP

based querying as it elicits more responses than other probing approaches [61]. In

the following, we describe major steps of Cheleby regarding topology sampling.

5.2.1 Destination List Generation

In order to probe active subnetwork ranges, we obtain subnet announcements with

originating AS from http://www.cidr-report.org. The list provides updated ad-

vertisements and actual RIR allocations for each AS3. For each subnet range, we pick

the first allocatable IP address in the range. If the subnet is larger than /24, then

we divide the range into /24 subnets (e.g., A.B.C.0/24) and pick the first allocat-

able IP address as the probing destination (i.e., A.B.C.1). These IP addresses are

then divided into blocks of approximately 1,024 destinations that will be probed by

monitors. At the end of this process, we have 3,460 destination blocks, i.e., 3.54M

destination IP addresses to start with.

Moreover, as probing cycles are completed, we replace non-observed IP ad-

dresses with responsive IP addresses, which have a common subnetwork prefix of /24

or longer, in the earlier data sets. Additionally, we dynamically append newly ob-

served router IP addresses to the destination lists during the topology construction

phase (see Section 5.3.5).

3Note that we may integrate additional data sources such as Route Views
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Figure 5.2: Cumulative Distribution Function for RTT

5.2.2 Response Wait Time

In order to determine time-out time for traceroute probes, we analyzed the response

time of elicited responses for traces towards 3.54M destinations using a time-out of

1.7 seconds. Figure 5.2 presents the cumulative distribution function of the round

trip time (RTT) for probes that elicited an ICMP response. In this experiment, we

elicited a response to 213.3M probes and had 17.5M probes without a response. In

Figure 5.2, we observe that more than 99.95% of responsive nodes had an RTT less

than 0.5 sec. Hence, in subsequent experiments we set the time-out to 0.5 sec since

longer time-outs delay the overall topology collection process.

5.2.3 Task Assignment to Monitors

In order to probe destinations from geographically diverse vantage points, Cheleby

utilizes the PlanetLab nodes around the world. Among ∼1,100 nodes only ∼600 of
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them were functional during our experiments. As the Paris traceroute did not run

on ∼100 of functional monitors, we could utilize ∼500 nodes during our topology

collection.

Figure 5.3 displays clusters of monitors for 5 and 7 teams. For instance, for 7

teams, shown with green squares, functional PlanetLab nodes are divided into teams

as 1: North-West America, 2: North-Central America, 3: North-East America, 4:

South America, 5: Western Europe, 6: Eastern Europe + Africa + Western Asia,

and 7: Eastern Asia + Australia. Similarly, the distribution for 5 teams is indicated

with blue dashed lines. Ark utilizes a similar approach to divide its 53 monitors into

three teams [2]. The main difference between Cheleby’s and Ark’s task assignment

strategy is that Cheleby utilizes available monitors in dynamic fashion (as described

below) while Ark utilizes dedicated systems.

Cheleby dynamically assigns one of the available monitors from each team to

probe destination blocks. Each destination block is probed by only one monitor at

a time and overall as many times as the number of teams. Each monitor is set to

probe 4 destination blocks in parallel to reduce the overall round completion time.

Each of the 4 monitor processes work independent of others. These processes are

marked as idle, busy, or inactive. All processes in a monitor is inactivated when

one of them returns its data in less than 2 minutes as this indicates a problem with

the probing. Monitors are ranked based on their average task completion times and

Cheleby selects the top idle process from a team to assign a new destination block.

Monitors can be ranked based on other metrics such as the number of unique edges

and/or nodes discovered in previous task but a large/responsive AS probed earlier

may cause biases.
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Figure 5.3: Team assignment of PlanetLab nodes (Blue lines: 5 teams. Green boxes:
7 teams.)

Probing of a monitor is terminated if the monitor cannot complete its task

within a period of 2 hours. In this case, the monitor’s ranking is reduced and brought

to the idle state. The partially traced destination block is also put to non-probed list

for another trial by a second monitor in the same team. If the new monitor, which

reverses the order of destination IP addresses before probing, is not able to complete

probing in time as well, then the destination block is marked as partially completed

and both of the partial traces are appended to the database.

We performed an experiment to analyze the effect of choosing different number

of teams by varying team sizes. Variations in the number of teams has a direct effect

as seen in Table 5.1, which, for different team configurations, presents: (1) the round

completion time, (2) generated traces, (3) generated probes, (4) probes yielding an

IP address, (5) probes that did not elicit a response, (6) unique IP addresses, (7)

percentage of observed IP addresses compared to combination of IP addresses from
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Table 5.1: Team Statistics with Different Team Sizes

Teams 3 5 7 9 11
Time (min) 540 630 770 1,220 1,540

Traces 9.5M 15.9M 22.0M 28.7M 35.0M
Probes 151M 249M 347M 452M 552M

Total IPs 95.3M 157M 219M 285M 348M
Total *s 55.7M 92.4M 128M 167M 204M

Unique IPs 1.11M 1.18M 1.21M 1.23M 1.24M
IPs / all 79.3% 84.3% 86.3% 88.8% 90.7%

Per min IPs 2,057 1,874 1,571 1,020 825
Unique Edges 1.42M 1.76M 1.96M 2.06M 2.10M
Edges / all 46.1% 57.1% 63.6% 69.1% 73.1%

Per min Edges 2,636 2,794 2,550 1,747 1,465

all experiments in the table, (8) observed IP addresses per minute of probing, (9)

unique edges, (10) percentage of observed edges compared to union of edges from all

data sets, and (11) observed edges per minute of probing. Additionally, Figure 5.4

presents the changes in the number of observed IP addresses and edges with aggregate

monitor data.

As the number of teams increases, more probes are generated and fewer mon-

itors are deployed per team. Both of these cause longer round completion times.

However, as seen in the unique IPs and unique edges rows, there is a diminishing

benefit with higher number of probes (as reported by [] as well). Even though, us-

ing 11 teams returns the highest number of IPs and edges, the overhead is highest

per observed IP address. An important observation is that the overlap between the

edges is much smaller than the overlap between the IP addresses because the de-

ployed monitors in each case differ. Considering this analysis, we utilized 7 teams

in the remaining experiments as it provides the best balance between coverage and

overhead.
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Using 7 teams, we performed 8 rounds of data collection to observe team

dynamics. Table 5.2 presents the averages of (1) monitors, (2) incomplete destination

blocks, (3) completed destination blocks, (4) destination blocks that could complete

in the second trial, (5) average block completion times in seconds, and (6) total run

time for each team in hours. Initially, we clustered the monitors around the world

into regions to balance the number of monitors per team. However, teams 5, 6, and
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Table 5.2: Team Statistics (Average of 8 Data Sets)

Team #1 #2 #3 #4 #5 #6 #7

Monitors 56.63 53.88 55.50 56.75 77.25 73.63 76.25
Incomplete Dest Blocks 7.43 30.28 24.03 35.72 12.85 12.35 12.15
Completed Dest Blocks 3,453 3,430 3,436 3,424 3,447 3,448 3,448
Completed in 2nd Trial 16.2 63.1 40.6 60.4 26.9 23.4 26.1
Avg. Compl. Time (sec) 1,476 1,376 1,586 1,650 1,764 1,764 1,566

Run Time (hours) 8.53 8.18 9.15 9.32 7.32 7.68 6.54

7 were considerably behind others and we increased their monitors by adjusting the

geographic clusters.

As seen in the Table 5.2, on average 19.26 of the 3,460 destination blocks were

not completed in the designated time of 2 hours even after the 2nd trial. Team 4

(South America) had the lowest probe completion with an average of 35.72 incom-

plete destination blocks (i.e., 1.03% of all blocks). On average, 36.67 of blocks were

completed in the 2nd trial, which is included in the overall completion numbers. Team

5 (Western Europe) and Team 6 (Eastern Europe + Africa + Western Asia) were the

slowest with an average of 1,764 seconds to trace a destination block. However, Teams

5, 6, and 7 were the fastest ones in probing all destination blocks due to the higher

number of monitors in these teams. This is also reflected in Figure 5.5, which shows

the destination block probe completion times of each team for a single run. Destina-

tion blocks in the Figure 5.5 are ranked by the average completion times of all teams

for the block from the largest to the lowest (shown with black line). In the figure,

we observe that there is a group of destination blocks that complete probing approx-

imately in 700 seconds independent of team averages. This often happens when the

destination block is in the same region of the probing team.

Figure 5.6 displays completion statistics for a single data set where monitors

for each team are ranked by the number of destination blocks they completed probing.
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As seen in Figure 5.6-a, while most of the monitors completed 40 to 80 destinations

blocks, there were outliers that either outperformed or fall behind others. Moreover,

as seen in Figure 5.6-b, average probe completion times increased in general with lower

ranked monitors. In general, the outliers that were considerably below the average

curve were faulty monitors that either returned responses in few minutes, whose data

was removed and set inactive for certain time, (e.g., Team 2 node at 55) or became

available for part of the data collection (e.g., Team 5 node at 75). On the other

hand, outliers well above the average line received a highly unresponsive destination

block, i.e., AS regions that were not very responsive to probes, causing jumps in the

task completion time. Overall, the dynamic task assignment helped improve round

completion time to less than half of the initial experiments where tasks were randomly

assigned without timeouts and penalties.

In Figures 5.7, 5.8, and 5.9, we analyze the number of newly added known

nodes, unresponsive nodes, and edges in order to show the effect of the number

of vantage points on the completeness of the resulted graph. As the number of

vantage points increases, there is always an increase in the number of newly observed

unresponsive routers. However, we observed just a few new known nodes after the

hundred vantage points. There is an increase in the number of newly observed edges

while the number of vantage points increases. Considerable amount of newly added

edges are the contribution of the newly observed unresponsive routers.

Finally, Figure 5.10 presents the average of the number of unique nodes and

edges observed as data from vantage points and destination blocks are appended to

the graph, respectively. Similar to earlier findings, we observe that addition of more

monitors sub-linearly increases the number of unique IP addresses or edges. On the

other hand, number of unknown nodes increases linearly as the unresponsive routers



97

Figure 5.7: The Number of New Known Nodes After Each Vantage Point

Figure 5.8: The Number of New Unresponsive Nodes After Each Vantage Point
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Figure 5.9: The Number of New Edges After Each Vantage Point

are not resolved yet and each instance is recorded as a unique node. Finally, addition

of destination blocks almost linearly increases the number of observed IPs and edges

because the destination blocks are towards different ASes.

5.2.4 Probing Overhead Reduction

In Cheleby, we utilize inter-monitor and intra-monitor probe reduction as shown in

Figure 5.11. We reduce intra-monitor redundancy by gathering partial traces to some

destination IP addresses. Once we have a full trace to an IP address in an AS, we

start successive traceroute queries from the hop distance hi of the ingress router (i.e.,

hop distance of the last IP address in the trace that doesn’t belong to the destination

AS). If the first IP of the new trace has not appeared at the same hop distance hj in

any of the earlier full traces to the AS, then we complete the trace. Otherwise, we

utilize the partial trace as the remaining part will most likely overlap with an existing

trace. Analyzing collected traces, we observe that 35.4% of 22.4M traces are partial

traces. This overall saved 66.2M probes that would be generated with full tracing.
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Figure 5.10: Number of Nodes and Edges (average of 8 data sets)

Note that, this number can be improved because we randomly assign IPs to different

destination blocks if an AS has more than 1024 IPs to be traced.

Additionally, to reduce inter-monitor redundant probing, a destination IP is

probed by only one monitor of a team. Since the monitors in the same team are

geographically close to each other, we expect their contribution to identify a new

link/node to be small. Moreover, with additional probing we may identify ingress
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Figure 5.11: Intra- and Inter-monitor Redundancy Reduction

points of ASes to dynamically establish teams for each destination AS so that we

have exactly one monitor probing through each ingress point of an AS. That is, we

can determine the sets of monitors that probe each ingress point of the AS and then

build individual teams for each AS.

Our probe reduction mechanism is similar to Doubletree [42], which models

Internet paths as trees. Doubletree uses a local stop set to identify branch points for

traces with respect to a source. Our mechanism is similar but instead of starting at a

given or random hop h, we make an informed guess of hi based on the earlier traces.

Doubletree additionally uses a global stop set for traces towards a destination. We do

not implement this but divide monitors into geographic teams and probe a destination

block from one monitor of each team, which effectively reduces redundancies due to

tracing of the same path towards a destination.

5.3 Topology Construction

After collecting topology data, we need to process this raw data to obtain the under-

lying network topology. In Internet topology construction studies, there are several
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challenges, namely, unknown router resolution, identification of IP aliases and un-

derlying subnets. As we mentioned in Chapter 2,there are several research groups

working on these problems. Despite several approaches proposing solutions for one

of the these issues, no study considers all these challenges together and proposes an

approach to overcome these issues altogether. In Cheleby, first we analyze all of these

issues and the relation between them. After our initial experiments on iPlane topol-

ogy datasets, we found out that in order to resolve unresponsive routers within the

Internet topology we first need to identify the IP alias pairs in the topology. More-

over, to reduce the computational complexity, we should infer the underlying subnets

before identifying the alias pairs. Therefore, we (1) filter faulty traces, (2) infer un-

derlying physical subnets among IP addresses, (3) resolve IP addresses belonging to

the same router, and (4) resolve unresponsive routers as shown in Figure 5.12.

The accuracy and the completeness of these tasks may significantly affect the

accuracy of the resulting topology maps [58, 118]. Moreover, when handling these

tasks, one needs to make decisions based on the observations to infer the underlying

topology. As the earlier decisions effect the later ones, obtaining the most likely

topology under various conditions has been shown to be NP-hard [14]. Finally, these

resolution tasks especially are challenging when large scale topologies of millions of

nodes are processed. In this section, we analyze each of these tasks and present the

algorithms that we utilized to handle them efficiently even in very large topologies

consisting around 2.5M nodes and about 5M edges.

5.3.1 Initial Pruning

In this step we filter faulty traces, resolve the unresponsive routers in between the

same known routers, and constitute our data structures from the raw data.
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As path traces contain anomalies such as routing loops, we first prune raw

path traces. The pruning breaks path traces with a loop (e.g., IPA, IPB, IPC , IPD,

IPE, IPC , IPF , IPG) into three pieces based on the repeated IP address (i.e., IPC)

and utilize the first part (i.e., IPA, IPB, IPC) and the last part (i.e., IPC , IPF , IPG)

of the trace in the remainder of processing. In collected path traces, 772K (%3.45) of

path traces contain routing loops among which 143K has multiple loops. Moreover,

we observed border firewalls that filter ICMP packets from/to a network domain and

occasionally respond with their IP address. However, the hop distance of these IP

addresses are not consistent. Hence, we filter any IP address that appears at the end

of trace after 3 unresponsive nodes.

Then, we build initial network graph by parsing filtered path traces. During

parsing, we resolve unknown nodes that are between the same set of known nodes.

In order to resolve this type of unresponsive router, we need to detect the same

*-substrings (i.e., same length *-substrings with the same known nodes at the end

points). While reading the traces from the raw data, we identify the unresponsive

routers between two known nodes. We read all *-substrings from the database and

construct a new graph Ḡ = (V̄ , Ē). We represent each *-substring as an edge e(a,b,l)

where a is the first known node, b is the second known node and l is the label of

the edge representing the number of unresponsive nodes between a and b as in Fig-

ure 5.13. We add each e(a, b, l) only once to our new graph Ḡ. In the successive

resolution tasks, we use the graph Ḡ. Performing this unresponsive router resolution

step during graph construction reduces the number of unknown nodes by %78.71 on

average. Additionally, we add all observed unique known and unresponsive routers

to V̄ and we constitute a neighbor set for each router.
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Figure 5.13: Sample Transformation

Table 5.3: Topology Data (in millions)

Data Set 1 2 3 4 5 6 7 8

All Traces 22.39 22.42 22.42 22.40 22.42 22.41 22.42 22.03
Partial Traces 8.02 8.12 8.05 7.86 7.67 7.98 7.91 7.80
Saved Probes 65.23 66.14 67.68 66.32 63.98 67.90 66.19 65.98

Unknown Nodes 4.93 4.81 4.90 4.88 4.95 4.94 4.95 4.92
Known Nodes 1.18 1.18 1.19 1.17 1.20 1.17 1.19 1.17

This process can be called initial pruning (IP). After this step, we sequentially

infer subnets, resolve IP alias pairs, and identify the unresponsive routers by first

indexing star, complete bipartite, and triangle structures with the SGI algorithm

presented in Section 3.1, and then resolve unresponsive routers within these structures

with our graph based induction algorithms.

Table 5.3 presents the statistics of (1) all traces, (2) partial traces, (3) saved

probes by using partial traces, (4) Unknown nodes, i.e., ’*’, and (5) Known nodes,

i.e., IP addresses, for the analyzed data sets.
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Figure 5.14: Subnet Resolution

5.3.2 Subnet Inference

The first task after building an initial network graph is the identification of the under-

lying physical subnets, i.e., link level connectivity, among IP addresses in the collected

topology [59]. The goal in subnet resolution is to identify multiple links that appear to

be separate and combine them to represent their corresponding single hop connection

medium (i.e., multi-access link). Subnet resolution also finds missing links between

IP addresses that fall in the same subnet range but were not observed in path traces.

The successful inclusion of subnet relations among the routers yields topology maps

that are closer, at the link layer, to the sampled segments of the Internet.

Cheleby, enhances the subnet resolution approach presented in [59] by utilizing

only the distance preservation condition but not the trace preservation condition

to reduce the computational complexity. SubNet Inferrer module (SNI) observes

distances of all IP addresses per vantage point and determines IP address ranges

that have similar distances to all vantage points. First, it clusters IP addresses into
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Table 5.4: Average Subnet Statistics for 8 Data Sets

Subnet Size /24 /25 /26 /27 /28 /29 /30 /31

Count 0.38 4.25 34.13 485 6,381 20,602 11,202 2,960
Completeness 27.7% 24.5% 23.3% 23.3% 24.8% 36.0% 100% 100%

All IPs 26 131 492 3,383 22,110 44,500 22,403 5,920

candidate subnets up to a given maximal size (e.g. /22). Then, it break them

down as necessary as in Figure 5.14 by doing distance analysis on candidate subnets.

Similar to [121], we only allow one IP address being closer to each of the vantage

points. As the number of vantage points is increased, the distance condition can

more accurately filter false subnets without relying on the trace accuracy condition.

Furthermore, TraceNET tool enhances traceroute by identifying subnets between a

source and a given destination but it focuses on single path traces [119].

Table 5.4 presents statistics of identified subnets and the completeness values

of the subnets that had 20% of their IP addresses present in the data set. This

number is less than expected as only 99K of collected 1.2M IP addresses appear in

a subnet. The main reason for this is because we did not explore other IP addresses

of candidate subnets. Thus, we included a probing function into the SNI that probes

subnets that have less than half of their IP addresses present in the data set (explained

in Section 5.3.5).

5.3.3 IP Alias Resolution

After inferring underlying subnets, Cheleby resolves IP aliases. Since routers have

multiple interfaces with different IP addresses, different path traces may include

routers with different IP addresses. Hence, we need to identify and group IP ad-

dresses belonging to the same router. Without IP alias resolution, the resulting

topology map may be significantly different from the actual topology [58].
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Figure 5.15: Analytical and Probe-based Alias Resolver v2 (APARv2)

Gunes et al. presented the Analytic and Probe-based Alias Resolver (APAR)

in [62]. Given a set of path traces, the analytical component utilizes the common

IP address assignment scheme (see RFC 2050) to infer IP aliases. It uses inferred

subnets to align symmetric segments of different path traces and identifies alias pairs

among involved IP addresses. Path asymmetry is a commonly observed characteristic

in the Internet. However, APAR does not require complete path symmetry and relies

on symmetric path segments to resolve aliases.

We developed APARv2,an enhanced version of APAR by eliminating path

queries as shown in Figure 5.15,i.e., the most significant improvement of APARv2

over APAR is reduction in required storage of path traces. In APARv2, we process

all subnet IP address pairs vp and vr and determine candidate alias pairs. Then,

we verify whether our candidate alias pair (i.e., vp and Prev(vr)) has a common

neighbor (i.e., Prev(Prev(vr)) and Next(vp)) as an alias or as in another subnet

relation (i.e., Prev(vr) and Next(vp)). If common neighbor condition is satisfied,

we analyze whether our candidate alias pair appeared in the same trace or not. In

order to ensure the accuracy condition without storing all path traces, we store the

conflict sets, i.e., set of traces an IP address appeared in, for each known node. These

changes help us eliminate the need to keep complete path traces in memory for alias

resolution.

Table 5.5 presents average alias resolution statistics for collected datasets. Uti-

lizing APARv2 on collected data, we identified 23,266 alias sets that include 75,019
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Table 5.5: Alias Resolution Averages

Alias Sets IPs in Alias Sets
23,266 75,019

aliased IP addresses on average. However, this corresponds to only ∼7% of observed

IP addresses. This value was especially low as we did not include IP-mates (i.e.,

/30 or /31 pair of the observed IP address) and we had a low subnet coverage as

these subnets help in alias identification. Hence, we (1) improve subnet coverage

with probing candidate subnet IP addresses, (2) integrate IP-mate probing compo-

nent into APARv2, and (3) implemented probing based mercator and ally approaches

to complement APARv2 as described in Section 5.3.5.

5.3.4 Unresponsive Router Resolution

Unresponsive routers are routers that are passive to measurement probes and are rep-

resented by a ‘*’ in a traceroute output. Since a router may appear as a ‘*’ in multiple

traceroute outputs, we need to identify ‘*’s (i.e., unresponsive nodes) that belong to

the same router. Even a small number of unresponsive routers may significantly dis-

tort the constructed topology [60]. Moreover, the mere volume of unresponsive nodes

in the collected data set introduces additional challenges in building an efficient so-

lution.

In Cheleby, we utilize a Graph Based Induction (GBI) technique that we de-

tailed in the previous section to resolve unresponsive routers. Graph based induction

is a technique to obtain information from a graph in data mining field [90]. We first

analyze the nature of unresponsive routers and identify different types of unrespon-

siveness. Examining a number of topology maps that are constructed from traceroute

data with unresponsive routers, we identify a number of graph structures (i.e., paral-
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lel, star, complete-bipartite, and triangle) that are formed among unresponsive nodes

and their known neighbors. We then develop efficient algorithms to detect these

structures in the graph and reduce the unresponsive nodes (i.e., the occurrences of

‘*’s) into their corresponding unresponsive routers.

Moreover, we enhance the graph based induction technique with our structural

graph indexing (SGI) [74] approach. Graph indexing is a technique to enhance graph

processing time in very large graphs when there are many queries to look for in the

underlying topology. Similarly, the structural graph indexing indexes a given set of

substructures, i.e., star, complete-bipartite, and triangle in our case, in the sampled

graph so that subsequent queries become faster. Graph indexing significantly reduces

processing time of the graph based induction to resolve unresponsive routers in the

Cheleby system. SGI indexes maximal graphs that match the structure formulation

within the original graph in a consecutive manner. SGI first identifies star structures,

then complete-bipartite, triangle and finally clique structures from the preceding ones.

In our experiments, we realized that the number of cliques with more than three nodes

is minimal and hence we removed clique indexing from Cheleby. After indexing the

structures, Cheleby resolves corresponding unresponsive routers using GBI obeying

the trace preservation condition.

Table 5.6 presents statistics for unresponsive router resolution steps. As indi-

cated in Section 5.3.1, initial pruning resolves considerable number of unknown nodes.

Then using indexing, we perform induction on the remaining ones to reduce the num-

ber of final unresponsive routers to 250K. This yields topologies where 17.24% of the

routers are unresponsive, which agrees with our earlier observations regarding router

responsiveness [61].
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Table 5.6: Unresponsive Router Resolution (Average of 8 data sets)

Initial I. Pruner Rate Lim. Triangle Bipartite Star Final *s

7,207,885 6,137,750 51,279 2,858 143,880 619,204 252,915

Figure 5.16 presents the number of unresponsive router substrings with differ-

ent lengths. For example, an unresponsive router substring with length 3 is a sub-trace

of (a,*,*,*,b). As we expect, while the length of unresponsive routers increases, the

number of unresponsive routers with that length increases.

Figure 5.17 presents the initial and final number of unresponsive routers. Ac-

cording to this figure, there are around 7M unresponsive routers in the raw data,

while after the resolution this number is just around 250K, i.e., around 96% of the

unresponsive nodes in the raw data is resolved. Additionally, in the final data %17.24

of the routers are unresponsive, which agrees with earlier observations [61].

Figure 5.18 presents the initial and final number of unresponsive routers for

different unresponsive router lengths. According to this figure, while the substring

length increases, the ratio of resolved unresponsive routers in this substring decreases.

This is because in bipartite, and triangle resolution steps, we can just resolve the un-

responsive router substrings with length 1. Thus, in longer substrings, the resolution

ratio is lower.

Figure 5.19 shows the percentage of resolved unresponsive routers after each

resolution step. In the star resolution step, we can resolve unresponsive router with

any length. Hence, according to the table, the number of resolved unresponsive

routers is the most in star resolution step. Since the number of triangle structures is

low in datasets, the number of resolved unresponsive routers in the triangle step is

small.
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Figure 5.16: Number of Unresponsive Routers with Different Lengths

Figure 5.17: Initial vs. Final Unresponsive Routers
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Figure 5.18: Initial vs. Final Unresponsive Routers according to UR length

Figure 5.19: Percentages of Resolved Unresponsive Routers after Each Step
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Table 5.7: Improved Subnet Statistics

Subnet Size /24 /25 /26 /27 /28 /29 /30 /31

Count 4 36 184 1,294 8,836 93,110 20,543 37,468
Completeness 26.3% 30.0% 28.3% 27.7% 28.0% 39.3% 100% 100%

All IPs 268 1,359 3,228 10,767 34,587 219,745 41,086 74,936

5.3.5 Increasing Graph Density

Realizing that many subnets had low completeness, we increased the probe destination

coverage. For this, we determined non-observed IP addresses of candidate subnets

that had at least 10% completeness. For instance, in a data-set there were 651.8K

IP addresses missing from the identified candidate subnets. Moreover, we looked at

/30 and /31 mate of observed IP addresses and they produced 535.2K and 93.1K

IP addresses, respectively. Next, to ensure the existence of these IP addresses, we

performed a reverse DNS lookup and probed them with a ping. If either of these tests

were positive, we added them to the destination IP lists.

After these changes, we obtained a better resolution and a more complete

topology. As seen in table 5.7, the number of observed subnets and their completeness

significantly improved. In the final topology, the number of IP addresses observed in a

subnet is about 400K, which is four times of the initial 99K. Additionally, Figure 5.20

presents the subnet size distribution of all observed subnets before and after increasing

graph density.

Improvements in the subnet coverage and inclusion of IP-mates considerably

improved alias IPs identified with APARv2 as seen in Table 5.8. The number of

alias sets increased from 23K to 38K and the number of IP addresses in an alias set

increased from 75K to 128K. Additionally, we implemented probing based mercator

and ally approaches to complement APARv2. For mercator, we sent a probe to



114

1

10

100

1000

10000

100000

1 10 100

nu
m
be

ro
fs
ub

ne
ts

number of routers

a) Initial

1

10

100

1000

10000

100000

1000000

1 10 100

nu
m
be

ro
fS
ub

ne
ts

number of Routers

b) After Increasing Graph Density

Figure 5.20: Cheleby Subnet Distribution
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Table 5.8: Improved Alias Resolution Statistics

Resolver Alias Sets Aliased IPs

APARv2 38,012 128,495
Ally (path traces) 32,860 65,720
Ally (common neighbor) 32,595 65,190
Ally (subnet) 25,436 50,872
Ally (combined) 55,027 110,054
Mercator 305 610

Combined 82,962 216,628

all observed IP addresses and recorded the response. If the response was from an

IP address different from the queried one, then we marked them as aliases. This

approach produced the least number of aliases, i.e. only 610 IP addresses were added

to an alias set.

Moreover, we utilized ally on candidate alias IP address pairs. For this, we

identified candidates using three methods. (1) We identified path traces that had

multiple IP addresses at a given hop distance. Then, we marked 70K IP address pairs

at the same hop as candidate aliases to be probed with ally. (2) In the final graph,

we identified IP addresses that had the same common neighbors, i.e., IP addresses

whose neighbor intersection was more than one node. This produced 2M pairs of

IP addresses as candidates to be probed. (3) We used subnets as pivot points to

determine candidate aliases. For each subnet (e.g., consider subnet in Figure 2.3-a),

we marked each subnet IP address (e.g., A, B, C and D) with the other IP addresses’

neighboring IP addresses (i.e., A with the neighbors of {B, C, D}; B with the neighbors

of {A, C, D}; C with the neighbors of {A, B, D}; and D with the neighbors of {A, B,
C}). Subnet based candidate generation produced 3M candidate pairs to be probed.

Probing these pairs with ally we identified aliases for 66K, 65K, and 51K IP addresses,

respectively. Our results regarding traces with multiple IPs at a hop indicate that
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majority of these IP addresses are actually aliases but not due to the load balancing.

That is, among 70K IP addresses that appeared at the same hop 66K were actually

aliases. After merging the resolved alias sets, we obtain 83K alias sets that contain

217K IP addresses, which is more than three times of the initial resolution results.

5.4 Summary

In this chapter, we present Cheleby, Internet topology mapping system that provides

sample network topologies at the subnet layer. Cheleby is an assembly of state-

of-the-art topology collection and construction techniques, i.e., target list generation,

probe redundancy reduction, unbiased accurate data collection, subnet inference, alias

resolution, and unresponsive router resolution, into a single system. The proposed

Cheleby will enable research community to conduct topography analysis and study

large-scale characteristics of the Internet as we publicly offer the resulting data sets.
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Chapter 6

Internet Topology Mapping

Systems

Several research groups have developed mapping systems to build Internet topology

maps. Archipelago measurement infrastructure of CAIDA [2, 35, 85], the DIMES

project [4, 110], and the iPlane infrastructure [6, 87] continuously provide sampled

Internet topologies in order to facilitate topology measurement studies. Additionally,

several other groups have developed various tools or systems [42, 51, 81, 91, 92, 103,

117, 122, 124].

In the rest of this chapter, we present major Internet topology mapping systems

and several topological characteristics of topology maps provided by these systems.

6.1 Ark

Archipelago [2] is a successor of the skitter measurement infrastructure [94] that

started probing the Internet in 1998. A major step from Skitter to Ark is the coor-
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dination of monitors using Marinda tuple-space, which utilizes a distributed memory

space and pattern matching techniques [2]. Ark focuses on generating annotated In-

ternet maps and currently utilizes 53 dedicated monitors around the world to trace

every observed /24 subnetwork. Monitors are divided into 3 teams to trace towards

9.1M destination IP addresses using scamper [10] and generate approximately 100

probes per second. Ark started collecting IPv6 topology utilizing some of the moni-

tors since September 2010.

Ark utilizes midar [80], kapar [78], and iffinder [5] tools to resolve IP aliases [79].

They publicly provide two different router interface lists. For the first list, they use

iffinder, midar and kapar tools to resolve IP aliases. For the second list, they do the

alias resolution on a map by just utilizing the iffinder and midar tools. Figure 6.1-a

shows the interface distribution of the routers for the first list, while Figure 6.1-b

represents the interface distribution of the routers for the second list. Additionally,

Figure 6.2 presents the node degree distribution for topology map provided by Ark.

6.2 Dimes

Similar to SETI@home crowd sourcing approach [17], Distributed Internet Measure-

ments and Simulations (DIMES) [110] utilizes home computers to collect path traces

around the world. Currently, around 20K agents around the world contribute as van-

tage points to probe destinations from a rich set of locations and capture peripheral

Internet topology. DIMES focuses on PoP level topology mapping and annotating the

links with the delay and loss statistics. Finally, DIMES only implements Mercator

method in resolving IP aliases.
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6.3 iPlane

iPlane [6] aims at providing Internet links annotated with the latency, bandwidth,

capacity and loss rate for improved overlay network deployment. iPlane performs

path traces from 200 PlanetLab monitors towards 100K destinations to construct a

backbone topology that can be used as landmarks for the overlay networks. Moreover,

the geo-location of routers is identified using the undns [114] and sarangworld [9] tools.

Finally, iPlane utilizes Mercator and Ally in resolving IP aliases.

iPlane provides a list of IP aliases in its website [7]. Figure 6.3-a presents

the interface distribution of the routers for a topology map collected by iPlane in-

frastructure while Figure 6.3-b represents the node degree distribution for the same

topology.
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6.4 Cheleby

As mentioned above, there are several systems providing the raw router-level Internet

topology data, but there is no system providing the up-to-date constructed topologies.

This is simply because of the fact that the literature on topology construction is fairly

limited compared to the studies in topology collection and topology analysis. More-

over, topology construction is not a straightforward process requiring considerable

computations.

Inaccuracies in the topology sampling and construction processes may signifi-

cantly affect the accuracy of the observations or results obtained in the measurement

study [16, 27, 53, 58, 84, 118]. However, currently deployed topology mapping systems

do not complete all topology construction tasks. In particular, they provide alias

pairs for some data sets but ignore unresponsive routers and subnets of observed IP

addresses. Addition of subnet relations and resolving unresponsive routers in the final

graph would considerably improve the accuracy of sample topologies.

On the other hand, Cheleby first dynamically probes observed subnetworks

using a team of PlanetLab nodes around the world to obtain comprehensive topol-

ogy data. Then, it utilizes efficient algorithms for resolving subnets, IP aliases, and

unresponsive routers in collected data sets to build accurate subnet-level topologies.

Incorporating enhanced resolution algorithms, Cheleby provides comprehensive topol-

ogy maps. Unlike previous approaches, Cheleby provides both the raw and the con-

structed Internet topology data.

Figure 6.4-a presents the interface distribution of the routers for a topology

map collected by Cheleby infrastructure while Figure 6.4-b represents the node degree

distribution for the same topology.
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Table 6.1: Internet Topology Mapping Systems

Ark [2] DIMES [4] iPlane [6] Cheleby [3]
Monitors 53 19K 200 500
Dest. IP 9.1M 100K 3.5M
Traces 27.1M 3.6M 33.8M 22M
Probes 993M 15M 472M 658M
IPs 1.3M 0.3M 1.2M
Edges 2.3M 1.2M 2.9M
Alias Sets 79.6K 12.1K 83K
Aliased IPs 271K 33.2 217K
Data Type Router/AS Router/PoP/AS PoP/AS Subnet-level

Table 6.1 presents major Internet topology mapping systems and their charac-

teristics including the number of: (1) deployed monitors, (2) destination IP addresses,

(3) collected traces, (4) generated probes, (5) observed IP addresses, (6) observed

edges without topology construction, (7) alias sets, (8) IP addresses that appeared in

an alias set, and (9) provided data type1. Note that, iPlane sends a single probe per

hop during path tracing while other systems send three. Using three probes per hop

helps the mapping system identify the load balancing routers and carefully infer the

links between hops.

1As DIMES does not release raw traces we could not obtain some of its statistics.
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Chapter 7

Conclusions

Due to the tremendous growth in Internet’s importance, many groups, organizations,

and governments have become interested in understanding various characteristics of

the Internet for commercial, social, and technical reasons. Network research com-

munity depends on such Internet mapping systems to understand characteristics of

the Internet and develop better protocols and services. Government agencies are

interested in Internet measurements to protect and improve the national cyber in-

frastructure. Moreover, new network paradigms such as overlay networks require

knowledge of the underlying topology.

In this dissertation, we first present the Structural Graph Indexing (SGI) for

efficiently mining complex networks. As indexing feature, we utilize graph structures

such as star, complete bipartite, triangle and clique that frequently appear in pro-

tein, chemical compound, and Internet graphs. SGI lists all substructures matching

structure formulations and new structures can be identified and added to the SGI.

Different from previous approaches, SGI does not limit the number of nodes in the in-

dexes and provides an alternative tool for querying large graphs. In evaluation of the
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SGI, we perform experiments on genuine Internet topology and Wikipedia datasets

to demonstrate the viability of this algorithm for large datasets.

In order to assess the extent of unresponsive routers in Internet topology map-

ping studies, we first present an experimental study on the responsiveness of routers

to active probe messages. In our historical analysis, we observed that responsiveness

reduced during the last decade. We also observed that network operators are increas-

ingly rate limiting ICMP responses. Another observation from our study is that the

destination reachability considerably reduced over the time indicating that systems

(i.e., routers and end systems) are increasingly unwilling to respond to direct probes.

We also observed that routers are less willing to respond to direct active probes as

compared to indirect active probes. Finally, our experiments showed that the respon-

siveness of routers changes with the type of the probes; ICMP based probes eliciting

the highest response rate and UDP based ones eliciting the lowest. Even though TCP

based probes receive responses better than UDP based ones, they are more likely to

raise security alerts.

We then enhance the Graph Based Induction (GBI) unresponsive router reso-

lution approach by incorporating our SGI technique and utilizing the findings from

our measurement study. In SGI, we index observed subgraphs that contain unknown

nodes and determine the corresponding minimal underlying structure that satisfies the

trace accuracy condition. We also show that proper resolution of IP aliases improves

the unresponsive resolution. Our work improves the state of the art in unrespon-

sive router resolution in terms of accuracy and efficiency. Regarding accuracy, GBI

addresses the lack of (i) temporary unresponsive router resolution as the number of

temporarily unresponsive routers have been increasing and (ii) *-subpath resolution

as the length of *-subpaths and the number of longer ones have been increasing.
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Neither of these cases are properly addressed by previous resolution studies while

both appear increasingly often in the recent years. Regarding efficiency, the run time

complexity of our algorithm is significantly less than that of the existing algorithms.

Our experiments on three different data sets have shown a significant reduction in

the practical run time overhead of SGI (approximately, 5.2*107 operations) as com-

pared to the previous approaches (approximately, 1012, 1018, or 1030 operations), in

the worst case.

Finally, we present Cheleby Internet topology mapping system that provides

sample network topologies at the subnet layer (available at cheleby.cse.unr.edu).

Cheleby assembles state-of-the-art topology collection and construction techniques,

i.e., target list generation, probe redundancy reduction, unbiased accurate data collec-

tion, subnet inference, alias resolution, and unresponsive router resolution. Cheleby

will enable research community to conduct topography analysis and study large-scale

characteristics of the Internet as we publicly provide the resulting data sets.

Overall, the Cheleby Internet mapping system helps to (i) provide a finer grade

Internet topologies at subnet level, (ii) better understand the characteristics of the

Internet topology, (iii) capture the dynamics of Internet backbone, (iv) fine-tune

existing services such as content distribution or bottleneck identification, (v) and

guide the development of the next generation Internet.
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