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Abstract 

We investigate the role of nonadiabatic spin-forbidden transitions in the catalytic 

and electron transfer processes in the active sites of metal-sulfur proteins. We focus on 

two biologically important metal-sulfur proteins, namely the [NiFe]-hydrogenase enzyme 

capable of catalytic H2 oxidation and proton reduction, and the electron transfer protein 

rubredoxin. The synthetic analogs of [NiFe]-hydrogenase are the promising inexpensive 

alternative to platinum-based catalysts. Our studies indicate that nonadiabatic transitions 

between the electronic states with different spin multiplicities could be important for the 

catalytic activity of [NiFe]-hydrogenase. These transitions are mediated by spin-orbit 

coupling between the quasidegenerate singlet and triplet states of the Ni(II) center. As for 

rubredoxin, its ability to transfer electrons makes this small protein a promising starting 

model for the development of future self-sufficient biosensors and the novel catalysts. 

The presence of multiple low-lying electronic states with different spin multiplicities in 

the active site of rubredoxin indicates a possibility of nonadiabatic transitions during the 

electron transfer processes. 

The probabilities and the rates of nonadiabatic spin-forbidden transitions in the 

metal-sulfur proteins predicted using the nonadiabatic transition state theory (NA-TST). 

The NA-TST calculations require the knowledge of molecular properties at a minimum 

energy crossing point (MECP), an analog of transition state in the traditional transition 

state theory. Therefore, part of the work was dedicated to implementation of the MECP 

search algorithm for the fragment molecular orbital (FMO) method that can be applied to 

systems with thousands of atoms, including large models of metal-sulfur proteins. The 

last part of the dissertation is dedicated to the design and manufacture of the 3D-printed 
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models of potential energy surfaces for different chemical reactions. These models 

proved to be valuable for the chemical dynamics and kinetics demonstrations in graduate 

and undergraduate chemistry classes.  
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Chapter I. Introduction 

I. Context 

In this work, we explore the importance of nonadiabatic spin-forbidden 

transitions, nonradiative transitions between the electronic states with different spin 

multiplicities, for the catalytic and electron transfer processes in the active sites of metal-

sulfur proteins. Theoretical and computational studies are focused on two systems of high 

biological importance: the metalloenzyme [NiFe]-hydrogenase capable of catalytic 

hydrogen oxidation/reduction, and the electron transfer protein rubredoxin. This work 

aims to provide insight into the fundamental aspects of the metal-sulfur clusters 

functionality in biological systems and could help in the development of novel 

bioinspired catalysts and medications. The synthetic analogs of [NiFe]-hydrogenase are 

the promising inexpensive alternative to platinum-based catalysts.1 Moreover, the [NiFe]-

hydrogenase is the crucial element of life cycle of the human pathogen Salmonella 

enterica.2–4 Thus, a better understanding of the [NiFe]-hydrogenase functions could 

facilitate the development of efficient drugs targeting Salmonnela enterica.3 As for 

rubredoxin, the ability of this protein to transfer electrons is relevant to the design and 

manufacture of bionanowires,5 thus the synthetic models of rubredoxin could be used in 

the novel self-sufficient biosensors.5–7 The knowledge about the functionality and 

structure of rubredoxin could be also used in the design of new catalysts.8 The structure, 

properties and biological roles of rubredoxin and [NiFe]-hydrogenase are discussed in 

Chapter I. 

The presence of multiple low-lying electronic states with different spin 

multiplicities in the active site of rubredoxin indicates the possibility of nonadiabatic 
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transitions during electron transfer in this protein.9,10 As for the active site of [NiFe]-

hydrogenase, our previous studies indicate the possibility of nonadiabatic transitions 

between the electronic states with different spin multiplicities upon the change in 

coordination of the terminal thiolate ligands on the Ni(II) center from planar to 

tetrahedral.11,12 We believe that the presence of nonadiabatic transitions in the active sites 

of rubredoxin and [NiFe]-hydrogenase is an important factor that must be accounted for 

in any study of the reaction mechanisms in these metal-sulfur proteins.  

The quantitative description of the nonadiabatic transition probabilities and rates 

in metal-sulfur proteins performed using the nonadiabatic transition state theory (NA-

TST).13–15 The main aspects of NA-TST, as well as the electronic structure methods used 

to obtain the molecular properties required for the NA-TST rate calculations, are 

described in Chapter II. The studies of nonadiabatic transitions in the active sites of 

[NiFe]-hydrogenase and rubredoxin are presented in Chapters III and IV, respectively.  

The accurate description of nonadiabatic transitions in the active sites of metal-

sulfur proteins requires the inclusion of protein chains in the computational models. 

Standard methodology of nonadiabatic transition state theory (NA-TST) has a limitation 

for the size of models that could be used during the search of the minimum energy 

crossing point (MECP), which plays the same role in NA-TST as the transition state in 

the traditional TST. Therefore, part of the work was dedicated to the development of the 

MECP search algorithm for the fragment molecular orbital (FMO) method that is 

applicable to large protein models. The development and validation of this new FMO-

MECP search algorithm is discussed in Chapter V. 
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Chapter VI is focused on the design and production of 3D-printed models of 

potential energy surfaces (PESs) for demonstrations in chemistry classes. The produced 

PES models provide a hands-on approach to teaching complex concepts of physical 

chemistry, and could serve as educational tools for visually impaired students.16 Finally, 

the conclusions and future outlook are discussed in Chapter VII. 

 

II. Hydrogenase Proteins 

 Hydrogenases are the proteins that are capable of oxidation of molecular 

hydrogen and reduction of protons.17,18 This ability results in hydrogenases playing 

crucial roles in the life cycles of many chemotrophs using hydrogen as their energy 

source.19 Hydrogenase-utilizing chemotrophs include archaea, bacteria and some of the 

eukaryotes.20 The main types of hydrogenases are [NiFe]-, [FeFe]- and [Fe]-

hydrogenases.19,21–24 All three types of hydrogenases have different structural features but 

contain the active sites with the Fe or NiFe metal centers.19  

Chemotrophs were forced to develop their way of energy production due to 

unusual conditions of their natural environment associated with lack of oxygen and light. 

For example, many bacteria and archaea that utilizes hydrogenases are found deep in the 

ocean. Thus, most of the hydrogenases have no need for oxygen resistance since this 

factor is not essential for the survival of their host.25 However, some of the [NiFe]-

hydrogenases are capable of functioning under both anaerobic and aerobic conditions.  

The O2-tolerance of [NiFe]-hydrogenases allows for a very broad application of 

these proteins and their synthetic analogs, unlike other two types of hydrogenases with 

catalytic activity limited to anaerobic conditions.26 In terms of functionality of [NiFe]-
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hydrogenase, there is a catalytic bias towards oxidation of molecular hydrogen.18,27 

However, electrochemical studies show that reversible catalytic activity is possible for 

[NiFe]-hydrogenase, and the reaction direction can be controlled by change of pH and the 

redox potential.18,28–30 Reversible catalytic activity and oxygen tolerance of [NiFe]-

hydrogenase makes this enzyme a highly active research topic of microbial 

bioenergetics.1 

 

A. Classification of Hydrogenases 

 Currently, [FeFe]-hydrogenase arguably is the most studied type of hydrogenase. 

The active site of [FeFe]-hydrogenase consist of the diiron subcluster [2Fe] that is 

connected to the cubane cluster [4Fe-4S] through a cysteine residue. The diiron 

subcluster [2Fe] contains two metal centers that are ligated with CN-, CO and two sulfur 

bridge-heads. Most of [FeFe]-hydrogenases contain a single catalytic active site (H-

cluster). However, some [FeFe]-hydrogenases contain multiple subunits and could be as 

complex as heterotetramers.21 Second type of hydrogenases is the monometallic [Fe]-

hydrogenases. This type is less common than other hydrogenases and could be found 

only in methanogenic archaea. The active sites of [FeFe]- and [Fe]-hydrogenases are 

shown in Figure 1. 
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Figure 1. The active sites of [FeFe]- and [Fe]-hydrogenases. 
 

The [Fe]-hydrogenase catalyzes the reversible reduction of methenyl-H4MPT+ 

with H2 to methylene-H4MPT, which is one of the crucial steps in methanogenesis. 

Unlike other types of hydrogenases, [Fe]-hydrogenase does not include any metal-sulfur 

clusters, but rather contains a unique Fe-guanylylpyrodinol cofactor. Moreover, the H2 

activation in this particular type of hydrogenases occurs only in the presence of the 

substrate.21 

Finally, [NiFe]-hydrogenase is the protein that consists of two subunits that often 

referred as the α (large) and β (small) subunits. The large subunit (≈60 kDa) includes the 

active site itself, which is directly responsible for conversion of hydrogen, while the 

small subunit (≈35 kDa) contains three iron-sulfur clusters that carry electrons to and 

from the active site. The active site of [NiFe]-hydrogenase is bimetallic and contains the 

Fe and Ni metal centers. The Fe center is coordinated by two CN- and one CO ligand, 

while the Ni center is surrounded by four cysteine ligands, two of which are the bridging 
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ligands between the Fe and Ni centers.31 The subunits of [NiFe]-hydrogenase, the active 

site, and the iron-sulfur clusters of β subunit are depicted on Figure 2. 

 

Figure 2. The structure of [NiFe]-hydrogenase and the metal-sulfur clusters within the 
enzyme. 

 

 Based on the O2 tolerance, [NiFe]-hydrogenases can be classified as “standard” 

(oxygen-sensitive) or “nonstandard” (oxygen-tolerant).31,32 Among the nonstandard NiFe-

hydrogenases one could define four classes, namely hydrogen sensing hydrogenases, 

bidirectional heteromultimeric cytoplasmic hydrogenases, energy-conserving 

hydrogenases, and membrane bound hydrogenases.32 Interesting feature of the latter one 

is the attachment of small subunit to dihaem cytochrome subunit.33,34 Finally, recent 

study demonstrated the existence of new actinobacterial [NiFe]-hydrogenase (AH) of R. 

eutropha. An exciting feature of this hydrogenase is its extreme tolerance to molecular 

oxygen to the degree that has never been observed before.35 The relations between the 

different types and classes of hydrogenases are summarized in Figure 3. 
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Figure 3. Types of hydrogenases and classes of [NiFe]-hydrogenase. 
 

The oxygen tolerance of the nonstandard [NiFe]-hydrogenases comes from many 

factors. Most comprehensive knowledge about the mechanisms and the source of O2-

tolerance was obtained from the studies of membrane-bound hydrogenase. Thus, the 

oxygen tolerance of [NiFe]-hydrogenases will be discussed within the context of this 

particular group of hydrogenases.33  

 

B. Oxygen Tolerance of [NiFe]-Hydrogenase 

The oxygen-tolerant species of [NiFe]-hydrogenases were the subject of different 

studies that demonstrated the potential involvement of variety of factors in O2-tolerance. 

Main directions of these studies could be defined as elucidation of the gas channels 

within hydrogenases36–38, exploration of unusual structures of the iron-sulfur clusters in 

the smaller protein subunit20,38–40 and study of the residues that are surrounding the active 

site.41 Moreover, several studies demonstrate that the presence of rubredoxin in the 
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proximity of [NiFe]-hydrogenase could be one of the factors controlling the oxygen 

tolerance of the membrane bound [NiFe]-hydrogenases.42,43 

The oxygen that present in the environment around [NiFe]-hydrogenase becomes 

harmful for catalytic activity of this protein upon entrance into vicinity of the active site, 

thus it is important to gain a detailed knowledge about the gas channels and entrance 

points within the protein. The oxygen-tolerant hydrogenases have roughly twice fewer 

openings and hydrophobic gas channels than the oxygen-sensitive hydrogenases. The 

narrow points of the gas channels in the oxygen-tolerant hydrogenases do not exceed 1.6 

Å. Moreover, some oxygen-sensitive hydrogenases have narrow points as small as 1.0 Å. 

Such narrow channels limit the access to the active site for both the O2 and H2 molecules 

making the passing of these molecules through the gas channels a limiting factor in 

catalysis. Differences in amino acids within the gas channels between the oxygen-

sensitive and the oxygen-tolerant hydrogenases are less pronounced towards the surface 

of the proteins, while the residues close to the active site vary more dramatically.38  

Mutagenic study of the active site of Hyd-1, an oxygen-tolerant membrane-bound 

[NiFe]-hydrogenase from Escherichia coli, identified specific residues around the active 

site that are most important for the catalytic activity of this protein.41 Four highly 

conserved residues of Hyd-1 form a “canopy” that is crucial for the catalytic activity. 

Two of these residues, namely arginine 509 and aspartate 118 form a salt bridge above 

the coordination site of the catalytic center, thus impacting the reactivity the most. 

Replacement of one of these two residues by a different amino acids leads to the dramatic 

decrease of catalytic activity. The other two residues within the “canopy” are aspartate 

574 and proline 508. Despite the fact that aspartate 574 forms salt bridge with arginine 
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509, and proline 508 is directly attached to aspartate 574, replacement of either of these 

residues have no significant effect on the catalytic activity.41 

The oxygen tolerance of [NiFe]-hydrogenase is not only caused by the physical 

restrictions of the space within the gas channels and interactions between the active site 

and nearby residues, but also is highly dependent on the structure of the FeS clusters in 

the smaller subunit of the protein (Figure 4a). These FeS clusters are responsible for 

transferring the electrons that are required for the O2 transformation to water molecules.38 

A unique feature of the oxygen-tolerant [NiFe]-hydrogenases is the presence of a 

nonstandard proximal FeS cluster in their structures. In contrast, the distal [4Fe-4S] and 

medial [3Fe-4S] clusters are preserved among all [NiFe]-hydrogenases (Figure 4b). The 

oxygen-tolerant [NiFe]-hydrogenase contains the proximal [4Fe-3S] cluster, which is 

ligated differently from the proximal [4Fe-4S] cluster of the oxygen-sensitive [NiFe]-

hydrogenase.  
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Figure 4. Three FeS clusters of [NiFe]-hydrogenase. a) Locations of FeS clusters with 
respect to the active site. b) Structural differences (highlighted in red) between the 
proximal FeS clusters from the O2-sensitive and O2-tolerant [NiFe]-hydrogenases. Also 
shown the medial and distal FeS clusters. 

 

The conventional [4Fe-4S] cluster is ligated by four cysteines, while the 

nonstandard [4Fe-3S] cluster is ligated by six cysteines.20 This structural difference leads 

to a different redox behavior because the standard [4Fe-4S] cluster is only capable of a 

single one-electron transfer, while the [4Fe-3S] cluster is capable of two sequential one-

electron transfers required for an efficient O2 conversion into H2O.39,40  
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C. Catalytic Activity and Intermediates of [NiFe]-Hydrogenase 

  Pursuing of any practical applications of [NiFe]-hydrogenase or its mimics 

requires a deep understanding of the their structural and functional features.18,20,40,44–46 

Experimentally, this can be achieved by studying the structure of the protein using 

different spectroscopic techniques, such as the X-ray,47–51 IR52–57 and EPR 

spectroscopies,58–60 and by synthesizing the active site analogs.45,46,61–66 There are two 

types of the active site analogs, namely biomimetic (structural) models61,62,64 and 

bioinspired (functional) models.65,66 Combination of these approaches with computational 

studies allows to gain a comprehensive knowledge about the structure and functionality 

of [NiFe]-hydrogenase. However, the mechanism of proton reduction and hydrogen 

oxidation on the [NiFe]-hydrogenase synthetic models and its relevance to the catalytic 

activity of the [NiFe]-hydrogenase metalloenzyme are not completely understood. 

Therefore, further computational and experimental efforts are required.17,48  

 The binding position of molecular hydrogen and protons on the active site is one 

of the cornerstones in the description of the catalytic activity of [NiFe]-hydrogenase. 

Most of the studies performed up to this point suggest the heterolytic mechanism of 

hydrogen cleavage, which implies the importance of both metal centers during the 

catalytic cycle.20,29,46 In addition, the sulfur atoms of the cysteine ligand are believed to 

participate in the catalytic cycle as well.67,68 It is also important to consider the influence 

of the arginine group proximal to the active site because this group could play an 

important role in the hydrogen oxidation/reduction on [NiFe]-hydrogenase.17 

Recent studies of a structural model of [NiFe]-hydrogenase demonstrate that the 

initial binding of the proton could serve as a trigger for conformational changes in the 
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active site.45 At the same time, our study indicate that similar conformational changes 

could trigger a change of the electronic spin state of the active site, which could be a key 

feature in the catalytic cycle.12 As for the binding of molecular hydrogen, experimental 

studies of the gas channel within the [NiFe]-hydrogenase demonstrate that the gas 

channel is directed towards the Ni center, which suggests H2 binding on Ni.19,37,38 On the 

other hand, this conclusion could be argued against because the two metal centers (Ni and 

Fe) are only about 3.00 Å apart.47,50 Another experimental highlight of the potential 

favorability of the H2 binding on Ni is a recently synthesized bioinspired functional 

models of [NiFe]-hydrogenase with a single Ni metal center.65,66 However, these models 

lack the Fe center within the active site and have a different ligand environment. Thus, 

the catalytic mechanisms in these models could be different from the mechanism in 

[NiFe]-hydrogenase. 

 The argument for the favorability of H2 binding on the Fe center comes from the 

unusual nature of the Fe ligands. Two CN- and one CO ligands lead to a high crystal field 

splitting, which “locks” Fe in the low-spin state. Additionally, the Fe center has square-

pyramidal coordination due to the presence of the bridging cysteine ligands between Fe 

and Ni. This coordination and the spin state of the Fe(II) center lead to unoccupied d-

orbitals that can accept electrons from the σ-orbital of H2, which allows for the formation 

of energetically favorable non-classical three-center, two-electron bonding between H2 

and the Fe center.46,69,70 

The computational studies of hydrogen binding show a potential possibility of 

binding on the Ni, Fe, and the Ni-Fe bridging position. The preference for the binding site 

often depends on the active site model and the spin states of the metal centers.71–80 In our 
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computational study, we investigated how the H2 binding energy is affected by the 

changing Ni coordination, which could be accompanied by the nonadiabatic transitions 

between the singlet and triplet electronic states. The results of this study are presented in 

Chapter III.  

 

III. Rubredoxin Proteins 

 Rubredoxins are the group of the small (5 to 6 kDA)81,82 electron transferring 

proteins83 that are crucial for a variety of biological processes, including nitrate 

reduction,84 alkane oxidation,85 methanogenesis,86 carbon fixation,87 detoxification of 

reactive oxygen species,88,89 and transformation of polyglucose in D. gigas.90 Recently, it 

was shown that the presence of rubredoxin is the critical condition for activity of 

photosystem II in many organisms.91 Moreover, rubredoxin-like centers are involved in 

the repair of catalytic centers of certain proteins through donation of the iron atom.92 The 

active site of rubredoxin consists of an iron center with four cysteine ligands.82 The 

ability of rubredoxin protein to transfer electrons originates from the transition between 

Fe(II) and Fe(III) oxidation states in the active site of this protein.93–97 Structures of 

rubredoxin and its active site are depicted in Figure 5. 

 



	 14 

 

Figure 5. Rubredoxin protein, its active site, and the Fe center. 
 

The study of rubredoxin not only provides fundamental understanding of electron 

transfer in biological systems, but also could be used for the design and manufacture of 

bionanowires.5 Thus, the rubredoxin and its synthetic models could be potentially used in 

a variety of biomedical devices such as the self-sufficient biosensors.5–7 Moreover, the 

knowledge about the functionality of this particular protein could be used in the design of 

the novel transition-metal-based catalysts.8 The industrial applications of rubredoxin 

proteins and its synthetic analogs are expected to be very broad due to the thermal 

stability of some of the rubredoxins.98–101 The rubredoxin from Pyrococcus furiosus 

(PfRd) is one of the most thermostable proteins among the proteins known to date.99,100  

The redox properties of rubredoxin, and thus its ability to transfer electrons, 

depend not only on the presence of the certain residues within the protein chain, but are 

also strongly influenced by the type and composition of the solvent, as well as the 

fluctuations of the protein that affect the accessibility of the active site to the 

solvent.102,103 Among other interactions and factors defining the redox properties of 

rubredoxin are the dispersion interactions within the hydrophobic core of the protein, 
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hydrogen bonds of between the active site and the protein backbone, composition of 

charged groups, formation of salt bridges, polarization, the influence of the second shell 

backbone, as well as pH.95,96,104–106 

The study of electronic spin states of the active site of rubredoxin is challenging 

due to the fact that the active site is buried deeply in the protein chain.82 For that matter, 

the study of synthetic analogs of the rubredoxin active site is very important.107 Most of 

the synthetic analogs of the rubredoxin active site are stable in the gas phase and could be 

studied with spray photoelectron spectroscopy (SPES). This fact allows for the direct 

comparison of theoretical results from the electronic structure calculations on isolated 

active site and experimental data.9,10,97,107–110 

The theoretical and experimental studies of the isolated active site of rubredoxin 

and its synthetic analogs give knowledge about the electronic states that are involved in 

electron transfer within the rubredoxin.9,10,97,107–110 However, the comprehensive 

description of electron transfer within rubredoxin requires the use of large models that 

include significant portion of the protein chain and the solvent molecules.95 This 

increases the importance of the fragment-based computational methods, that allow for 

full quantum mechanical description of very large models with thousands of atoms, in the 

rubredoxin studies.111–116 Combination of the state-of-the-art quantum mechanical 

methods and the large-scale models allow the accurate treatment of the quantum 

mechanical interactions between the active sites and the protein chains.112,117 
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A. Factors Affecting Thermal Stability and Electron Transfer in Rubredoxin 

 The thermally stable species of rubredoxin have much slower kinetic rates of 

unfolding and lower redox potentials118 compared to mesophilic types, which shows that 

the thermal stability of rubredoxins is likely based on the kinetic factor rather than 

thermodynamic equilibrium.99 Thermostable proteins are characterized by presence of a 

large number of charged residues, while mesophilic proteins are rich in solvent-accessible 

polar residues.99 Presence of the charged groups is important for thermal resistance since 

clamping of the protein by the ion pairs slows downs the protein unfolding, and thus 

increases its thermal stability.118 However, recent studies show that composition of the 

charged groups and the number of salt bridges seem to have a significant effect on the 

thermal stability, but has rather small impact on the redox potential of the protein, which 

demonstrates that the hydrogen bonds are prevail in the control of redox properties, while 

the presence of the charged groups is more crucial for thermal stability.106  

Another important factor in thermal resistance and redox properties of rubredoxin 

is the presence, composition, and concentration of the solvent. A recent study of 

interaction between diglycerol-phosphate (DGP) and rubredoxin from Desulfovibrio 

gigas (DgRd) showed that increase in the thermal stability of the protein is not due to the 

straightforward compression of the protein by the solvent, but rather related to the 

interaction between DGP and specific regions of the rubredoxin protein chains. This 

interaction is related to the negative charge on DGP and presence of the electropositive 

groups in the protein chain, and also the ability of DGP to interact with the hydrogen 

bonds of the protein chain.103 
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 Most of the studies of the redox properties and thermal resistance of rubredoxins 

highlight the importance of the hydrogen bonds between the active site and the protein 

chain.99,105 Hydrogen bonds between the active site and the protein chains include two 

types of interaction, firstly Fe-S···H-N bond between the active site and the peptide 

backbone, and secondly Fe-S···H-O interaction with the amino acids of the side 

chains.105 Not only this hydrogen bonds are responsible for controlling the thermal 

resistance of the protein by regulating the unfolding of the protein, but they also 

responsible for direct interaction between the active site and the protein chain. Moreover, 

these hydrogen bonds seem to be the key factor in the regulation of motions and 

fluctuations of the protein that allow for access of the solvent molecules to the active site 

of rubredoxin.102,105 

 Finally, it is important to conclude that despite the dominant influence of 

hydrogen bonds between the active site and the protein chain on the overall properties of 

the rubredoxin, this system is full of different interactions between not only active site 

and the protein chain, but also between the residues within the protein chain itself. 

Therefore, the computational studies of the rubredoxin properties often require the use of 

large models that allows for accurate treatment of all these factors.105 

 

B. Electronic States of the Rubredoxin Active Site and its Synthetic Analogs 

 The stability of the synthetic analogs of rubredoxin active site in the gas phase 

makes it possible to study the electronic properties of the active site with spray 

photoelectron spectroscopy (SPES). By measuring the vertical dissociation energy (VDE) 

and the adiabatic detachment energy (ADE), which are differ by the Frank-Condon factor 
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between the vibrational levels of electronic states, before and after electron detachment 

(Figure 6), SPES allows to probe the electronic states of the system without 

environmental influence. This becomes possible because a one-electron oxidation 

reaction could be approximated by electron detachment in the gas phase. Thus, the 

contributions of the active site and the protein chain to the electron transferring ability of 

rubredoxin can be separated.97,119  

 

Figure 6. Diagram of vibrational states during the electron excitation showing the 
difference between VDE and ADE. 
 

 Synthetic analogs of the rubredoxin active site of [Fe(SR)4]-type are only stable 

for the oxidation state Fe(III), i.e. the [Fe(SR)4]2- complex is unstable in the gas phase, 

thus only [Fe(SCH3)4]- could be studied experimentally. The instability of the [Fe(SR)4]2- 

complex in the gas phase requires to use other types of rubredoxin active site analogs, 

such as Na+[Fe(SR)4]2- that has enhanced stability due to the presence of sodium ion.93,97 

Another approach to the synthesis of the rubredoxin active site analogs that contain Fe(II) 

metal center and are stable in the gas phase is the utilization of three-ligand analogues, 
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such as [Fe(SCH3)3]−.93 Thus the obtained ADE and VDE values should be corrected 

with the thermodynamic cycle calculations. In case of Na+[Fe(S2-o-xyl)2]−/2−, the 

presence of Na+ is accounted for by calculating the energy of Na+ and the binding energy 

of Na+ to [Fe(SCH3)4]2−. This approach gives ADE of [Fe(S2-o-xyl)2]2− that is 

experimentally inaccessible in the gas phase. The use of the three-ligand analogs of the 

active site, such as [Fe(SCH3)3]−, to calculate ADE of [Fe(SCH3)4]2−requires additional 

calculations of the SCH3
− energy and the binding energies of SCH3

−.93 The structures of 

the rubredoxin active site analogs are shown in Figure 7. 

 

Figure 7. Structures of the [Fe(SCH3)4]-, Na+[Fe(S2-o-xyl)2]2− and [Fe(SCH3)3]− synthetic 
analogs of the rubredoxin active. Also shown the experimentally inaccessible [Fe(S2-o-
xyl)2]2−. 
 

Electronic structure calculations show that the valence molecular orbitals of the 

rubredoxin active site consist of the Fe d-orbitals with significant contribution from the 

atomic orbitals of sulfur. The amount of the ligand orbitals contribution into the valence 

molecular orbitals of the active site is strongly correlated with the oxidation state of the 
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iron metal center. The tetrahedral arrangement of the ligands leads to relatively low 

energy gaps between the valence orbitals. As a result, the electronic states with higher 

spin multiplicities are more energetically favorable for the synthetic analogs of the 

rubredoxin active site.9,10,93,97,109 The presence of multiple low-lying electronic states with 

different spin multiplicities, together with small energy gap between these states, leads to 

the possibility of spin-forbidden nonadiabatic transitions in the active site of rubredoxin. 

These transitions could play a role in the electron transfer in the rubredoxin protein. The 

nature and kinetics of these spin-forbidden transitions are investigated in Chapter IV. 

 

IV. Potential Energy Surfaces for Teaching Chemistry 

A. 3D-printed Models of Potential Energy Surfaces  

 The studies of reaction mechanisms are largely based on the modeling of potential 

energy surfaces (PES) and finding the critical points on these surfaces. Bellow we discuss 

how the PES calculated using electronic structure methods and simple analytical 

functions can be converted into 3D-printed models to teach basic concepts of physical 

chemistry. 

 The concept of reaction mechanism plays one of the central roles in chemistry, 

thus understanding of this concept is crucial in learning chemistry. This concept is 

introduced to students in early general chemistry courses. The concept of reaction 

mechanism is a “silver lining” that goes through all the flavors of chemistry and plays 

central role in building comprehensive understanding of organic, inorganic, and physical 

chemistry.  
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The most common way of depicting a chemical reaction mechanism is a 2D curve 

that shows the dependence of potential energy on a single reaction coordinate. Despite 

the simplicity of such approach, such depiction takes away an important property of PES 

that is its multidimensionality. The multidimensional nature of PES can be demonstrated 

by utilizing 3D-printed models.120–122 We discuss our work aimed to design and 

manufacture the 3D models of PES for teaching chemistry in Chapter VI. 

 

B. Previous 3D-Printed PES Models  

 In this subsection we discuss several studies that were focused on the design of 

PES for various chemical reactions and processes. Lolur and Dawes created a 3D-printed 

models of the PES for the ozone molecule and for the following reaction CO + O(3P) → 

CO2. This reaction is spin-forbidden, therefore three PES for the three lowest energy 

electronic states were printed and combined in the single model.123 Blauch and Carroll 

designed and 3D printed the PES that describes the conformational changes of butane. In 

addition, they manufactured the surface describing a generic SN2 reaction.124 Teplukhin 

and Babikov demonstrated that the 3D printed models can be used to represent the PES 

with more than three dimensions. In order to achieve that, the authors had to implement 

an isoenergy approach. This approach is based on using the volume of the model rather 

than only its surface, which provides the extra dimension.125  

 An interesting aspect of the 3D-printed models is the capability to include 

multiple colors in a single model. This capability was fully exploit in the work of Chen, 

Lee, Flood and Miljanic.126 The authors proposed a simple procedure that allows for 

direct conversion of the crystallographic database entrances into the color models using 
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only freely available software. This methodology was fully embraced during the 

production of more than 30 models of different metallorganic frameworks.126  
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Chapter II. Computational Methods and Theory 

I. Density Functional Theory 

A. Electronic Density and the Basics of Density Functional Theory  

 All of the wave-function methods are based on solving the Schrödinger equation. 

     (1) 

In eq 1, E is the energy, and the electronic Hamiltonian, H, can be written as, 

   (2) 

Here ri is the spatial coordinate of electron i, rij is the distance between electrons i and j, 

rA and ZA are the spatial coordinate and the charge of nuclei A, respectively. 

Eq 1 shows that the total energy of the system, E, could be obtained by acting 

with H on the antisymmetric wave functions, ϕ(x1,x2,x3…xN) that describes the behavior 

of the electrons (xi represents ri and spin σi). Minimization of the energy by varying ϕ 

yields the ground state energy of the system. 

A conceptual difference between the wave-function methods and density 

functional theory (DFT) is the use of electron density instead of wave function by the 

later. Electron density, ρ, can be expressed as,  

    (3) 

Here ϕi is the one-electron wave function (molecular orbital) of electron i. The 

fundamental idea of the density functional theory is the Hohenberg-Kohn theorem, which 

states that the properties of the N-electron system are uniquely determined by an electron 

density. Based on this theorem, the ground state energy is represented as an electron 
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density functional, E[ρ]. This density functional can be written as a sum of the kinetic 

energy functional of electrons (T[ρ]), the nuclear-electron interaction (Vne[ρ]), and the 

electron-electron interaction (Vee[ρ]). 

    (4) 

The exact forms of the Vee[ρ] and T[ρ] are not known, thus the total energy of the system 

within DFT is described as,  

   (5) 

Where Ts[ρ] is the kinetic energy functional of the system with non-interacting electrons, 

J[ρ] is the classical Coulomb electron-electron repulsion, and EXC[ρ] is the exchange-

correlation functional that also accounts for the kinetic energy correction due to electron 

interaction. 

    (6) 

Finally, individual terms of eq 5 are expressed as, 

    (7) 

      (8) 

    (9) 

Where r1 and r2 are the spatial coordinates of the interacting electrons, and υext(r) is the 

external potential of the nuclei that is written as, 
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   (10) 

One can obtain the set of one-electron Kohn-Sham orbital equations by 

variational minimization of the energy functional in eq 5 with respect to molecular 

orbitals, 

    (11) 

    (12) 

Here εi is the one-electron energy, and υel is the mean-field potential due to the 

surrounding electrons.1,2 

 As seen from eqs 1-12, the only part of the energy density functional that is not 

known exactly is the EXC[ρ]. The expression for EXC[ρ] is not trivial and varies between 

different DFT functionals. The specific approaches to derivation of EXC[ρ] are discussed 

in the next subsection. 

 

B. Exchange-Correlation Functionals and Corrections 

Main types of exchange correlation functional can be separated into four groups: 

local density approximation (LDA), general gradient approximation (GGA), meta-GGA, 

and hybrid functionals. In LDA, the EXC is a functional of electron density only. The 

exchange part, EX, of the EXC is obtained from the uniform electron gas model,1,2 

   (13) 
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In eq 13, kF is the Fermi wavenumber, and e is the electron charge. The correlation part, 

EC, of the EXC cannot be expressed in a simple analytical form leading to the use of 

different complex expressions. The example of such expression is the widely used 

functional of Vosko, Wilk and Nusair (VWN).  

    

 (14) 

Here is the energy per particle, x=rs
1/2 and rs is the local Seitz radius, 

     (15) 

Other parameters within the eq 14 are defined as, X(x)=x2+bx+c and Q=(4c-b2)1/2, where 

x0, b and c are the empirical constants.3 The LDA usually overestimates the binding 

between atoms in molecules, which could lead to very large errors, especially when 

applied to chemical reactions.4 

 The natural development of the EXC is making it a functional of not only electron 

density, but also the gradient of density. This approach is called general gradient 

approximation (GGA).  

  (16) 

In eq 16 the  and  terms represent the density of electrons with spin +1/2 and -1/2, 

respectively. 
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One of the most popular functionals of the GGA-type was developed by Perdew, Burke 

and Ernzerhof (PBE). In the PBE functional, which is used in this work (Chapters III and 

IV), the correlation energy is written as, 

  (17) 

Here ζ is the relative spin polarization and t is the dimensionless gradient. These variables 

are defined as ζ=[ρ↑- ρ↓]/ρ and t=|∇ρ|/2ϑksρ, where ϑ is the spin-scaling factor, and ks 

is the Thomas-Fermi screening wave number, which are expressed as 

ϑ(ζ)=[(1+ζ)2/3+(1-ζ)2/3]/2 and  

       

    (21) 

Here ħ is the Planck constant, and m is the mass of electron. 

Finally, the expression for H is written as, 

  (22) 

  (23) 

In eqs 22-23, β and γ are empirical constants. As for EX, it is expressed as, 

    (24) 

The dimensionless gradient s is, 

    (25) 
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Here c is an empirical constant, and Fx(s) is, 

     (26) 

In the above equation, κ and µ are empirical constants.5 Despite the higher accuracy of 

GGA compared to LDA, the former has certain limitations, such as overestimating the 

atomization energies.4 

 A further improvement of the exchange correlation functional can be achieve by 

inclusion of the higher derivative of electron density and/or the orbital kinetic energy 

density (τ), as in meta-GGA functionals (MGGA) 

   

    (27) 

Here ϕi are the occupied Kohn-Sham orbitals, as in the eq 11. The TPSS functional 

developed by Tao, Perdew, Staroverov and Scuseria is one of the most widely used 

MGGA-type functionals. In this functional, used in Chapter III, the exchange part is 

defined as,6 

   (28) 

In eq 28, Fx is defined as,  

    (30) 

The density of kinetic energy, z, is expressed as, 
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   (31) 

The argument x in eq 30 is defined as, 

    

    

   (32) 

Here is written as, 

    (33) 

In eq 33, α has the following form, 

   (34) 

Here τunif is the kinetic energy density of uniform electron gas, 

    (35) 

As for the correlation energy in TPSS, it is based on the refined functional of Perdew, 

Kurth, Zupan and Blaha (PKZB)7 and is defined as, 

 (36) 

where  is expressed as,  
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    (37) 

The last term of eq 37 is,  

 (38) 

As for  C(ζ,ξ), it is expressed as, 

  (39) 

where C(ζ,0) and ξ are, 

  (40) 

     (41) 

In general, the accuracy of the GGA and meta-GGA functionals can be improved by 

addition of the Hartree-Fock (HF) exchange energy.4 The functionals that contain the HF 

exchange are called hybrid functionals. The EX within the HF formalism can be expressed 

as,1 

 (42) 

One of the most popular hybrid functional developed by Becke, Lee, Yang, Parr 

(B3LYP) is a linear combination of multiple density functionals and the Hartree-Fock 

exchange,8–11  

 (43) 

Here the exchange contribution (EX) is coming from HF, LDA and B88,11 while EC is 

defined by LYP10 and VWN functionals.  
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The accuracy of the hybrid functionals sometimes can be further improved by introducing 

the long-range correction. The idea of the long-range correction is based on the 

assumption that the mixture of  and in the hybrid GGA DFT exchange should 

be depend on the distance between the interacting electrons.12 The two-electron operator 

describing electron-electron interaction can be separated into the long-range (LR) and 

short-range (SR) potentials using the error function, erf(x).13  

    (44) 

Here y is the parameter that defines the transition between the SR and LR potentials. The 

first term in eq 44 is for the SR potential and it goes to zero when r12 goes to infinity, 

while the second term governs the long-range potential. In long range corrected density 

functional theory (LC-DFT), the hybrid GGA exchange is applied in SR, while the full 

Hartree-Fock exchange is utilized in LR,  

  (45) 

In eq 45 the  is the total long-range corrected exchange-correlation energy,  is 

the portion of HF exchange in hybrid functional, while the ,  and  

are the GGA exchange energy in SR, HF exchange energy in SR, and HF energy in LR, 

respectively. 

 Another correction that is often crucial for the DFT calculations is a dispersion 

correction. This correction can be important because DFT, in its original form, does not 

provide accurate description of the dispersion interactions. This is due to the fact that 

these interactions not only have long-range nature, but also are the result of electron 
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correlation. Thus the description of dispersion interactions purely by density-based 

formalism is nontrivial. Combination of DFT and the empirical dispersion correction 

(DFT-D) has been proven to be a computationally efficient way to treat systems with 

significant dispersion interactions, such as multiple layers of the graphene sheets.14,15 

Within the DFT-D formalism, the total energy of the system, EDFT-D, is defined as, 

EDFT-D = EDFT – Edisp     (46) 

Here the EDFT is the energy of the uncorrected DFT, and Edisp is the dispersion correction. 

The negative sign in eq 46 is a result of a convention. The empirical dispersion correction 

is defined as, 

   (47) 

 

In eq 47 , ,  are the dispersion coefficients of the n-th order for atom pair 

AB, the internuclear distance of this pair, and the scaling factor, respectively. As for 

, it is the damping function that helps to avoid near singularities for small 

internuclear distances and double-counting effects of correlation from EXC.  

   (48) 

Here αn are the empirical parameter, sr,n is the scaling factor, and R0
AB is the cutoff radii.  

Despite all advances in modern functionals, the DFT applicability and accuracy 

are not universal across the different molecular systems. In general, the results obtained 

with a given flavor of DFT can be trusted only if the methodology was validated on 

reference systems for witch the experimental data or the high-level computational results 
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are available.16,17 The reference systems should have the similar electronic structure, but 

can have the smaller size, thus this approach is feasible for majority of the computational 

problems.18,19 

 

II. High-Level Electronic Structure Methods 

A. Multi-Reference Configuration Interaction 

  In configuration interaction (CI) method the wave function, ϕ, is represented 

as,20,21 

     (49) 

Where  and cj are the expansion functions (ground and excited Slater determinants) 

and expansion coefficients, respectively. The expansion coefficients are defined 

variationally by energy minimization, which is mathematically can be expressed as 

∂Etrial/∂c=0. Here the energy, Etrial , is defined as an expectation value for the CI trial 

wave function, 

     (50) 

where H is the electronic Hamiltonian. Based on the eqs 50 and 51, the minimization 

energy problem can be defined as eigenvalue equation, 

      (51) 

Here k represents the order of excitation. The electronic Hamiltonian can be defined in 

terms of the creation (a+) and annihilation (a) operators for the molecular spin orbitals p, 

q, r, and s.  
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  (52) 

In eq 54, hpq is a one-electron integrals and (pq|rs) are the two-electron repulsion 

integrals. Alternatively, the Hamiltonian could be represented in terms of spin-adapted 

generators (Epq) and generator products (epqrs). 

   (53) 

 In the simpler single-reference version of configuration interaction, the CI 

expansion space is generated as the excitation from the reference Hartree-Fock 

determinant ϕ0, 

    

   (54) 

Here indices i, j, k, ... denote occupied orbitals, while a, b, c, ... label unoccupied (virtual) 

orbitals. Using the expansion function (excited determinants), ϕi
a describing single 

excitations, ϕij
ab double excitations, ϕijk

acb describing triple excitations, etc., one can 

construct the CI wave function as, 

 (55) 

In the multi-reference version of CI (MRCI), the reference determinant is replaced by a 

set of reference determinants,  
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   (56) 

Here Nref is the number of reference determinants in the expansion function. Based on the 

multi-reference expansions of eq 56, the MRCI wave function can be written as, 

   (57) 

The multi-reference wave function for MRCI is obtained using the multi-reference self-

consistent field (MCSCF) method.  In MCSCF both configuration expansion coefficients 

and molecular orbital coefficients are variationally optimized.20,21 To reduce the number 

of reference determinants the concept of orbital active space is introduced. Only 

excitations between the active space orbitals are included into MCSCF wave function. 

The electrons and orbitals within the active space are called the active electrons and 

active orbitals, respectively. The most common form of the MCSCF is the one in which 

the active electrons are distributed in all possible ways within the active space. This 

particular form of MCSCF, called complete active space self-consistent field (CASSCF), 

is widely used in MRCI and mutli-reference perturbation theory methods.22 
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B. Multi-Reference Perturbation Theory 

 Multi-reference perturbation theory is a less computationally expensive way to 

recover a large portion of electron correlation without relying on often very long CI 

expansion. In perturbation theory the total Hamiltonian, H, is split into the unperturbed 

Hamiltonian, H(0), and the perturbation operator, V, such that H=H(0)+V.23 The multi-

reference version of perturbation theory comes in several forms. In quasi-degenerate 

perturbation theory (QDPT), the effective Hamiltonian is based on the pure CI functions 

basis, and the energies of the states of interest are obtained upon diagonalization of this 

basis. The effective Hamiltonian to the second-order within QDPT, Heff, is defined by the 

expression,24  

 (58) 

Where A and B are the CI functions within the active space, I are the basis functions 

outside the active space, and E(0) are the zero-order (unperturbed) energies. The functions 

A and B are single configurations (determinants) and are mixed after the diagonalization 

of Heff, thus the QDPT is a single-configuration basis multi-state perturbation theory.  

 Another common form of multi-reference perturbation theory is the Rayleigh-

Schrödinger perturbation theory (RSPT) in which the reference function has a multi-

configurational character. If the CI and molecular orbital coefficients of the zero-order 

wave function are determined with CASSCF, and then the perturbation theory is applied 

on these wave functions, such approach is called multi-reference Moller-Plesset 

perturbation theory (MRMP). The effective Hamiltonian to the second-order within this 

approach is defined as, 
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  (59) 

Here α is the CASSCF wave functions, thus MRMP is a multi-configuration basis single-

state perturbation theory. 

 Yet another multi-reference perturbation theory approach comes from 

combination of QDPT and MRMP. This approach is called quasidegenerate perturbation 

theory with MCSCF reference functions (MCQDPT) and  in this approach could 

be defined by the formula, 

  (60) 

In eq 60, the reference functions α and β are multi-configurational. These reference 

functions are based on the state-averaged CASSCF, which makes MCQDPT a multi-

configuration basis multi-state perturbation theory. 

 

C. Coupled Cluster Methods 

 The coupled cluster methods are based on the description of ground-state wave 

function, ϕ, as the truncated many-body expansion, T, of Hartree-Fock determinant, ϕ0,25  

     (61) 

If the truncated many-body expansions are restricted to singly and doubly excited 

determinants, such approach is called coupled clusters with singles and doubles (CCSD). 

The addition of triply excited determinants expands CCSD to a coupled clusters with 

singles, doubles and triples (CCSDT), which could be further expanded with quadruples, 
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pentuples and so on. The differences between CCSD, CCSDT and higher expansions 

could be represented as, 

T=T1+T2 ⇒ CCSD       

T=T1+T2+T3 ⇒ CCSDT      

TN = T1+T2+T3 +…+TN ⇒ CCSDT…N   (62) 

In eq 62, N represents the order of excitation. The TN are obtained through the connected-

clusters form of the electronic Schrödinger equation, 

    

    (63) 

In eq 63 the ΔE is the correlation energy unaccounted by Hartree-Fock, HN is the part of 

Hamiltonian that describes correlation energy, H is the total electronic Hamiltonian, and 

subscript C denotes the connected clusters part of the Schrödinger equation. In case of 

CCSD, the TN are obtained by solving the following equations, 

    (64) 

Here ϕi
a and ϕij

ab are singly- and doubly-occupied excited configurations. After solving 

eq 64 for TN , one can calculate ΔE as, 

     (65) 

 It is possible to reduce the computational cost of CCSDT by calculating the 

contribution from triple excitations using the perturbation theory, as in CCSD(T). 25,26  
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III. Fragment Molecular Orbital Method 

A. Basics of Fragment Molecular Orbital Method 

 Fragment molecular orbital (FMO) method is based on the replacement of the 

molecular orbitals (MO) of entire system with the MO of the system’s fragments. Such 

replacement significantly reduces the computational cost and makes the fully quantum 

mechanical calculations feasible for a very large systems. The fragment MOs are 

calculated under the constraints that insure the MO localization within the individual 

fragment. To compensate for that localization the calculations of fragments’ energies are 

performed in the Coulomb field produced by the electron density of all other fragments. 

After the fragment energies are calculated, the calculations for all fragment pairs are 

performed. These calculations recover the quantum mechanical interactions between the 

fragments and partially account for possible charge transfer between the fragments. 

However, the pair fragment calculations recover the charge transfer only to a limited 

extent, which makes the FMO method suitable for systems with electron transfer 

localized to the neighboring fragments and inapplicable to the systems with a high degree 

of electron delocalization.  

The FMO calculation on propanol could be used as an example of the 

fragmentation scheme and the distribution of electrons between the fragments. The FMO 

calculation on propanol are not very meaningful from the practical point of view since the 

system is already relatively small, but it gives a clear example of the FMO fragmentation 

algorithm. The propanol molecule is divided into 4 fragments: one CH3, two CH2, and 

one OH fragments. The partition is done in such a way that both electrons from the 

covalent bond between two fragments are localized within one of the fragments. In case 
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of propanol, 8 electrons are assigned to the CH3 fragment (6 electrons from three C-H 

bonds, and 2 electrons from the carbon’s 1s orbital), 8 electrons are assigned to each of 

the CH2 fragment (4 electrons from two C-H bonds, 2 electrons from C-C bond, and 2 

electrons from the carbon’s 1s orbital), and 10 electrons are assigned to the OH fragment 

(2 electrons from C-O bond, 2 electrons from O-H bond and 6 electrons from oxygen that 

are not involved in bonding).27  

 To obtain the energies of each fragment, the following fragment Hamiltonian, HI, 

is used, 

HI = −
1
2
∇i
2 −

Zs

ri − Rs
+ dr2

pJ (r2 )
ri − r2

∫
J≠I

N

∑
s

all _atoms

∑
⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪i

nI

∑ +
1

ri − rji> j

nI

∑   (66) 

Where nI is the number of electrons in the fragment I, N is the number of fragments in the 

molecule, Zs is the nuclear charge of atom s, and pJ(r2) is the electron density of the 

fragment J. The fragment Hamiltonian includes the electrostatic potential from the 

electrons in the surrounding (N-1) fragments, as well as the electron-nuclear attractions 

from all nuclei in the molecule.  

 To make the FMO calculations more accurate, it is important to include a two-

body fragment-fragment interaction. This is done using the fragment pair Hamiltonian,27 

HIJ = −
1
2
∇i
2 −

Zs

ri − Rs
+ dr2

pK (r2 )
ri − r2

∫
K≠I ,J

N

∑
s

all _atoms

∑
⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪i

nI+nJ

∑ +
1

ri − rji> j

nI+nJ

∑   (67) 

Here K is the label for each pair of fragments. Similarly to HI, the Hamiltonian HIJ 

includes the electrostatic potential from electrons and nuclei in the surrounding (N-2) 

fragments. It is important to note that the electron distribution, pK(r), is obtained from the 

single fragment calculations and is not varied in the pair calculations. Solving the 
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Schrödinger equation using the Hamiltonians from eqs 66 and 67, with the selected level 

of theory, one can obtain the fragment energies EI, and the fragment pair energies EIJ. 

Based on these energies, the total energy of the whole system can be evaluated. If only 

the energies of individual fragments are used, than this type of the FMO calculations is 

denoted as FMO1, while the FMO calculations with fragment pairs is called FMO2. The 

total FMO2 energy can be expressed by the following equation.28  

EFMO2 = EFMO1 + (EIJ −EI −EJ )
I>J

N

∑    (68) 

 In eq 68, the EFMO1 and EFMO2 are the FMO1 and FMO2 energies, respectively. 

The FMO accuracy can be improved by including the calculation on fragment triples 

(FMO3), but this method is computationally expensive, and the previous studies 

demonstrate that the accuracy of FMO2 is sufficient for most of the systems. 

 

B. Scope and Applicability of FMO Method 

 The FMO method has been applied to many different complex systems. For 

example, using the FMO method, the structure of helical heparin oligosaccharides was 

predicted with RMSD of 0.586 Å compared to the experimental NMR structure. The 

FMO1-CIS(D) method was used to study the lowest n-p* state of hydrated formaldehyde. 

The solvatochromic shifts of uracyl and cytosine were characterized with FMO1-MCSCF 

and FMO1-CI. The FMO method was also successfully applied to study solid state 

systems and nanosystems. Examples include the study of the adsorption of small 

molecules on faujasite zeolites and solid phases of quinacridone.29 
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 In biochemistry, the FMO method was applied to a variety of problems, from 

DNA and RNA binding to protein-ligand interaction and enzymatic reactions.29,30 One of 

the reasons why the FMO method is proved to be useful in biochemical application is its 

ability to provide a pair density interaction analysis based on the fragment pairs 

calculations. The pair fragment analysis predicts not only the magnitude of the interaction 

between fragments, but also the contribution of the electrostatic and dispersion 

interactions to the total fragment interaction.31 Since the proteins consist of the amino 

acids, which are the “building blocks” of the protein chains, the pair fragment interaction 

analysis can be used as a tool to identify the residues that play a key role in different 

biochemical processes. 

 When it comes to quantum mechanical (QM) description of the large molecular 

systems, the alternative to fully QM fragment based methods is the quantum mechanics / 

molecular mechanics (QM/MM) method. In QM/MM, only part of the system is 

described with QM, while the rest of the system is treated with a classical MM force 

field.32	Despite the fact that QM/MM is less computationally demanding, the QM part of 

the system in these calculations is usually significantly smaller than the MM part, and 

treatment of the interactions between the QM and MM parts is a complicated task. In 

contrast, the FMO method simulates the entire system with a fully quantum mechanical 

approach and removes the problem of interaction between QM and MM regions, thus 

making the FMO method more universal than QM/MM.31 Moreover, the fragment-based 

nature of the FMO allows utilization of thousands of computational cores. Thanks to 

effective parallelization, the fully QM FMO calculations were carried out on the systems 

containing tens of thousands atoms.33 The universality and the computational efficiency 
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of FMO makes it an ideal method to study complex biological systems, such as the metal-

sulfur proteins.31 

 

IV. Nonadiabatic Spin-Forbidden Transitions Between Electronic States 

A. Nature and Role of Nonadiabatic Reactions 

 The conventional understanding of chemical reaction mechanisms implies the 

change of the nuclear arrangement as the reaction proceeds from reactants to products 

through transition state with nuclei moving on a single electronic potential energy surface 

(PES). However, many chemical reactions are accompanied by transitions between PESs 

of different electronic states. Reactions undergoing through such transitions are called 

nonadiabatic, as oppose to the conventional (adiabatic) reactions in which the nuclei are 

assumed to be moving on a single PES. Nonadibatic transitions could happen with or 

without change of the electronic spin and are called intersystem crossings (ISC) or 

internal conversions (IC), respectively.34 Therefore, the treatment of nonadiabatic 

reactions requires not only exploration of multiple PESs, but also prediction of the 

transition rates between these PESs. In statistical approach, the ISC transitions between 

PESs are assumed to happen at a minimum energy crossing point (MECP), which plays a 

similar role to a transition state in the adiabatic reactions (Figure 1). 
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Figure 1. Representation of an intersystem crossing between the potential energy 
surfaces of low spin (LS) and high spin (HS) electronic states. The gap between two 
adiabatic surfaces is approximately twice the spin-orbit coupling HSO, and ΔEMECP is the 
barrier between the minima and MECP.  
 

Examples of ISC include combustion,35,36 reactions in the atmosphere and in 

interstellar space,37,38 transition metal-based catalysis,39 and binding of small molecules 

to the active sites of metalloproteins.40–43 As for the IC, it plays a critical role in the visual 

perception,44,45 and in protection of living organism from UV light.34,46–50 

 

B. Nonadiabatic Transition State Theory 

In order to investigate the influence of spin-forbidden reactions for a given system 

one needs to calculate the probability of transition between two spin states. One way of 

calculating the transition probability is the Landau-Zener (LZ) theory, where it is 

assumed that the transition between two spin states is possible only at MECP (Figure 1). 

The double passage Landau-Zener (LZ) transition probability is defined as,51–53 
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   (69) 

   (70) 

To calculate the transition probability (PLZ), it is necessary to know spin-orbit coupling, 

HSO, reduced mass along the reaction coordinate, �, and the difference between the 

energy gradients of two spin states, �F, at MECP. 

By knowing the energy of the MECP structure, relative to reactants, and the 

probability of transition between spin states, it is possible to calculate the rate constant 

k(E) of spin-forbidden reaction,54–60 

    (71) 

Here h is the Planck constant, ρR(E) is the density of rovibrational states of the reactant, 

i.e. the density of rovibrational states at the minimum of initial electronic state, and 

N*
MECP(E) is the effective number of rovibrational states at the MECP that could be 

written as, 

  (72) 

Here ρMECP(E) is the density of rovibrational states at the MECP, E is the total 

internal energy of the system, and ε⊥ is the component of internal energy along the 

reaction coordinate that is orthogonal to the crossing seam 

The main disadvantage of the LZ formula is its inability to account for quantum 

tunneling through the barrier, which could be important for systems containing light 
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atoms. The LZ theory fails to predict non-zero probability of transition for internal 

energies of the system below the energy of MECP. To account for quantum tunneling 

through the MECP barrier the transition probability can be calculated using the weak 

coupling (WC) formula,53,61
 

  (74) 

Here Ai is the Airy function, and F is the geometric mean of the energy gradients. The 

quantum effects recovered by the WC formula are shown to be especially crucial for the 

reactions containing light atoms.62 
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Chapter III. Effect of H2 Binding on the Nonadiabatic Transition Probability 

Between Singlet and Triplet States of the [NiFe]-Hydrogenase Active Site 
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 Abstract 

We investigate the effect of H2 binding on the spin-forbidden nonadiabatic 

transition probability between the lowest energy singlet and triplet electronic states of 

[NiFe]-hydrogenase active site model, using a velocity averaged Landau-Zener theory. 

Density functional and multireference perturbation theories were used to provide 

parameters for the Landau-Zener calculations. It was found that variation of the torsion 

angle between the terminal thiolate ligands around the Ni center induces an intersystem 

crossing between the lowest energy singlet and triplet electronic states in the bare active 

site and in the active site with bound H2. Potential energy curves between the singlet and 

triplet minima along the torsion angle and H2 binding energies to the two spin states were 

calculated. Upon H2 binding to the active site, there is a decrease in the torsion angle at 

the minimum energy crossing point between the singlet and triplet states. The probability 

of nonadiabatic transitions at temperatures between 270 and 370 K ranges from 35% to 

32% for the active site with bound H2 and from 42% to 38% for the bare active site, thus 

indicating the importance of spin-forbidden nonadiabatic pathways for H2 binding on the 

[NiFe]-hydrogenase active site. 
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I. Introduction 

Hydrogenases are enzymes that catalyze both the proton reduction and oxidation 

of molecular hydrogen: 2H++2e− ⇌ H2, reactions relevant to clean energy storage and 

utilization.1–5 In nature the different classes of hydrogenases [NiFe]-hydrogenase,6 

[FeFe]-hydrogenase7 and [Fe]-hydrogenase8 are found in a variety of bacterial and 

archaeal organisms. [NiFe]-hydrogenase is arguably the most promising for future 

applications in catalyzing hydrogen production and oxidation in the presence of 

oxygen.9,10 Many structural models that resemble the [NiFe]-hydrogenase active sites 

and functional bioinspired models that mimic the [NiFe]-hydrogenase reactivity have 

been synthesized in the past decade.11–16 However, the reaction mechanism of proton 

reduction and hydrogen oxidation on functional models and its relevance to the true 

catalytic activity of [NiFe]-hydrogenase metalloenzyme are not completely 

understood.17,18 Further insight into the H2 binding on the active site is needed to 

understand the catalytic properties of [NiFe]-hydrogenase and aid into the creation of a 

functioning synthetic counterpart.  

Different catalytic states of [NiFe]-hydrogenase were investigated using pure 

quantum mechanics and hybrid quantum mechanics/molecular mechanics (QM/MM) 

methods.19–22 Several studies were dedicated to H2 binding on various models of the 

[NiFe]-hydrogenase active site, including isolated cluster models using density functional 

theory (DFT),23–26 and large partial protein chain models using a full DFT approach27,28 

and QM/MM technique.29 These studies demonstrate that the binding position and energy 

of H2 is highly dependent on the active site model and spin states of the metal centers. 

Thus, it is important to consider both the position of H2 binding and the possibility of H2 
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binding to different spin states of the active site. 

Our recent computational study of the EPR-silent Ni-SI model30 of hydrogenase 

suggests that the spin multiplicity of the ground electronic state strongly depends on the 

active site geometry.31 Rotation of the terminal thiolate ligands changes the Ni(II) 

coordination from planar to tetrahedral and results in an intersection of the lowest energy 

singlet and triplet electronic states. The triplet state of the active site has two unpaired 

electrons localized on the Ni(II) center, with the Fe(II) center in its low-spin singlet state. 

The unoccupied d-orbitals of the singlet state Fe(II) can accept electrons from the 

σ-orbital of H2 thus making Fe(II) a possible binding site for H2.32 The strong-field CN− 

and CO ligands are bound to the Fe(II) center keeping it in the low-spin singlet state 

regardless of the Ni center coordination. 

This study extends our previous work on the quasidegeneracy of electronic states 

with different spin multiplicities in the bare active site of [NiFe]-hydrogenase.31 Here we 

investigate the different H2 binding positions on the singlet and triplet states of the 

EPR-silent Ni-SI model of the active site. We also study the probability of spin-forbidden 

transitions between the singlet and triplet states of the bare active site and the active site 

with bound H2 using Landau-Zener theory.33–36 The computational details and Landau-

Zener theory are described in Section II. Subsection A describes the singlet-triplet 

conformers and H2 binding energies; subsection B presents the minimum energy crossing 

point (MECP) results; and subsection C discusses the nonadiabatic transition probability 

between singlet and triplet states. All results are summarized in section IV. 
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II. Computational Details 

  The electronic structure calculations were done with unrestricted DFT using 

PBE,37 BP86,38,39 TPSS40 and B3LYP41–43 functionals combined with bs144 and def2-

TZVP45 basis sets. The bs1 basis set consists of a Stuttgart basis set in combination with 

ECP10MDF effective core potential for Ni and Fe,46 and the 6-31G** basis set for all 

other atoms,47,48 whereas the larger def2-TZVP basis set provides a full electron 

description of Fe and Ni. It was previously shown that the PBE/bs1 level of theory is in 

semiquantitative agreement with CCSD(T)49 calculations on small complexes with a 

single Ni center.44 A recent study also demonstrated that singlet-triplet energy differences 

in the bare [NiFe]-hydrogenase active site calculated with PBE, BP86 and TPSS 

functionals are in close agreement with the CCSD(T) results.50  

A model of the [NiFe]-hydrogenase active site was constructed by replacing the 

cysteine (Cys) ligands with SCH3 groups (Figure 1a). The total electronic charge of the 

model was set to -2 to simulate the formal oxidation states of Ni(II) and Fe(II), 

corresponding to the EPR-silent Ni-SI form of the active site. A total of five initial H2 

binding positions were sampled by placing molecular hydrogen in the proximity of the Fe 

or Ni atoms, or in the three bridging positions between two metal atoms (Figure S1, 

Supporting Information). Initial geometries were optimized using the PBE, BP86, TPSS 

and B3LYP functionals with the bs1 basis set. Single point energy calculations were 

carried out using the def2-TZVP basis set on the optimized structures of the active site 

with bound H2. The binding energies were corrected with zero-point vibrational energy 

(ZPE) obtained from bs1 Hessian calculations. All calculations of binding energies were 

performed using the following formula: 
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    (1) 

where is the energy of active site with bound H2,  is the energy of the bare 

active site, and is the energy of H2. The effect of dispersion interactions on the H2 

binding energy was investigated through calculations utilizing the DFT-D3 Grimme 

scheme51,52 with def2-TZVP basis set. The effect of entropy on the binding energy was 

estimated using ideal gas, rigid rotor, and harmonic normal mode approximations at 

standard ambient temperature and pressure (T=298 K, P=1.01×105 Pa).  

 

Figure 1. (a) Small model of [NiFe]-hydrogenase active site. (b) Crystal field diagrams 
for square planar and tetrahedral geometries of Ni(II). Also shown is the torsion angle φ 
between planes α and β. Square planar and tetrahedral geometries correspond to φ equal 
to 0° and 90°, respectively. Methyl groups of the model are not shown for clarity. 
 

The torsion angle φ in Figure 1b is defined as an angle between planes α 

(S1-Ni-S2) and β (S3-Ni-S4). Because of the difficulty in constraining the torsion angle 

directly during geometry optimizations, the S2-Ni-S3 and S1-Ni-S4 bond angles were 

Ebind = Eact+H2
−Eact −EH2

,

Eact+H2 Eact

EH2
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frozen instead. A similar approach for freezing the torsion angle was previously used in 

the study of Ni[(SPR2)2N]2 complexes (R = Ph, Pr).53 The torsion angle was used as the 

reaction coordinate to study the triplet and singlet state energies as a function of the 

active site geometry. The crystal field diagram in Figure 1b, shows that a change of Ni 

coordination from square planar to tetrahedral leads to a change in the splitting of 

d-orbitals. Because of this splitting, the singlet electronic configuration is more favorable 

for square planar geometry, while the tetrahedral geometry favors the triplet state. 

Eight intermediate active site geometries were generated by linear interpolation of 

the internal coordinates between the lowest energy singlet and triplet minima. To 

generate a potential energy curve along the torsion angle, constrained optimization of the 

intermediate geometries was carried out. The MECP was located using the four density 

functionals in combination with the bs1 basis set, and also using the PBE/def2-TZVP 

level of theory. The GAMESS suite of programs was used for all electronic structure 

calculations.54,55 

The velocity averaged Landau-Zener (LZ) transition probability, , between 

the singlet and triplet spin states at the MECP was calculated in mass-weighted 

coordinates and atomic units as,34,36 

   (2) 

The LZ probability for the mass-weighted component of the nuclear velocity 

perpendicular to the intersection seam is defined as 

    (3) 
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with the Maxwell-Boltzmann weighted velocity distribution 

      (4) 

Substitution of eqs 3 and 4 into 2 yields the final expression for the velocity averaged LZ 

transition probability, 

   (5) 

where HSO is the spin-orbit coupling between two spin states, |Δg| is the difference in the 

mass-weighted energy gradients of the potential energy surfaces at the MECP between 

the two spin states, kB is the Boltzmann constant, T is the temperature and  is the mass 

weighted velocity. The details of obtaining |Δg| from MECP calculations are described in 

the Supporting Information. Spin-orbit coupling (SOC) at the MECP was calculated 

using the Breit-Pauli approximation56 by multiconfigurational quasidegenerate second-

order perturbation theory (MCQDPT2).57,58 The zero-order wave function for MCQDPT2 

calculations was of the CASSCF(2,2)59,60 type with two electrons on the HOMO and 

LUMO orbitals in the singlet state, and with two electrons on the SOMO orbitals in the 

triplet state (Figure S2, Supporting Information).  

 

III. Results and Discussion 

A. H2 Binding to the [NiFe]-Hydrogenase Active Site 

 Of the five total conformations sampled, after geometry optimization, only two 

lowest energy singlet (S1, S2) and two lowest energy triplet (T1, T2) conformers were 

obtained with bound H2 (Figure 2a). The lowest energy singlet (S) and triplet (T) 
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geometries of the bare active site are shown in Figure 2b. All density functionals used in 

this study produce similar optimized geometries. In all cases of H2 adsorption on the 

unconstrained active site, only binding to the Fe center is observed, and the structures 

with H2 bound to Ni were not found. The main differences between the conformers of a 

given spin state can be attributed to the relative positions of the methyl groups. The Ni 

coordination is found to be pseudo square planar for singlet conformers (S, S1, S2) and 

pseudo tetrahedral for triplet conformers (T, T1, T2).  

 

Figure 2. (a) Lowest energy singlet (S1, S2) and triplet (T1, T2) state conformers of the 
active site with bound H2. (b) Lowest energy singlet (S) and triplet (T) state conformers 
of bare active site. The hydrogen atoms of methyl groups are not shown for clarity. 
 

Table 1 summarizes the relative energies of the singlet and triplet conformers 

obtained with different levels of theory. For bare active site conformers, the energy of the 

singlet state (S) is lower than the energy of the triplet state (T) according to PBE, BP86, 

and TPSS calculations, whereas B3LYP predicts the triplet state to be lower in energy. 

The ordering of the states predicted by B3LYP for the bare active site is inconsistent with 

recently reported CCSD(T) results.50 The bare active site relative energy between singlet 

and triplet states obtained using PBE and BP86 functionals with def2-TZVP basis set are 

12.5 and 12.9 kcal/mol, respectively. These values are in reasonable agreement with the 
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CCSD(T) relative energy of 13.6 kcal/mol that is obtained using a smaller active site 

model with SCH3 ligands replaced by SH groups. It was estimated that the SCH3 ligands 

stabilize the singlet state by an additional 4.8 kcal/mol.50 
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Table 1. Relative Energies (kcal/mol) of the Singlet (S) and Triplet (T) Conformers of 
Bare Active Site and Active Site Conformers with Bound H2 (S1, S2, T1, T2) Obtained 
with Different Levels of Theory.  

 

PBE   BP86   TPSS   B3LYP 

bs1 def2-
TZVP   bs1 def2-

TZVP   bs1 def2-
TZVP   bs1 def2-

TZVP 
Bare active site 

S 0.0 0.0  0.0 0.0  0.0 0.0  0.0 0.0 
T 7.5 12.5 

 7.2 12.9  4.5 10.6  -5.6 -0.4 

 
Active site with bound H2  

S2 0.0 0.0  0.0 0.0  0.0 0.0 0.0 0.0 	
S1 1.4 2.2  1.3 2.1  1.5 2.3 1.3 1.4 
T2 2.6 8.9   2.6 8.9   -0.3 6.6 -9.5 -2.6 
T1 5.0 11.7  4.9 11.2  2.1 9.1 -7.0 -0.3 

aFor the bare active site, the energies are relative to the singlet conformer (S). For the 
active site with bound H2, the energies are relative to the singlet conformer (S2). The 
geometries were optimized with bs1 basis set. 
 

Regarding the active site with bound H2, the PBE, BP86, and TPSS functionals 

with def2-TZVP basis set predict the same energy ordering of the conformers 

(ES2 < ES1 < ET2 < ET1), with the singlet states being lower in energy than the triplet 

states. As in the case of the bare active site, B3LYP predicts the triplet conformers to 

have lower energies than the singlet conformers (ET2 < ET1 < ES2 < ES1). H2 binding leads 

to a decrease in the relative energy between the lowest energy singlet (S2) and triplet 

(T2) states by 2.2 − 4.0 kcal/mol according to the calculations with def2-TZVP basis set. 

Table 1 shows that the use of a larger def2-TZVP basis set is necessary to obtain accurate 

relative energies for the singlet and triplet states. In contrast, the basis set effect on 

optimized geometries is negligible as evident from the relative energy of the T2 state 

calculated with PBE/def2-TZVP for the bs1 optimized geometry (8.9 kcal/mol) and for 

geometry optimized with the larger def2-TZVP basis set (8.8 kcal/mol). 
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The H2 binding energies, with and without ZPE correction, calculated with def2-

TZVP basis set using bs1 optimized geometries are shown in Table 2. Calculations using 

the bs1 basis set predict similar values for the binding energies (Table S1, Supporting 

Information). Negative binding energies, defined by eq 1, correspond to energetically 

favorable stable bound states, while positive binding energies indicate metastable states. 

The H2 binding energies for the singlet (S1, S2) and triplet (T1, T2) conformers were 

calculated with respect to the energies of the singlet (S) and triplet (T) conformers of the 

bare active site, respectively. As can be seen from Table 2, the ZPE correction reduces 

the binding strength of H2 by as much as 5.5 kcal/mol (TPSS T2 conformer) due to a gain 

in the vibrational degrees of freedom. The ZPE corrected H2 binding energy for the T2 

conformer varies between -2.4 kcal/mol (PBE and TPSS) and -1.1 kcal/mol (BP86). 

These values are in reasonable agreement with other studies using the active site model 

with B3LYP (-2.7 kcal/mol),24 and the active site model constrained to the X-ray 

structure with B3LYP and TPSS (-2.7 and -3.6 kcal/mol).25 To estimate the basis set 

effect we calculated the H2 binding energy for S2 and T2 conformers using the PBE 

functional with large def2-QZVPP basis set. These calculations yield ZPE-corrected 

binding energies of 0.3 and -2.1 kcal/mol for S2 and T2 conformers, respectively. These 

energies are different by only 0.4 and 0.3 kcal/mol from the values calculated with def2-

TZVP basis set. Thus the basis set errors in the def2-TZVP calculations are expected to 

be smaller than 1 kcal/mol.  
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Table 2. Binding Energies of H2 (kcal/mol), with and without ZPE Correction, for the 
Singlet (S1, S2) and Triplet (T1, T2) Active Site Conformers Calculated with def2-TZVP 
Basis Set Using Equation 1. 
		 PBE BP86 TPSS B3LYP 

S2 -3.9 -1.9 -3.9 -4.0 
S1 -1.7 0.2 -1.6 -2.6 
T2 -7.5 -5.9 -7.9 -6.3 
T1 -4.6 -3.6 -5.4 -3.9 

ZPE Corrected Calculations 
S2 0.7 2.4 0.7 0.9 
S1 2.3 5.0 2.6 1.7 
T2 -2.4 -1.1 -2.4 -2.2 
T1 -0.4 1.6 -0.8 -0.1 

 

We also investigated the effects of dispersion interactions and the loss of 

translational and rotational entropy on the H2 binding energies (Table S2, Supporting 

Information). The addition of the Grimme’s dispersion correction lowers the binding 

energies (predicts binding to be more energetically favorable) by as much as 6.7 

kcal/mol. In contrast, the loss of entropy increases the binding energies by as much as 

11.1 kcal/mol. Binding energies for the T2 conformer calculated with ZPE, dispersion 

and entropy corrections are positive (from 2.1 to 4.7 kcal/mol depending on the 

functional) indicating a metastable binding of H2 to the active site.  It is important to 

point out that including dispersion and entropy corrections does not change the prediction 

that T2 and S2 conformers are the most stable among the triplet and singlet conformers, 

respectively. 

The bonding between H2 and Fe was analyzed for the T2 conformer using Foster-

Boys localized molecular orbitals. The nonclassical three-center, two-electron bonding 

between H2 and the Fe center involves two types of partial electron transfers.32 Electron 

donation occurs from the σ-orbital of H2 to the 3dz2 and 4s orbitals of Fe (Figure 3a). 
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Electron back-donation from the 3dxz and 3dyz orbitals of Fe to the σ*-orbital of H2 is also 

observed (Figure 3b).  

 

Figure 3. Foster-Boys localized molecular orbitals involved in the H2 binding to the 
Fe(II) center of the active site; (a) electron donation from σ-orbital of H2 to 3dz2 and 4s 
orbitals of Fe(II); (b) back-donation from 3dxz and 3dyz orbitals of Fe(II) to 
σ*-orbital of H2. 
 

B. Singlet-Triplet States Crossing 

To investigate the intersystem crossing between the singlet and triplet states of the 

lowest energy conformers S2 and T2, we calculated the potential energy curves between 

S2 and T2 minima and located the singlet-triplet MECP. The relative energies and torsion 

angles for the singlet minimum, triplet minimum, and MECP are shown in Table 3, for 

the bare active site and for the active site with bound H2. All four functionals produce 

similar values of the torsion angle for the singlet and triplet minima. The torsion angle for 

the bare active site ranges from 14.5° to 20.2° for the singlet minimum and from 90.8° to 

93.9° for the triplet minimum. For the active site with bound H2, the torsion angle ranges 

from 16.4° to 19.2° and from 76.4° to 78.1° for the singlet (S2) and triplet (T2) states, 

respectively. The geometry of the triplet (T2) state becomes less tetrahedral upon H2 

binding, resulting in a 15° reduction of the torsion angle. With respect to the MECP(S/T) 

for the bare active site, the calculated PBE, BP86, and TPSS torsion angles (58.7° – 
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64.1°) are in good agreement with our earlier estimated range (59.2° – 65.6°) based on 

CCSD(T) calculations.31 The binding of H2 to the active site decreases the MECP(S2/T2) 

torsion angle to between 48.7° and 54.0°, as calculated with the three functionals above. 

The B3LYP functional underestimates the MECP torsion angle, predicting more square 

planar geometries. Using the larger def2-TZVP basis set with the PBE functional results 

in an MECP(S2/T2) torsion angle of 56.9°, only 2.9° larger than calculated with 

PBE/bs1. 
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Table 3. Relative Energies (kcal/mol) and Torsion Angles (Degrees) for the Singlet 
Minima, Triplet Minima and MECP for the Bare Active Site (S, T, MECP (S/T)) and for 
the Active Site with Bound H2 (S2, T2, MECP (S2/T2)) Obtained with the bs1 Basis Set.a  

 PBE BP86 TPSS B3LYP 
Conformer S     

ES 0.0 0.0 0.0 0.0 
ET 21.6 22.6 20.8 6.8 
φ 16.5 14.5 18.5 20.2 
     

Conformer T     
ES 14.0 14.2 13.9 7.7 
ET 7.5 7.2 4.5 -5.8 
φ 91.2 90.8 90.8 93.9 

     
MECP (S/T)     

ES=T 9.9b 9.8 8.2b 0.8b 
φ 63.6b 64.1 58.7b 33.8b 
     

Conformer S2     
ES 0.0 0.0 0.0 0.0 
ET 16.2 16.1 11.8 1.8 
φ 19.2 19.2 16.4 17.5 
     

Conformer T2     
ES 9.9 9.8 9.0 19.3  
ET 2.6 2.6 -0.3 -9.5 
φ 76.4 76.9 76.7 78.1 
     

MECP (S2/T2)     
ES=T 5.4 5.3 4.1 1.6 
φ 54.0 53.9 48.7 28.9 

aFor the bare active site, the energies are relative to the singlet conformer (S). For the 
active site with bound H2, the energies are relative to the singlet conformer (S2). The 
energies of singlet and triplet states are labeled as ES and ET, respectively. bValues from 
the previous study (ref. 31). 
 

The potential energies of the singlet and triplet states with varying torsion angle, 

calculated for the active site with bound H2, are shown in Figure 4a (PBE), b (BP86), c 

(TPSS) and d (B3LYP). The strong dependence of the relative energies of the singlet and 
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triplet states on the torsion angle between the thiolate ligands is clearly shown. There is 

an intersection between the potential energy curves of the two spin states, as predicted by 

all four functionals. The intersection geometries and energies in Figure 4 are similar to 

those found using the MECP search algorithm and reported in Table 3. The value of the 

torsion angle at the intersection (and at the MECP(S2/T2)) predicted by B3LYP differ 

significantly from the other functionals. In the next section we focus on the probability of 

nonadiabatic spin-forbidden transitions between the singlet and triplet states of the active 

site at the MECP geometry. 

 

Figure 4. Energies of the singlet and triplet states of the active site as a function of torsion 
angle φ calculated with bs1 basis set and four different functionals: (a) PBE, (b) BP86, (c) 
TPSS and (d) B3LYP. The methyl groups and Fe ligands are not shown for clarity. The 
values of torsion angle are not equally spaced because of small uncontrollable rotations of 
the thiolate ligands during constrained geometry optimization. 
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C. Probability of Transition Between Spin States 

 In order to calculate the Landau-Zener probability of transition between the 

singlet and triplet states (eq 5), the SOC was obtained with the MCQDPT2 method using 

6-31G** and def2-TZVP basis sets. The all-electron 6-31G** basis set was used to 

calculate the SOC for active site geometries optimized with the bs1 basis set to account 

for core electron contributions. The MECP geometries found with the PBE/bs1 and 

PBE/def2-TZVP levels of theory were used in the SOC calculations. 

For the active site with bound H2, the SOC values calculated with 6-31G** and 

def2-TZVP basis sets are 79 and 83 cm-1, respectively. As for the bare active site, the 

def2-TZVP calculation produced a SOC of 102 cm-1. These values are comparable to the 

SOC in another iron-containing complex, Fe(CO)4 with a SOC of 66 cm-1.61 The 

difference between the singlet and triplet mass-weighted gradients, |Δg|, for the active 

site with bound H2, obtained at the PBE/bs1 level of theory is 1.04×10-4 Eh me
-1/2 a0

-1. 

Calculations with the larger def2-TZVP basis set predict a similar value of 

1.57×10-4 Eh me
-1/2 a0

-1. As for the bare active site, |Δg| was found to be 

1.71×10-4 Eh me
-1/2 a0

-1 based on the PBE/def2-TZVP calculation. 

The Landau-Zener probability of transition between the singlet and triplet states 

of the bare active site and the active site with bound H2, in the 0-500 K temperature range 

is shown in Figure 5. In the earlier study31 we demonstrated that the MECP geometry 

closely resembles the X-ray structure of the active site in [NiFe]-hydrogenase.27,62–64 We 

assume that the energy required to reach the MECP from the singlet or triplet minimum is 

provided by the protein backbone, and the temperature corresponds to the energy of the 

active site with respect to the MECP geometry. Therefore, the calculated probabilities 
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represent the statistical likelihood of transition between the spin states of the active site at 

the MECP. To investigate the influence of different factors on the singlet-triplet transition 

probability we focused on the temperature range of 270-370 K. In this temperature range 

the transition probability for the bare active site, calculated with the SOC and |Δg| values 

obtained using PBE/def2-TZVP MECP geometry, decreases from 42% to 38%. The 

binding of H2 to the active site reduces the transition probability, resulting in values 

spanning the range of 35%−32%. Thus for the bare active site and the active site with 

bound H2, the transition probability changes only by 4% and 3%, respectively, in 

270-370 K temperature range. The choice of density functional has small effect (less than 

3%) on the transition probability (Figure S3, Supporting Information), with |Δg| obtained 

using the three functionals (PBE, BP86 and TPSS) with the bs1 basis set. Increasing the 

basis set size from bs1 to def2-TZVP shifts the transition probability down by 7%.  

 

Figure 5. Landau-Zener transition probabilities between the singlet and triplet states of 
the bare active site and the active site with bound H2 as functions of temperature. The 
mass-weighted gradients and spin-orbit coupling were calculated with PBE and 
MCQDPT2, respectively, using def2-TZVP basis set. 
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IV. Conclusions 

We investigated the nonadiabatic spin-forbidden transitions between the lowest 

energy singlet and triplet states of the bare active site of [NiFe]-hydrogenase and the 

active site with H2 bound on the Fe center. Density functional and multireference 

perturbation theories were used to provide parameters for the Landau-Zener calculation 

of transition probabilities. Binding of H2 to the active site preserves the singlet-triplet 

intersystem crossing, induced by rotation of the terminal thiolate ligands, as demonstrated 

in our earlier work on the bare active site.31 In comparison to the bare active site, the 

MECP geometry of the active site with bound H2 is characterized by a smaller torsion 

angle between the terminal thiolate ligands.  

Landau-Zener theory predicts changes in the spin-forbidden transition probability 

of the bare active site model from 42% to 38%, in the temperature range of 270-370 K. 

For the active site with bound H2 the transition probability is reduced, with values from 

35% to 32% along the same temperature range. Our predicted transition probabilities are 

of a greater magnitude than the values calculated for other Fe containing reactions, such 

as the addition of carbon monoxide to iron tetracarbonyl (5%),61 and CO ligand 

recombination in myoglobin (<1%).65 The higher transition probabilities between the 

singlet and triplet states of the active site are primarily related to the nature of the reaction 

coordinate associated with intersystem crossing. This reaction coordinate is best 

described by the internal rotation of the terminal thiolate ligands in the active site rather 

than by the distance change between the molecules as in other Fe containing reactions. 

The internal rotation is characterized by the smaller value of the gradient difference 

between the PESs of two spin states and therefore by the higher transition probability.  
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The high transition probabilities indicate that the nonadiabatic spin-forbidden 

transitions between the lowest energy singlet and triplet states could play an important 

role in the catalytic activity of [NiFe]-hydrogenase. The active site model used in this 

study does not fully account for the effect of the protein backbone on the active site. In 

the future we plan to investigate how the protein backbone influences the probability and 

rate of nonadiabatic transitions between the spin states of the [NiFe]-hydrogenase active 

site. 
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Abstract 

Rubredoxin is a small iron-sulfur protein involved in biological electron transfer, 

which is accomplished by changing the oxidation state of the iron atom in the active site. 

We investigate the possibility of spin-forbidden transitions between the lowest energy 

electronic states with different spin multiplicities in the rubredoxin active site models 

[Fe(SCH3)4]n (n=2-, 1-, 0) using nonadiabatic transition state theory (NA-TST). The 

equilibrium structures, minimum energy crossing point structures and Hessians were 

obtained with density functional theory. The spin-orbit coupling (SOC) was calculated 

with the complete active space configuration interaction method using the two-electron 

spin-orbit Breit-Pauli Hamiltonian. We found several crossings between the lowest 

energy spin states associated with the changes in Fe coordination. However, only 

triplet/quintet crossings in [Fe(SCH3)4]2- and [Fe(SCH3)4]0, as well as a quartet/sextet 

crossing in [Fe(SCH3)4]1- are characterized by nonzero first-order SOC responsible for 

transitions between these spin states. The rates of spin-forbidden transitions in the 

[Fe(SCH3)4]2- complex are 1 and 2 orders of magnitude higher than the rates in the 
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[Fe(SCH3)4]1- and [Fe(SCH3)4]0 complexes, respectively. These rate differences are 

related to a large variation of the SOC between the complexes with different charges, 

which in turn comes from different molecular orbitals involved in the spin-flip 

transitions. Finally, we demonstrate that the differences between the NA-TST rates and 

the rates calculated under the assumption of completely spin-allowed transitions could be 

as large as 4 orders of magnitude. This means that even in qualitative discussions of the 

reaction mechanisms involving changes in spin states the partially spin-forbidden nature 

of the transitions between these states must be taken into account. 

 

I. Introduction 

Rubredoxin is a protein that is essential for electron transfer in many biological 

systems.1 It is involved in variety of enzyme-catalyzed processes, such as nitrate 

reduction,2 alkane oxidation,3 methanogenesis,4 carbon fixation5 and detoxification of 

reactive oxygen species.6,7 Rubredoxin plays a crucial role in photosystem II activity 

within a broad variety of oxygenic organisms.8 Finally, the recent study suggests that the 

rubredoxin-like site could act as an auxiliary iron source to the damaged catalytic center.9 

Because the investigation of electronic properties of the rubredoxin active site within the 

protein is challenging, often the studies are focused on synthetic analogs of the active 

site.10
 The simplest synthetic analog that resembles the active site of rubredoxin is the 

[Fe(SCH3)4]n- complex in which the cysteines of rubredoxin are replaced by SCH3 

ligands. The electron adiabatic detachment energy (ADE) of the [Fe(SCH3)4]- complex 

has been obtained from both theoretical approaches10,11 and spray photoelectron 

spectroscopy (SPES),12,13 and thus can be used to estimate the accuracy of chosen 
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computational methods. Among the benefits of SPES is the capability of measuring the 

ADE in the gas phase, which makes the experimental conditions similar to the conditions 

of electronic structure calculations in vacuum.  

The [Fe(SCH3)4]2- and [Fe(SCH3)4]- complexes have the iron atom in the most 

biologically relevant formal oxidation states Fe(II) and Fe(III), respectively. In the 

[Fe(SCH3)4]0 complex, the loss of the extra electron is mostly associated with ionization 

of sulfur atoms of the ligands.14 Nonetheless, in the present study, the analysis of the 

molecular orbitals of [Fe(SCH3)4]0 shows that the valence orbitals of this complex have 

some contributions from the atomic orbitals of Fe. Therefore, here we consider 

complexes with three different charges, [Fe(SCH3)4]n (n=2-, 1-, 0).  

The rubredoxin active site has several low-lying electronic states with different 

spin multiplicities11,12 indicating a potential importance of nonadiabatic spin-forbidden 

transitions during electron transfer. Moreover, earlier it was shown that rubredoxin active 

site exhibits spin crossover during the homolytic cleavage of the Fe-S bond.15 Thus, spin-

forbidden transitions induced by a minor change in the geometry of the active site could 

affect the efficiency of electron attachment to or detachment from the active site. Earlier 

we showed that the spin-forbidden transitions between the lowest energy spin states in 

the metal-sulfur protein [NiFe]-hydrogenase could be responsible for the unique catalytic 

activity of this enzyme toward hydrogen oxidation/reduction.16,17 In this work, we 

investigate the possibility of similar spin-forbidden transitions between the lowest energy 

electronic states in the rubredoxin active site models using the nonadiabatic transition 

state theory (NA-TST).18–20 The electronic structure methods and NA-TST are described 

in sections II and III, respectively. The results are presented in section IV: in Subsection 
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A, we discuss crossings between the low lying electronic states with different spin 

multiplicities; in subsection B, we focus on the NA-TST rate constants for spin-forbidden 

transition between these states. The main findings are summarized in section V.  

 

II. Computational Details 

The rubredoxin active site model [Fe(SCH3)4]n was assumed to be in the “crystal” 

S4-like conformation10 (Figure 1). The total charge of the model was set to n=2-, 1- and 0 

to simulate the different oxidation states of the active site. We focused on three lowest-

energy electronic spin states (singlet, triplet and quintet for n=2-, 0; and doublet, quartet 

and sextet for n=1-). The geometry of the active site model was optimized with 

unrestricted density functional theory (DFT) using PBE,21 B3LYP22–24 and LC-BLYP25,26 

functionals with 6-31G**27,28 and def2-TZVP29 basis sets. 

 

Figure 1. Rubredoxin active site model. Torsion angle α describes rotation of planes p1 
(S1-Fe-S2) and p2 (S3-Fe-S4) with respect to each other. Angle β is defined as the angle 
between planes S1-Fe-S3 and S2-Fe-S4; angle γ is defined as the angle between planes 
S2-Fe-S3 and S1-Fe-S4. 
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For each pair of spin states, the cross sections of potential energy surfaces were 

built by linearly interpolating geometries between the equilibrium structures of the two 

states optimized with the PBE density functional. Single-point energy calculations were 

carried out at each interpolated geometry. For each pair of crossing spin states, the 

geometry closest to the intersection was used as an initial guess in the minimal energy 

point (MECP) search calculation. At the MECPs, energy gradients and Hessians were 

calculated for each crossing spin state. The spin-orbit coupling (SOC) at MECP was 

computed using the complete active space configuration interaction (CASCI) method30 

with (n, n) active space, where n is the number of singly occupied molecular orbitals in 

the high-spin state. The molecular orbitals for the CASCI-SOC calculations were 

obtained from the restricted open-shell Hartree-Fock (ROHF) calculations on the high-

spin state. The GAMESS suite of programs31,32 was used for the DFT, ROHF and 

CASCI-SOC calculations. To obtain high accuracy ADEs we also carried out the 

CCSD(T) calculations using the Molpro package.33,34 The ADEs were calculated as the 

energy differences between the [Fe(SCH3)3]2-/[Fe(SCH3)3]- and the [Fe(SCH3)3]-

/[Fe(SCH3)3]0 minima for triplet/quartet and quintet/sextet spin states, respectively. In 

these calculations the def2-TZVP basis set was used. In addition, to compare our 

optimized geometries and ADEs with previously reported B3LYP/6-31G** values10 we 

calculated these properties at the same level of theory.   

We calculated the canonical (temperature-dependent) and microcanonical (energy 

dependent) probabilities of spin-forbidden transitions between the pairs of spin states at 

the MECPs. The canonical probabilities were obtained by convoluting the velocity-

dependent version of the Landau-Zener (LZ) formula with Maxwell-Boltzmann velocity 
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distribution for the temperature range between 200 and 300 K. The microcanonical 

probabilities were obtained with the energy-dependent LZ and weak coupling (WC) 

formulas. These probabilities were used to calculate the microcanonical rate constants of 

spin-forbidden transitions with NA-TST for the internal energy range from 0 to 30 

kcal/mol.  

 

III. Theoretical Methods 

 The rate constants for transitions between electronic spin states were calculated 

with nonadiabatic transition state theory (NA-TST).18,19,35,36 In NA-TST, the 

microcanonical rate constant k(E) for transition between electronic spin states can be 

calculated as19,36–41 

k(E) =
NMECP
* (E)
hρR (E)

,       (1) 

where h is the Planck’s constant and ρR is the density of rovibrational states of reactants. 

The effective number of rovibrational states at the MECP, N*
MECP(E), is

 

NMECP
* (E) = ρMECP (E −ε⊥ )Ptrans (ε⊥ )dε⊥

0

E

∫ ,     (2) 

where ρMECP is the density of rovibrational states at the MECP, E is the total internal 

energy of the system, and ε⊥ is the component of internal energy along the reaction 

coordinate (and orthogonal to the crossing seam). Harmonic frequencies at the MECP 

were calculated by diagonalizing the effective Hessian.36,42 The rovibrational density of 

states were calculated by convoluting the vibrational density of states, obtained using 

direct counting method,43 with densities of rotational states for classical asymmetric 
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top.44,45 The transition probability between spin-diabatic states was calculated using the 

double passage LZ formula46–49  

Ptrans = P
LZ + (1−PLZ )PLZ ,     (3) 

PLZ ε⊥( ) =1− exp −
2πHSO

2

! ΔG
µ⊥

2 ε⊥ −EMECP( )

$

%
&&

'

(
)),    (4) 

where HSO is the SOC constant, EMECP is the MECP energy relative to reactants, µ⊥ is the 

reduced mass along the reaction coordinate, and ΔG is the difference of energy gradients 

of the two crossing spin states at MECP. The SOC constant, used to calculate the 

transition probability between the spin-diabatic states with spins S and S´ and magnetic 

quantum numbers MS and MS´, 

HSO
2 =  SMS ĤSO

BP !S !MS

2

!MS  = − !S

!S

∑
MS  = −S

S

∑  ,    (5) 

is obtained using the Breit-Pauli Hamiltonian ĤSO
BP .50 To estimate the importance of 

quantum tunneling through the MECP barrier the transition probability was also 

calculated using the WC formula49,51 (Supporting Information). 

Because NA-TST is a generalization of traditional transition state theory (TST) to 

nonadiabatic processes, it is based on similar assumptions and has same limitations. As a 

local theory, NA-TST is expected to fail in cases where nonlocal dynamic effects are 

important, including multistep reactions with short-lived intermediates and reactions at 

high temperature. In general, the nonlocal nature of reaction trajectories that do not 

follow along the minimal energy reaction path through MECP can be described with 

nonadiabatic molecular dynamics.45,52–55 However, the applicability of nonadiabatic 
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molecular dynamics is restricted to relatively small systems and fast reaction rates, 

whereas NA-TST can be used to study large complex systems with both fast and slow 

spin-forbidden transitions.18,19,56 Here we focus on a simple one-step unimolecular 

reaction at biologically relevant temperatures; therefore, the use of NA-TST is well 

justified. 

To obtain a simple estimate for the temperature-dependent transition probability, 

the velocity-averaged probability was calculated as17,57,58  

PLZ (T ) =1− 2
πkBT
"

#
$

%

&
'

1/2

exp −2πHSO
2

!υ ΔGµ

−
υ 2

2kBT

"

#
$$

%

&
''dυ

0

∞

∫ ,    (6) 

where ΔGµ is the difference of mass-weighted energy gradients of two crossing spin 

states at MECP, kB is the Boltzmann constant, T is the temperature, and υ is the mass 

weighted velocity along the reaction coordinate. It is important to notice that in eq 6, it is 

assumed that at T=0 the system is already at the MECP. This assumption can be justified 

if the active site structure is constrained to the MECP geometry by the protein backbone, 

as in NiFe-hydrogenase.16,17 This is not necessary the case in rubredoxin; however, the 

velocity-averaged transition probability is still useful as a simple parameter 

characterizing the probability of transition in the active site model. 

 

IV. Results and Discussion 

A. State Crossings and MECPs 

Because it was demonstrated that pure density functionals are more accurate than 

hybrid functionals at predicting the energy gap between the lowest energy spin states of 

the metal-sulfur complexes similar to Fe(SCH3)4
16,59

 most of the calculations were 
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performed using the PBE functional. However, we also carried out the B3LYP 

calculations to compare our results with previously reported theoretical geometries and 

adiabatic detachment energies (ADEs) of Fe(SCH3)4 complexes. The ADEs were also 

calculated with MP2, CCSD, and CCSD(T) methods at the PBE/def2-TZVP optimized 

geometries. The obtained results, with possible exception of the ADE for [Fe(SCH3)4]- 

calculated with PBE density functional, are in reasonable agreement with the previously 

reported theoretical and experimental values (Tables S1 and S2).10,12,13 

To determine if crossings between the lowest energy spin states can occur as the 

geometry of the [Fe(SCH3)4]n complexes changes between the equilibrium geometries 

(minima) corresponding to different spin states, we calculated energies of all spin states 

at each equilibrium geometry. We found four different crossings between the lowest 

energy singlet, triplet and quintet states in the [Fe(SCH3)4]2- and [Fe(SCH3)4]0 complexes, 

as well as two crossings between the lowest energy doublet, quartet, and sextet states in 

the [Fe(SCH3)4]- complex. However, there are no singlet-triplet crossings in 

[Fe(SCH3)4]2- and [Fe(SCH3)4]0, and no doublet-quartet crossings in [Fe(SCH3)4]-. 

Among the six found state crossings, only triplet/quintet in [Fe(SCH3)4]2- and 

[Fe(SCH3)4]0, as well as a quartet/sextet in [Fe(SCH3)4]1- are characterized by nonzero 

first-order SOC. Therefore, we focus on these three state crossings where spin-forbidden 

transitions are expected to occur with a relatively fast rate.  

In the [Fe(SCH3)4]2- complex, quintet is the lowest energy state (Table 1). At the 

quintet state geometry, the triplet state lies 19.9 kcal/mol higher in energy than the 

quintet. However, at the triplet state geometry, the quintet state becomes higher in energy 

than the triplet, indicating a state crossing. The equilibrium geometries of these spin 
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states can be characterized by the twist angles α and β. The values of 0° correspond to 

square-planar geometry, whereas 90° indicates tetrahedral geometry. As can be seen from 

the values of α and β in Table 1, the triplet state has nearly square planar geometry, while 

the quintet state geometry is almost tetrahedral. In the case of the [Fe(SCH3)4]- complex, 

quartet is the lowest energy state with the geometry between square planar and 

tetrahedral. The first excited sextet state is 21.1 kcal/mol higher in energy at the quartet 

geometry. The order of the states changes at the sextet optimized geometry, which is 

almost tetrahedral, again indicating a state crossing. For the [Fe(SCH3)4]0 complex, the 

triplet state is the lowest energy state with the quintet lying 16.3 kcal/mol higher at the 

triplet geometry. The change between triplet and quintet geometries is harder to describe 

in simple terms because all three twist angles change (Figure 2). The α and β angles 

increase from about 65° to between 75° and 80°, and the γ angle decreases from about 

90° to 83°. These changes indicate that the [Fe(SCH3)4]0 model becomes more tetrahedral 

(less planar) as it transitions from the quintet to the triplet state. Because at the quintet 

geometry the triplet state become higher in energy than quintet the two states must cross. 
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Table 1. Relative Energies of the High-Spin (HS) and Low-Spin (LS) States ΔE 
(kcal/mol), Twist Angles (Degrees), and <S2> Values.  

Geometry            ΔE  Twist Angles  <S2> value 
 HS LS α β γ HS LS 

[Fe(SCH3)4]2- 
  

   
  S=1 minimum 27.5 6.3 13.8 13.8 90.0 6.029 2.051 

S=2 minimum 0.0 19.9 87.7 87.7 90.0 6.019 2.754 
MECP S=1, 2 10.4 10.4 49.6 49.5 90.0 6.030 2.049 

 
 
 

[Fe(SCH3)4]1- 
       S=3/2 minimum 21.1 0.0 55.1 55.1 90.0 8.764 3.821 

S=5/2 minimum 4.3 12.5 91.5 88.5 90.0 8.764 3.909 
MECP S=3/2, 5/2 6.1 6.1 79.4 79.5 90.0 8.764 3.849 
 

[Fe(SCH3)4]0 
       S=1 minimum 16.3 0.0 80.0 72.2 81.9 6.048 2.067 

S=2 minimum 7.2 12.4 63.7 64.4 90.4 6.056 2.125 
MECP S=1, 2 7.6 7.6 63.4 63.4 89.8 6.056 2.077 

aThe active site geometries correspond to the minima of triplet (S=1), quartet (S=3/2), 
quintet (S=2), and sextet (S=5/2) states. High-spin state is the S=2 state in the 
[Fe(SCH3)4]2- and [Fe(SCH3)4]0 complexes, and the S=5/2 state in the [Fe(SCH3)4]1- 
complex. 
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Figure 2. Twist angles α, β, and γ of the Fe(SCH3)4
0 complex as functions of geometry. 

Geometry changes from the quintet state minimum (geometry 1) to the triplet state 
minimum (geometry 11). 
 

We calculated potential energy cross sections for the crossing spin states by 

interpolating geometries of the complexes between the equilibrium structures of the spin 

states (Figure 3). The interpolated geometries closest to the crossings were used as initial 

guesses for the MECP search. The MECP energies are always higher than the equilibrium 

structure energies of the crossing spin states indicating peaked intersections (Table 1). 

The spin contamination, characterized by the <S2> values, could have a significant 

negative effect on the accuracy of the calculated energies. Because <S2>=S(S+1), where 

S is the total electron spin, for noncontaminated states, <S2> should be equal to 2, 3.75, 6, 

and 8.75 for the triplet, quartet, quintet and sextet states, respectively. The <S2> values 

reported in Table 1 indicate that the spin contamination is relatively small for all spin 

states.  
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Figure 3. Energies of the spin states as functions of geometry interpolated between the 
minima of two crossing states. (a) Triplet and quintet states of the Fe(SCH3)4

2- complex. 
(b) Quartet and sextet states of the Fe(SCH3)4

- complex. (c) Triplet and quintet states of 
the Fe(SCH3)4

0 complex. Geometries of the minima and MECP (similar to the crossing 
geometries) are shown. Calculations were done at the PBE/def2-TZVP level of theory.  
	

To estimate probability of the spin-forbidden transitions between the crossing spin 

states, we calculated the necessary properties at the MECP geometries (Table 2). As 

stated before, for the crossings between quintet/singlet and sextet/doublet states, SOC 
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(calculated using first-order perturbation theory) and transition probabilities are zero 

because more than one spin flip would be required to transition between these spin states. 

For the crossings with nonzero SOC, the gradient differences at the MECPs are similar. 

Therefore, differences in the probability of transitions mostly come from the SOC, which 

varies dramatically from 8 cm-1, for triplet-quintet crossing in [Fe(SCH3)4]0, to 157 cm-1, 

for triplet-quintet crossing in Fe(SCH3)4]2-. These SOC values give the probability of 

transition at 300 K of 0.7% and 67.3%, respectively. Again, it is important to point out 

that the MECP energy barriers (ΔEMECP) do not contribute to the canonical probability of 

transition <PLZ>300K calculated using eq 6. However, these barriers are taken into account 

in the rate constant calculations described in the next subsection.  

 
Table 2. SOC Constant HSO (cm-1), Absolute Value of Gradients Difference |ΔG| 
(hartree/bohr) and Probability of Transition <PLZ>300K (%) at the MECPsa 
  HSO |ΔG|×10-4 <PLZ>300K ΔEMECP ΔEHS ΔELS 
[Fe(SCH3)4]2- 

      MECP S=1, 2 157 1.41 67.3 10.4 0.0 6.3 
MECP S=0, 2 0 1.94 0.0 19.3 0.0 17.3 
 
[Fe(SCH3)4]1- 

      MECP S= 3/2, 5/2 23 1.42 5.7 6.1 4.3 0.0 
MECP S= 1/2, 5/2 0 2.12 0.0 12.4 4.3 11.0 
 
[Fe(SCH3)4]0 

      MECP S=1, 2 8 1.92 0.7 7.6 7.2 0.0 
MECP S=0, 2 0 1.94 0.0 8.3 7.2 4.0 
aRelative energy ΔE (kcal/mol) for MECPs, low-spin (LS) and high-spin (HS) minima. 
Spin states are labeled as S=0 (singlet), S=1/2 (doublet), S=1 (triplet), S=3/2 (quartet), 
S=2 (quintet), and S=5/2 (sextet). 
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B. Rates of Spin-Forbidden Transition 

The rate constants of spin-forbidden transitions between the states with nonzero 

SOC calculated using NA-TST are shown in Figure 4. The rate constants for transitions 

from high-spin to low-spin states are labeled as forward constants (k1), whereas the rate 

constants for opposite transitions are labeled as k-1. These rate constants were calculated 

using the LZ formula for transition probability. Calculations using the WC formula 

produced very similar results with exception of small tunneling rates at the energies 

below the MECP energy (Figure S1). We also plotted the same rate constants calculated 

by assuming completely spin-allowed transitions with unit transition probability. The rate 

constant curves intersect the horizontal axis at the MECP energies calculated with respect 

to the reactant minima. As internal energy increases the differences between the NA-TST 

rates and the spin-allowed rates become noticeable. These differences are directly related 

to the SOC strength. For [Fe(SCH3)4]2- with SOC of 157 cm-1, at high internal energies, 

the NA-TST rates are about an order of magnitude lower than the spin-allowed rates. For 

[Fe(SCH3)4]-, this difference increases to more than 2 orders of magnitude reflecting the 

weaker SOC of 27 cm-1. Finally, for [Fe(SCH3)4]0 with SOC of only 8 cm-1, the NA-TST 

rates are about 4 orders of magnitude lower than the spin-allowed rates. These results 

demonstrate that, in general, even for the purpose of qualitative discussion of reaction 

mechanisms involving crossings of electronic states with different spin, transitions 

between spin states cannot be treated as either completely spin-forbidden or completely 

spin-allowed.  
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Figure 4. Rate constants for transitions between electronic spin states of rubredoxin 
active site models calculated using LZ probabilities (solid lines) and assuming 
completely spin-allowed kinetics with unit probability (dashed lines) as functions of 
internal energy. Rate constant k1 (red lines) represents the transition from high-spin state 
to low-spin states, whereas k-1 (blues lines) is the rate constant for opposite process. (a) 
Quintet-triplet transitions in the Fe(SCH3)4

2- complex. (b) Sextet-quartet transitions in the 
Fe(SCH3)4

1- complex. (c) Quintet-triplet transitions in the Fe(SCH3)4
0 complex. The 

geometries, energies, energy gradients and Hessians were obtained at the PBE/def2-
TZVP level of theory. The SOC constants were calculated at the CASCI/def2-TZVP 
level of theory using the high-spin ROHF molecular orbitals. 
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Because a rate constant depends approximately quadratically on the SOC constant 

and exponentially on the reaction (MECP) barrier, one may assume that a transition rate 

between two spin states is mostly determined by the MECP barrier. However, as can be 

seen by comparing the transition rates for complexes with different charges, for high 

internal energy this assumption is not necessary correct. In the [Fe(SCH3)4]2- complex, 

despite the highest MECP barrier (Figure 3), the rate constants at high energy are larger 

than in the [Fe(SCH3)4]-/0 complexes (Figure 4) due to having the strongest SOC. 

 Given the profound effect of SOC on the transition rates between different spin 

states we attempted to understand why SOC is so different in the complexes with 

different charges. For simplicity, we limit our analysis to the dominant one-electron 

contribution to SOC, which grows rapidly with nuclear charge.50 The highest occupied 

and lowest unoccupied molecular orbitals for the complexes with different charges are 

shown in Figure 4. The main contribution to the SOC matrix elements should come from 

the orbital pairs that have different occupations in two coupled spin states.60 These are 

orbital pairs (2, 5), (1, 5), and (1, 4) for the clusters with charges 2-, 1- and 0, 

respectively. Three components (x, y, and z) of the spin-orbit operator act on a molecular 

orbital by rotating it by 90° around x-, y-, or z-axis. Therefore, one would expect a strong 

SOC if the two orbitals involved in the spin-flip transition are centered on the same heavy 

atoms, which should maximize the overlap after orbital rotation. In the [Fe(SCH3)4]2- 

complex, molecular orbital 2 consists of the Fe dz2 orbital and some contributions from 

the other Fe orbitals, whereas molecular orbital 5 has a significant contribution from the 

Fe dx2-y2 orbital. Rotation of one of these orbitals around x- or y-axis should produce a 

large overlap and a strong SOC (157 cm-1). In the Fe(SCH3)4]1- complex, molecular 
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orbitals 1 and 5 have large contributions from the ligands’ orbitals resulting in a weaker 

SOC (23 cm-1). Finally, in the Fe(SCH3)4]0 complex, molecular orbital 1 has large 

contribution from the ligands, whereas orbital 4 is mostly consist of the Fe dyz orbital, 

which leads to a very weak SOC (8 cm-1). It is important to note that for [Fe(SCH3)4]2-, 

the SOC value is sensitive to the geometry of the complex (see Tables S3 and S4 for the 

PBE and LC-BLYP optimized geometries and SOC values). This sensitivity is related to 

different contributions of the Fe atomic orbitals into the ROHF molecular orbital 2 

(Figure 5a). At the PBE optimized geometry, mixing of the dz2 orbital with other orbitals 

of Fe is significant. In contrast, at the LC-BLYP geometry, molecular orbital 2 is almost 

identical to the dz2 orbital of Fe (Figure S2). This reduction in the mixing of different 

orbitals of Fe results in a smaller overlap between molecular orbitals 2 and 5 after spin-

orbit rotation. The smaller orbital overlap leads to significantly weaker SOC.  
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Figure 5. Molecular orbitals of the rubredoxin active site models at the MECP 
geometries: (a) [Fe(SCH3)4]2- complex; (b) Fe(SCH3)4]- complex; (c)  [Fe(SCH3)4]0 
complex. Solid blue arrows represent the electrons that have the same spin in both 
electronic states, whereas red dashed arrows show the electrons that change spin as a 
result of spin-forbidden transition. Numbers labeling the orbitals that are expected to 
have the largest contribution to the SOC matrix elements are in red. Also reported are the 
orbital energies in hartree. These high-spin ROHF/def2-TZVP orbitals were used to 
calculate SOC at the CASCI/def2-TZVP level of theory.  
 

V. Conclusions 

We investigated the kinetics of spin-forbidden transitions between the lowest 

energy electronic states with different spin multiplicities in the rubredoxin active site 

models [Fe(SCH3)4]n (n=2-, 1-, 0) using the nonadiabatic transition state theory. The 

lowest energy spin states in the [Fe(SCH3)4]n complexes tend to cross as the geometries 

of the complexes change between tetrahedral and square planar. Potentially, such 
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geometric changes could be induced by the protein backbone, as in [NiFe]-

hydrogenase.16,17 The obtained rate constants for transitions between different spin states 

can be smaller by up to 4 orders of magnitude than the rate constants obtained under the 

assumption of completely spin-allowed transitions. This indicates that even in qualitative 

discussions of reaction mechanisms associated with changes of the Fe coordination the 

spin-forbidden nature of the transitions between different spin states must be taken into 

account.  

The rate constants of spin-forbidden transitions change by several orders of 

magnitude depending on the charge of the Fe(SCH3)4  cluster. These changes are related 

to large variation in the SOC strength, which in turn can be explained by the different 

nature of the highest occupied molecular orbitals in the complexes with different charges. 

We speculate that electron transfer in rubredoxin, which occurred by changing the charge 

of the active site, could proceed through a nonadiabatic mechanism involving spin-

forbidden transitions between electronic states with different spin multiplicities. 

Investigation of the possibility of such nonadiabatic spin-forbidden electron transfer is 

currently underway in our group.  

 

Supporting Information.  

The Supporting Information is available free of charge on the ACS Publications website 

at DOI: 10.1021/acs.jpca.6b07717. NA-TST 

 

NA-TST rate constants for transitions between the spin states calculated using the weak 

coupling formula, geometries of the rubredoxin active site models and spin–orbit 
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coupling obtained with different levels of theory, adiabatic detachment energies, MECP 

geometries and twist angles, ROHF molecular orbital diagrams, atomic coordinates of  

the rubredoxin active site models. 
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Chapter V. Minimum Energy Crossing Point Search with the Fragment Molecular 

Orbital Method 

 

Abstract 

The nonadiabatic spin-forbidden electronic transitions are encountered in many important 

chemical processes, including catalytic reactions and electron transfer in the active sites 

of metal-sulfur proteins. The nonadiabatic transition state theory (NA-TST) offers a 

statistical approach to study the kinetics of nonadiabatic spin-forbidden transitions. The 

critical element of NA-TST is the finding of minimum energy crossing point (MECP), 

which plays the same role as transition state in the traditional transition state theory. In 

large complex systems, the MECP search is typically carried out on small models. For 

example, in our studies of spin-forbidden transitions in the metal-sulfur proteins we 

performed MECP search on the isolated active sites models without considering effects 

of the protein chains and the solvent molecules, which could be important. The size of the 

models used in the MECP search is limited by the size restrictions of the conventional 

electronic structure methods used to obtain the electronic energies and the energy 

gradients. In this work, we extend the applicability of the MECP search algorithm, and 

thus the applicability of NA-TST, to the large complex systems with thousands of atoms. 

To achieve this, we implement the MECP search algorithm for the fragment molecular 

orbital (FMO) method in the GAMESS suite of programs. We demonstrate the accuracy 

of the new FMO-MECP method on small models of the protein rubredoxin by comparing 

the FMO-MECP energy and geometry with the results obtained using the conventional 

MECP search method. We also demonstrate the scalability of the FMO gradient 



	 117 

calculations, a computational bottleneck of the MECP search method, on the 13,033 atom 

model of rubredoxin in water.  

 

I. Introduction 

Nonadiabatic processes involving the nonradiative transitions between different 

electronic states play important roles in different biologically and industrially important 

reactions. Examples include combustion,1,2 reactions in the atmosphere and in interstellar 

space,3,4 transition metal-based catalysis,5 binding of small molecules to the active sites 

of metalloproteins,6–9 visual perception10,11 and the UV-light protective mechanisms in 

living organisms.12–17 

If nonadiabatic processes involve the transitions between electronic states with 

different spin multiplicities, such transitions are called spin-forbidden transitions or 

intersystem crossings (ISC). The transitions between the electronic states with the same 

multiplicity are called internal conversions (IC).12 Despite the fact that ICs were 

extensively studied over the last few decades, the ISCs received closer attention 

somewhat later.18–20  

Description of ISC is possible with the statistical and molecular dynamical (MD) 

approaches. In the MD approach, one can account for multidimensional nature of the 

system, i.e. investigate the effects of multiple nuclear degrees of freedom on the 

transitions between the electronic states with different multiplicities. However, due to the 

computational demands, the applicability of MD is restricted to the description of ISC in 

relatively small systems, such as GeH2
21, SiH2

22 and CO2
23 molecules. The alternative to 

computationally demanding MD simulations is the statistical nonadiabatic transition state 
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theory (NA-TST).24–27 Unlike MD, which accounts for transitions between electronic 

states anywhere on potential energy surfaces (PES), NA-TST assumes that the transitions 

occur only at the minimum energy crossing point (MECP), which represents the 

minimum on the crossing seam between two PESs. This assumption significantly reduces 

the computational cost and makes NA-TST applicable to relatively large systems.23,27 

The NA-TST was proved to be an efficient tool to describe the ISCs in systems 

such as acrylates28, myoglobin,29  and metal-sulfur proteins.8,9,27,30 In our previous 

studies, we apply the NA-TST to the ISC kinetics in the active sites of ferredoxin,27 

[NiFe]-hydrogenase8,9 and rubredoxin.30 However, to achieve the more accurate 

description of the ISC kinetics in the active sites of metal-sulfur proteins it is important to 

account for the influence of the protein chains and the surrounding solvent molecules on 

the active site. Description of whole, or large part, of protein solvated by water molecules 

is impossible with conventional electronic structure methods and requires alternative 

methods. One such method is the hybrid quantum mechanical / molecular mechanical 

(QM/MM) approach in which the small part of the system, usually active site, is 

described with QM, while the surrounding protein chains and the solvent molecules are 

treated with MM.31 One of the QM/MM challenges is the description of the interaction 

between the QM and MM regions.31 Unlike the QM/MM approach, the fragment-based 

fully QM methods offer a uniform QM description of entire system, which is a more 

universal and potentially more accurate aproach.32 

Among the fragment-based methods the fragment molecular orbital (FMO) 

method has been proven to be an especially useful tool for describing complex biological 

systems.32 The FMO method, implemented in the quantum chemical package GAMESS, 
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has been successfully used to optimize molecular geometries corresponding to minima 

and transition states on PESs, and thus can be utilized for the conventional transition state 

theory (TST) rate calculations. The NA-TST rate calculations for nonadiabatic spin-

forbidden transitions also require the ability to optimize the MECP geometry. Despite 

being available for conventional QM calculations, the MECP search algorithm has not 

been implemented for the FMO method. Here we report the implementation of new 

FMO-MECP search algorithm in GAMESS and demonstrate the application of this 

algorithm to study ISCs in the protein rubredoxin. The electronic structure methods and 

the MECP search algorithm for NA-TST are described in sections II and III, respectively. 

The implementation of the new FMO-MECP algorithm and its application to ISCs in 

rubredoxin are discussed in section IV. In subsection A of section IV, we demonstrate the 

FMO applicability to calculate the energy of the large rubredoxin model that includes the 

entire protein chain and surrounding water molecules. Subsection B describes the steps 

that were taken to combine the FMO method with the MECP search algorithm and 

discusses the scalability of the gradient calculations within FMO-MECP. Subsection C is 

focused on the validation of the new FMO-MECP algorithm by comparing the MECP 

energies and geometries for small rubredoxin models obtained with new and 

conventional algorithms. Concluding remarks and future outlook are presented in 

section V. 

 

II. Computational Details 

This study utilized multiple models of rubredoxin protein. Model 1, model 2 and 

model 3 contained 13033, 144 and 68 atoms, respectively (Figure 1a). The fragmentation 
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schemes of the FMO calculations for model 1, 2 and 3 were based on 844, 9 and 5 

fragments, respectively (Figure 1b). The geometry of model 1 was based on the structure 

of rubredoxin that was obtained with macromolecular neutron crystallography (PDB 

4K9F)33 and solvated with the Chimera software34 using the TIP4 solvation model.35 

Models 2 and 3 were made by reducing the size of model 1. 

 

Figure 1. (a) Three models of rubredoxin protein used in the study. (b) FMO 
fragmentation schemes for the three models. Model 1 contains 815 fragments of solvent 
with five water molecules in each, and one water fragment with four water molecules. 
Water molecules are omitted from the picture for clarity. 

 

The total charge of all models was set to -1 to keep the metal center in the formal 

oxidation state Fe(III). The focus of the study was on the lowest energy quartet and sextet 
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electronic states because our previous study on the isolated active site model indicated 

the presence of the intersection between these electronic states.30 The single point energy 

calculations of quartet electronic spin state of rubredoxin were performed using model 1, 

FMO1 method, LC-BPBE functional,36–38 and def2-SV(P) basis set.39 The scalability of 

the FMO MECP code was tested with model 2, FMO2-UHF method and 3-21G basis 

set.40–42 Finally, the FMO-MECP accuracy was tested by performing the MECP search on 

model 3 using the FMO2-LC-BPBE method with 6-31G basis set43,44 and comparing the 

obtained MECP geometry to the one optimized with the conventional MECP algorithm 

using the same level of theory (LC-BPBE/6-31G). All calculations were performed in the 

GAMESS suite of programs.45,46 

 

III. Theoretical Details 

The detailed description of NA-TST is provided in our recent review.27 Briefly, 

the microcanonical nonadiabatic transition rate constant, k(E), for the transition between 

the electronic spin states with different multiplicity is,18,47–52 

     (1) 

Here h is the Planck constant, ρR(E) is the density of rovibrational states of the reactant, 

and N*
MECP(E) is the effective number of rovibrational states at the MECP that could be 

written as, 

   (2) 
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Here ρMECP(E) is the density of rovibrational states at the MECP, E is the total internal 

energy of the system, ε⊥ is the component of internal energy along the reaction coordinate 

that is orthogonal to the crossing seam, and Ptrans(ε⊥) is the transition probability between 

two electronic states. As seen from eqs 1 and 2, the MECP properties plays a key role in 

NA-TST, thus the calculation of k(E) requires the MECP geometry.  

In the GAMESS package, the MECP search relies on the energies of two 

electronic spin states (E1, E2) and their energy gradient components (x, y and z) for each 

atom [GA(I), GB(I)] at a given geometry. These four scalar parameters are used to form a 

perpendicular [PERPG(I)], a parallel [PARG(I)] and an effective [G(I)] gradients.  

     

 

   (3) 

The gradients G(I) and PARG(I) are used to satisfy the criteria of staying on the crossing 

seam, and finding the minimum on the crossing seam, respectively. Both gradients are 

used to determine the next molecular geometry during the MECP optimization procedure, 

and become zero at the MECP. The three- and two-dimensional representations of the 

crossing PESs with parallel and perpendicular gradients at MECP are shown on Figure 2. 
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Figure 2. Two representations of the crossing PES of electronic states with different spin 
multiplicities. (a) The three-dimensional representation showing the perpendicular and 
parallel gradients, as defined in GAMESS. (b) The two-dimensional representation of 
along the minimum energy reaction pathway. 
 

The gradients defined in GAMESS are connected to the gradients f and g commonly used 

in the literature through the following equations,27,53–59 

     

     (4) 
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IV. Results and Discussion  

A. Applicability of FMO to Large Rubredoxin Models 

In order to test the applicability of FMO to nonadiabatic transitions in large 

models of rubredoxin we performed single point energy calculations with model 1, which 

includes the entire protein (796 atoms) and 4079 water molecules (Figure 3a). The model 

is partitioned into 844 fragments, including 28 fragments that represent the protein 815 

fragments with five water molecules and one fragment with four water molecules 

describing the solvation shell. The active site fragment has the total charge of -1 and 

contains the Fe(III) metal center surrounded by four cysteine residues. The protein chain 

is fragmented in such a way that each fragment contains two amino acids. This model 

represents a good test case for applicability of the FMO method to ISC in the rubredoxin 

active site, because it includes both protein chain and solvent shell. Moreover, the 

fragment sizes in this model ensure approximately equal computational cost for each 

single fragment energy calculation. This is an important requirement for achieving a good 

load balance between computer cores in the massively parallel FMO calculations. The 

single point energy calculations on model 1 on 4096, 8192, 16384, 32768, 65536 and 

131072 computer cores distributed between the 128 groups demonstrated a reasonable 

scalability with number of computer cores (Figure 3b). 
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Figure 3. (a) Detailed representation of model 1 showing the structure of active site 
fragment, water fragments, and the solvation shell. (b) The scaling curve showing the 
time for one energy calculation as a function of the number of computer cores. 
Calculations are performed with the FMO1-LC-BPBE/def2-SV(P) level of theory. 
 

As seen from Figure 3b, the energy calculations on model 1 efficiently scale to 

16384 cores, but the efficiency is significantly reduced for the larger number of computer 

cores. However, these results could be improved by application of heuristic load 

balancing approach, as was previously demonstrated by Alexeev et. al in the FMO 

calculations on ubiquitin.60 
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B. FMO-MECP Algorithm  

As could be seen from the eqs 3 and 4, the MECP search requires the energies of 

two electronic states [E1, E2], and the energy gradients for these states [GA(I), GB(I)]. 

The parallel, perpendicular and effective gradients used in the MECP search are formed 

from these state energies and gradients quantities, thus the FMO-MECP search algorithm 

requires the FMO energies and gradients to be passed to the MECP subroutine (Figure 4). 

 
Figure 4. The scheme of the FMO-MECP search algorithm. 
 

In order to make MECP search possible with the FMO method, we introduced the 

following modifications into the existing MECP and FMO subroutines in GAMESS. 

First, we enable communication between the FMO input subroutine and the MECP 

subroutine, so that the FMO-MECP search algorithm could utilize the standard GAMESS 
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FMO input format. Second, we enabled the assignment of multiplicities for the first and 

second electronic spin states as the arrays of multiplicities for each individual fragments. 

Finally, we enable the calculations of energies and gradients of first and second electronic 

spin states with FMO.  

 To test the scalability of the FMO-MECP calculations we performed gradient 

calculations for the quartet electronic state of rubredoxin with Fe(III) oxidation state in 

the active site (Figure 5). The calculations of gradient components are the most time-

consuming step of the FMO-MECP algorithm and represent the computational bottleneck 

The gradient calculations were carried out on model 2 containing 144 atoms and nine 

FMO fragments. The active site fragment contained the Fe(III) center surrounded by four 

-SCH2- groups. Other eight fragments contained the residues nearest to the metal center. 

Calculations utilized 128, 256, 512, 1024 and 2048 computer cores with dynamic load 

balancing between eight CPU groups. 

  



	 128 

 

Figure 5. Time for gradient calculations as a function of number of computer cores. 
Calculations were performed with the FMO2-UHF/3-21G level of theory. 
 

The gradient calculations on model 2 demonstrated that the FMO-MECP 

calculations scale well, and therefore can be performed on large protein models utilizing 

modern massively parallel computers.  

 
C. Validation of New FMO-MECP Algorithm  

To compare the accuracy of new FMO-MECP search algorithm with conventional 

MECP search we performed the MECP geometry optimization for quartet/sextet state 

intersection on model 3 with the FMO2-LC-BPBE/6-31G and LC-BPBE/6-31G levels of 

theory. The root mean square deviation (RMSD) between the obtained geometries is 

0.0479 Å (Figure 6a), which indicates a close resemblance between the FMO-MECP and 

the conventional MECP structures. To compare the relative MECP energies obtained 
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with our FMO-MECP and the conventional MECP algorithms we also performed the 

FMO equilibrium geometry optimization for quartet and sextet states. The energies of the 

MECP structures with respect to quartet and sextet minima obtained with conventional 

DFT and FMO-DFT are shown in Figure 6b. 

 

Figure 6. Comparison between the conventional MECP and FMO-MECP geometries.  
(a) An overlap between the MECP and FMO-MECP geometries. (b) The energies of 
quartet/sextet minima and MECP obtained with FMO-DFT and conventional DFT 
methods. The calculations were performed at the FMO2-LC-BPBE/6-31G and LC-
BPBE/6-31G levels of theory. 
 

As can be seen from Figure 6b, the relative energies obtained with DFT and 

FMO-DFT are in close agreement with each other. The differences between the DFT and 
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FMO-DFT energies do not exceed 0.85 kcal/mol. In our previous paper we demonstrated 

that the transitions between electronic spin states of rubredoxin are mediated by changes 

of torsion angles α, β and γ.30 We compared the values for these angles obtained with the 

conventional MECP and FMO-MECP calculations to determine the effect of 

fragmentation on the torsion angles of active site (Figure 7).  

 

Figure 7. Torsion angles of Fe(III) rubredoxin active site at the MECP between the 
quartet and sextet electronic states. The values of torsion angles are obtained with the 
conventional MECP and FMO-MECP algorithms. The calculations were performed at the 
FMO2-LC-BPBE/6-31G and LC-BPBE/6-31G levels of theory. 
 

The comparison of the MECP torsion angles obtained with the FMO-DFT and 

conventional DFT indicates the differences that do not exceed 0.31°, which means that 

FMO-MECP can accurately predict the geometrical parameters that play important role 

in the ISC kinetics. 
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V. Conclusions 

In this work, we investigated the applicability of the FMO method to ISC in large 

complex systems, such as the protein rubredoxin. We implemented a new computational 

algorithm in the GAMESS suite of programs that enabled to optimize the MECP 

structure using the FMO method. We demonstrated that the FMO1-LC-BPBE/def2-

SV(P) energy calculations on the full protein model of rubredoxin solvated by water 

(13033 atoms) could be successfully scaled up to 131,072 computer cores, which proves 

the usefulness of FMO as the tool to study ISC in large complex systems. We 

demonstrated that the gradient calculations, a computational bottleneck step the MECP 

search algorithm, can be scaled to 2048 computer cores by performing test calculations 

on the rubredoxin model with 144 atoms at the FMO2-UHF/3-21G level of theory.  

The newly developed FMO-MECP search algorithm was compared to 

conventional MECP search with calculations carried out at the FMO2-LC-BPBE/6-31G 

and LC-BPBE/6-31G levels of theory on a small rubredoxin model. The FMO-MECP 

optimized geometry reproduces the conventional MECP geometry with small RMSD of 

0.0479 Å. We also demonstrated that the relative energy of the quartet/sextet MECP 

obtained with FMO2-LC-BPBE/6-31G and LC-BPBE/6-31G levels of theory are within 

0.85 kcal/mol of each other. Finally, we compared the values of torsion angles α, β and γ 

at MECP geometries obtained with the conventional and FMO calculations. As shown in 

our previous study these torsion angles play an important role in the ISC in the active site 

of rubredoxin.30 The differences between the conventional and FMO values for α, β and γ 

are not exceeding 0.31°, which, in addition to relatively small RMSD, confirms the 

excellent agreement between the conventional and FMO-MECP geometries. 
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The newly developed FMO-MECP algorithm could be used to search for MECP 

geometries in the large complex systems that were previously out of reach for 

conventional electronic structure calculations. The use of large models to study the ISC 

kinetics in complex systems, such as rubredoxin and other metal-sulfur proteins, could 

provide a better understanding of the biological processes involving the nonadiabatic 

transitions between the electronic states with different spin multiplicities. 
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Abstract 

 Teaching fundamental physical chemistry concepts such as the potential energy 

surface, transition state, and reaction path is a challenging task. The traditionally used 

oversimplified 2D representation of potential and free energy surfaces makes this task 

even more difficult and often confuses students. We show how this 2D representation can 

be expanded to more realistic potential and free energy surfaces by creating surface 

models using 3D printing technology. The printed models include potential energy 

surfaces for the hydrogen exchange reaction and for rotations of methyl groups in 

1-fluoro-2-methylpropene calculated using quantum chemical methods. We also present 

several model surfaces created from analytical functions of two variables. These models 

include a free energy surface for protein folding, and potential energy surfaces for a 

linear triatomic molecule and surface adsorption, as well as simple double minimum, 

quadruple minimum, and parabolic surfaces. We discuss how these 3D models can be 

used in teaching different chemical kinetics, dynamics, and vibrational spectroscopy 

concepts including the potential energy surface, transition state, minimum energy 

reaction path, reaction trajectory, harmonic frequency, and anharmonicity. 
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I. Introduction 

 Understanding how chemical reactions occur is the central goal of chemistry. 

Undergraduate students are exposed to the basic concepts of reaction kinetics and 

dynamics in general chemistry courses. The mastery of these topics is critical for 

academic success not only in freshman chemistry but also in advanced chemistry courses 

such as organic, inorganic, and physical chemistry. Many of the concepts related to 

chemical kinetics and dynamics are abstract and difficult for students to visualize.1–3 

Traditionally, the path of a chemical reaction is depicted by a 2D curve representing the 

potential energy as a function of a single reaction coordinate (Figure 1a).  
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Figure 1. (a) Traditional 2D representation of a reaction path. (b) 3D printed potential 
energy surface for triatomic molecule ABC. The minimum corresponding to equilibrium 
geometry (Min ABC) and two possible reaction paths are shown. Path 1 corresponds to 
reaction ABC D A + BC. Path 2 corresponds to reaction ABC D AB + C. Transition 
states of these reaction paths are labeled as TS1 and TS2, respectively. The size of the 3D 
printed model is 12.5×12.5×4.5 cm. 
 

When starting with the reactants a reaction proceeds through a transition state to 

yield the products, and this requires some activation energy. While simple, the 2D 

representation has serious limitations. Instead of conceptualizing the effects of varying 

bond lengths and angles on the potential or free energy, a very abstract notion of a single 

reaction coordinate is introduced, which can confuse students. In addition, the discussion 

of more realistic reactions, which often proceed along several different reaction paths, 
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becomes difficult. Students familiar with only 2D representations of a reaction path often 

have difficulties generalizing this overly simplified picture to higher dimensionalities, 

which is necessary for understanding chemical kinetics, dynamics, and quantum 

chemistry. These difficulties often contribute to students developing incorrect “alternative 

conceptions” of chemistry.4,5 A 3D model of potential energy surface (PES), or free 

energy surfaces, can give a more realistic picture of chemical kinetics and dynamics, 

while using the familiar notion of bond lengths and angles as reaction coordinates (Figure 

1b). Thus, the students’ understanding of chemical kinetics and dynamics can be 

expanded beyond a 2D picture by using 3D printed models of the potential energy and 

free energy surfaces.  

Several authors already demonstrated how 3D printed models can be used as 

effective tools for teaching different concepts in chemistry. Scalfani and Vaid showed the 

usefulness of printed molecular structure models for teaching symmetry and point 

groups,6 while Casas and Estop demonstrated how interactive PDF files, a mobile app, 

and 3D printed crystal models could be used together to teach symmetry.7 Lolur and 

Dawes manufactured 3D PES models of ozone and the spin-forbidden reaction CO + 

O(3P) � CO2.8 Teplukhin and Babikov used the isoenergy approach to visualize the 

PESs of triatomic molecules as a volume.9 Blauch and Carroll designed 3D PESs 

associated with the change of dihedral angle in butane and for hypothetical SN1 and SN2 

reactions.10  

In this work we show how the quantum chemical package Molpro,11,12 

computational software Wolfram Mathematica,13 and the 3D modeling software 

Blender14 can be used to manufacture a variety of PESs and free energy surfaces for 



	 142 

teaching the basic concepts of reaction kinetics, dynamics and vibrational spectroscopy. 

We focus on (1) PES cross sections for the hydrogen exchange reaction H + H2 D H2 + H 

and for rotations of methyl groups in 1-fluoro-2-methylpropene both calculated using 

quantum chemical methods; (2) model surfaces for protein folding, the dissociation of 

triatomic molecule ABC and surface adsorption; (3) simple 3D models of double 

minimum, quadruple minimum, and parabolic surfaces. 

 

II. Calculating and Printing 3D Surface Models 

 The 3D models of PESs were created using one of the two approaches. In the first 

approach, the potential energy was determined as a function of bond lengths and angles 

using quantum chemical package Molpro. The data was then imported into Mathematica 

to create the 3D object and to generate a stereolithography (STL) file. This approach was 

used to produce the PES models for the hydrogen exchange reaction and for rotation of 

methyl groups in 1-fluoro-2-methylpropene. It is important to note that any modern 

electronic structure package can be used to calculate PESs. Also, the STL files can be 

generated using a number of different software packages.6-10 In the second approach, the 

3D models were produced directly in Mathematica from analytical functions of two 

variables. This approach was used to generate the PES for hypothetical triatomic 

molecule ABC, PES for adsorption on a surface, free energy surface for protein folding, 

and also parabolic, double minimum, and quadruple minimum surfaces. The STL models 

produced using Mathematica were post processed using Blender to delete excess material 

or remove anomalous features in preparation for 3D printing. All 3D models were created 

using acrylonitrile butadiene styrene (ABS) plastic of varying colors on a uPrint SE Plus 
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printer. The specific steps for computing and printing the 3D surface models are shown in 

Figure 2.  

 
Figure 2. Steps for computing and printing the 3D surface models. 
 

III. 3D Models of Potential Energy Surfaces 

A. Calculated PESs for Hydrogen Exchange Reaction and Rotations of Methyl Groups in 

1-Fluoro-2-Methylpropene  

The collinear potential energy surface for the hydrogen exchange reaction H + H2 

D H2 + H is a classical example discussed in undergraduate physical chemistry 

textbooks.15 In the 3D representation, the potential energy (z-axis of PES) depends on the 

distances r1 and r2 between central (H2) and terminal (H1 and H3) hydrogen atoms that 

represent the x- and y-axes of the PES (Figure 3a). To obtain the hydrogen exchange 

reaction PES we calculated the potential energy of the system in Molpro for values of r1 

and r2 varying from 0.4 to 2.1 Å with an increment of 0.1 Å. The calculations were done 

using multireference configuration interaction with singles and doubles (MRCISD) 

method and aug-cc-pVTZ basis set. The Molpro input file is included in the Supporting 



	 144 

Information. Figure 3b shows the generated STL model with minimum energy reaction 

path, H1-H2-H3 transition state (TS) and the full dissociation (H1 + H2 + H3 

atomization) region of the PES. The actual 3D printed model with H1-H2 + H3 and H1 + 

H2-H3 dissociation channels are shown in Figure 3c. 

 

 
Figure 3. Collinear potential energy surface for H2+H reaction. (a) Reaction coordinates 
defined as the interatomic distances r1 and r2. (b) STL model with the minimal energy 
reaction path (dashed curve) and transition state (TS). (c) 3D printed PES model with two 
dissociation channels (H1-H2 + H3 and H1 + H2-H3). 
 

Collinear PES of the hydrogen exchange reaction has a single transition state and 

two symmetric reaction channels. Two valleys of the model represent two reaction 

channels in which one of the terminal hydrogen atoms dissociates from the transition 

state complex (H1-H2-H3). The dissociated of terminal hydrogen atoms are 
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indistinguishable from one another. This PES can be used to demonstrate such concepts 

as minimum energy, transition state, and different types of reaction paths. Also, the 

surface can be useful when discussing the kinetic isotope effect if one hydrogen atom is 

substituted with deuterium (H + HD D H2 + D). Within the Born-Oppenheimer 

approximation the isotopic substitution does not affect the potential energy surface. 

However, the heavier mass of deuterium results in a smaller value for the zero point 

vibrational energy of HD compared with H2, which reduces the forward reaction rate.16 

The 3D model in Figure 4 represents the potential energy surface cross section 

associated with the rotation of two methyl groups in 1-fluoro-2-methylpropene. The x- 

and y- axes are defined by the dihedral angles �1=C1C2C3H2 and �2=C1C2C4H7 

(Figure 4a), while the z-axis represents the potential energy of the molecule. Angle �1 

defines rotation of the left methyl group interacting with hydrogen atom H1, while �2 

governs rotation of the right methyl group interacting with F atom. Asymmetry in the 

1-fluoro-2-methylpropene PES is a result of the methyl groups in close proximity either 

to H1 or to the F atom. Thus, rotations of the two methyl groups lead to different changes 

in the potential energy of the molecule, and to the presence of two unequal transition 

states on the PES. Figure 4b shows geometries of the molecule corresponding to the 

minima, two transition states and a second-order saddle point (stationary point with two 

negative eigenvalues of the Hessian matrix) on the PES. The potential energy of the 

molecule is a periodic function of �1 and �2, with periods of 120°. Therefore, to fully 

reproduce the PES model (Figure 4c) the energy was calculated for �1 and �2 values in 

the range from 0° to 120° only. The energy calculations were performed in Molpro using 
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unrestricted density functional theory with the B3LYP functional and 6-31G basis set. 

The Molpro input file is included in the Supporting Information.  

 

 

 

Figure 4. PES cross section associated with rotations of two methyl groups in 
1-fluoro-2-methylpropene. (a) Rotations of methyl groups are defined by the dihedral 
angles �1 and �2. (b) Structures of the minimum (Min), two transition states (TS1 and 
TS2), and second-order saddle point (SP). (c) 3D printed model with minimum energy 
reaction paths shown by dashed curves. 
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 Each minimum on the PES represents the energetically favorable conformation in 

which one of the hydrogen atoms of the left methyl group is in closest proximity to the 

hydrogen atom H1, and one of the hydrogen atoms of the right methyl group is in closest 

proximity to the F atom. When one of the methyl groups rotates, moving its hydrogen 

atom away from the H1 or F atom, the potential energy increases until the molecule 

reaches the transition states TS1 or TS2. The difference in steric interactions of two 

methyl groups with H1 and F atoms results in the different activation energies for TS1 

and TS2. The structure with both methyl groups rotated into “high-energy” 

conformations corresponds to the second-order saddle point on the potential energy 

surface. This PES model can be used together with a molecular model of 1-fluoro-2-

methylpropene assembled from a molecular kit to demonstrate the relationship between 

rotations of the methyl groups and corresponding thermodynamic stability of different 

conformers, highlighting the key geometries on the PES.  

 

B. Model Surfaces for Protein Folding, Linear Triatomic Molecule, and Surface 

Adsorption 

The 3D funnel surface demonstrates multiple conformations a protein can achieve 

as a result of folding.17,18 It is believed that several diseases such as Alzheimer’s and 

Parkinson’s, as well as allergies, are associated with protein misfolding, thus the free 

energy surface of protein folding helps to demonstrate the importance of physical 

chemistry in biology and medicine. Our 3D model is based on the analytical function that 

represents the general form of a funnel surface.18 We modified the Mathematica notebook 

obtained from Prof. T. G. Oas’s group19 to generate the STL model (Figure 5a) and print 
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the free energy surface (Figure 5b). Protein folding and unfolding can be represented by a 

small ball (classical trajectory) propagating on this free energy surface. Multiple minima 

correspond to the different folded states in which the protein can become trapped. One, or 

possibly several, of these states correspond to native functional protein conformations, 

while others correspond to misfolded structures. An ensemble of protein molecules can 

be simulated by multiple balls propagating on the free energy surface, with a different 

number of molecules trapped in global and local minima corresponding to different 

protein conformations.  

 

 

Figure 5. Funnel surface of protein folding. (a) STL model generated from analytical 
function using Mathematica and post processed in Blender. (b) 3D printed free energy 
surface. Global and two local minima corresponding to different protein conformations 
are shown. 
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The PES for hypothetical linear triatomic molecule ABC (Figure 6a) was obtained 

from the analytical potential energy function introduced by Wall and Porter,20 in the form 

defined by Tannor, Kosloff and Rice.21 The explicit form of the function, which is a 

generalization of the Morse potential, and the generated 3D model surface are provided in 

the Mathematica notebook within the Supporting Information. The post processed STL 

model and the 3D printed surface, which is a larger version of the surface shown in 

Figure 1b, are presented in Figure 6b and 6c. The z-axis designates the potential energy. 

The x- and y-axes are functions of the bond lengths r1 and r2 defined as x = 2-1/2 r1 and y = 

r2 + r1/2. The PES has one minimum corresponding to the equilibrium structure of the 

linear molecule ABC, two reaction paths with transition states leading to dissociation 

products AB + C and A + BC, and a barrierless reaction path corresponding to A + B + C 

atomization. In contrast to the smaller model shown in Figure 1, the larger 20×20×8 cm 

surface can be used not only to demonstrate multiple reaction paths and transition states, 

but also for introducing students to molecular dynamics. Simple molecular dynamics 

simulations can be performed by rolling multiple bearing balls on the surface. An 

ensemble of trajectories with different initial conditions can be simulated by positioning 

balls in different parts of the PES. The relative reaction rates for AB + C and A + BC 

channels can be estimated by counting the number of balls exiting through each channel 

and comparing with number of balls still trapped in the equilibrium ABC well. However, 

we discovered that, to produce the quantitative results consistent with the relative 

reaction rates expected based upon the heights of the energy barriers, even larger model 

surfaces have to be fabricated. 
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Figure 6. PES of hypothetical linear triatomic molecule ABC. (a) Geometry of ABC 
molecule with labeled atoms and bond lengths. (b) STL model generated from analytical 
function using Mathematica and post processed in Blender. (c) 3D printed model of PES. 
Minimum (Min) and two transition states (TS1, TS2) are labeled. Dashed curves show 
three minimum energy reaction paths. 
 

The 3D model for surface adsorption was generated from the periodic function 

z = sin(x)cos(y) (Figure 7a). The details are described in the Supporting Information. The 

x- and y-axes define positions on the hypothetical adsorbent surface, while the z-axis 

represents the binding energy of molecules or atoms to the surface (Figure 7b). Multiple 

minima correspond to energetically favorable adsorption sites, while maxima (also 
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second-order saddle points) correspond to energetically unfavorable sites. The minimum 

energy reaction paths connecting different minima and transition states are shown on the 

3D model. The diffusion of adsorbed atom or molecules on the surface can be discussed 

in terms of activation energy required to proceed from one minimum to another through 

one of the transition states. Therefore, relation between the surface temperature and 

diffusion rate can be easily explained. This 3D model also makes it easy to point out the 

limitation of transition state theory by demonstrating nonminimal energy diffusion paths 

and can even be used to demonstrate diffusion dynamics by rolling bearing balls on the 

printed surface. 

 

 

Figure 7. Model PES for adsorption on a surface. (a) STL model generated with 
Mathematica and post processed in Blender. (b) 3D printed model. Minima (Min), 
transition states (TS), and second-order saddle points (SP) are labeled. Dashed lines show 
the minimum energy reaction paths for surface diffusion of adsorbed molecules or atoms. 
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C. Double Minimum, Quadruple Minimum and Parabolic Surfaces 

Simple double minimum, quadruple minimum and parabolic surfaces are useful 

for demonstrations of the effects of multiple minima, transition states, and surface 

curvature on kinetics and dynamics of chemical reactions, and also for introducing 

vibrational spectroscopy. For example, the dependence of vibrational frequency on the 

curvature of potential energy surface and reduced mass can be demonstrated by rolling 

small balls on these surfaces. Also, more advanced concepts from spectroscopy, such as 

fundamental vibrational frequencies, anharmonicity, vibrational mode coupling, 

overtones, and combination bands, can be illustrated. 

The double minimum surface was generated in Mathematica from the analytical 

function z = -3x2 + 1.5x4 - 0.9x + y2 + y4 (Figure 8a). The x- and y-axes of the PES 

represent two general reaction coordinates, while the z-axis designates the potential 

energy of the system. The shallow well represents the local minimum (Min 2) of the 

system, while the deep well (Min 1) corresponds to the global minimum (Figure 8b). This 

model allows for simple demonstrations of a chemical reaction proceeding from reactants 

to products through a transition state. The height of the transition state represents the 

magnitude of the activation energy of reaction. More general nonminimal reaction parts, 

with kinetic energy larger than the activation energy, which do not proceed through 

transition state, also can be demonstrated. The anharmonic nature of the two potential 

wells introduced by the quartic terms 1.5x4 and y4 can be used to discuss anharmonicity 

of vibrational modes. Coupling between different modes responsible for overtones in 

vibrational spectra can be demonstrated by using similar analytical surfaces with 

additional xy cross terms.   
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Figure 8. Double minimum surface. (a) STL model generated in Mathematica and post 
processed in Blender. (b) 3D printed model with labeled transition state (TS) and global 
(Min 1) and local (Min 2) minima. Dashed curve shows the minimum energy reaction 
path. 

 

More complex STL model and corresponding 3D printed PESs with four minima 

are shown in Figures 9a and 9b, respectively. The PES was generated using the analytical 

function z = -3x2 + 1.5x4 - 0.9x + y2 + 3y3 + y4. This function is an extension of the 

double minimum function through addition of the 3y3 term. All four minima on the PES 

have different depths, with the global minimum labeled as Min 1. The PES also has four 

nonequivalent transitional states (TS 1-4), and one second-order saddle point (SP). 
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Figure 9. Quadruple minimum surface. (a) STL model generated in Mathematica and 
post processed in Blender. (b) 3D printed model of PES with four non-equivalent minima 
(Min 1-4), four different transition states (TS 1-4) and a second-order saddle point (SP).  
 

We also printed a simple parabolic surface using the analytical function z = x2 + 

2y2 (Figures 10a and 10b). This surface is useful for demonstrating solutions of the 

classical equation of motion for particle in a parabolic potential. Simple concepts such as 

conservation of the sum of potential and kinetic energies can be also discussed. In 

addition, the parabolic surface can be used for showcasing the dependence of harmonic 

vibrational frequency on the surface curvature and reduced mass of vibrational mode by 

rolling marbles or bearing balls of different masses. Because the ratio of the curvatures 

along the y- and x-axes is equal to the rational number 2, one can demonstrate that the 



	 155 

trajectories of small bearing balls rolling on the surface should follow the Lissajous 

curves (Figure 10a). In practice, due to the friction between the ball and the surface the 

total energy is not conserved exactly and the trajectories follow more general 

harmonograph curves.  

 

 

Figure 10. Parabolic surface. (a) STL model generated with Mathematica and post 
processed in Blender. The Lissajous curves produced by propagating a classical trajectory 
are shown with dashed lines. (b) 3D printed model.  
 

IV. Conclusions 

 We created several ABS plastic models of potential and free energy surfaces 

using 3D printing technology. The models include potential energy cross sections for the 

hydrogen exchange reaction and for rotations of the methyl groups in 
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1-fluoro-2-methylpropene. We also printed model surfaces for protein folding, a linear 

triatomic molecule, and surface adsorption; as well as simple double minimum, 

quadruple minimum, and parabolic surfaces. The potential energy surfaces of real 

molecules were generated from quantum chemical calculations, while the surfaces of the 

model systems were obtained from analytical functions of two variables. 

The created 3D models are helpful in explaining such concepts as potential energy 

surface, transition state, minimum energy reaction path, reaction trajectory, reaction rate, 

harmonic vibrational frequency, and anharmonicity. Moreover, these models can be 

combined with conventional educational materials such as molecular model kits to 

increase the effectiveness of teaching chemistry. We have already used the ABC and 

protein folding surface models for static demonstrations in upper undergraduate and 

graduate physical chemistry courses. Future plans include printing larger models of 

potential and free energy surfaces which are much better suited for classical molecular 

dynamics simulations performed by rolling small marbles or bearing balls on these 

surfaces. Another interesting direction is the 3D printing of molecular dynamics 

simulation kits with multiple potential energy surfaces to demonstrate photochemical 

reactions and nonadiabatic processes at conical intersections and intersystem crossings.  
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Chapter VII. Conclusions 

 

In this work we investigate the role of nonadiabatic spin-forbidden transitions in 

the catalytic and electron transfer processes taking place in the active sites of metal-sulfur 

proteins by means of nonadiabatic transition state theory (NA-TST). First, we focus on 

the nonadiabatic transitions between the lowest energy singlet and triplet states in the 

active sites of [NiFe]-hydrogenase with and without bound molecular hydrogen. The 

computational studies suggest that the binding of H2 to the active site is likely to occur on 

Fe(II) center. The H2 binding preserves the singlet-triplet state crossing, induced by the 

rotation of the terminal thiolate ligands on Ni(II) center. Within the biologically relevant 

temperature range, the Landau-Zener theory predicts the spin-forbidden transition 

probability from 42% to 38% for the bare active site model. While for the active site with 

bound H2, the transition probability is reduced to 35% - 32% within the same temperature 

range. The high transition probabilities indicate that the nonadiabatic spin-forbidden 

transitions between the lowest energy singlet and triplet states could play an important 

role in the catalytic activity of [NiFe]-hydrogenase. We believe that it could be possible 

to increase the catalytic activity of the [NiFe]-hydrogenase mimics by facilitating spin-

forbidden transitions through the ligand design. 

Second, we studied the nonadiabatic transitions in the active site of rubredoxin for 

which we not only estimated the probabilities of transition between the electronic spin 

states, but also calculated the NA-TST transition rate constants. We focused on the 

lowest energy electronic states with different spin multiplicities in the rubredoxin active 

site models [Fe(SCH3)4]n (n=2-, 1-, 0). The lowest energy spin states in the 
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[Fe(SCH3)4]n complexes tend to cross as the geometries of the complexes change 

between tetrahedral and square planar. The obtained rate constants for transitions 

between different spin states can be smaller by up to four orders of magnitude than the 

rate constants obtained under the assumption of completely spin-allowed transitions. This 

indicates that even in qualitative discussions of reaction mechanisms associated with 

changes of the Fe coordination, the spin-forbidden nature of the transitions between 

different spin states must be taken into account. The knowledge about the role of spin-

forbidden transitions could not only help with understanding of fundamental principles of 

electron transfer in biological systems, but also with designing novel bionano devices 

based on rubredoxin or its active site. 

Third, we extended our NA-TST methodology to the large complex protein 

models by utilizing the fragment molecular orbital (FMO) method applicable to the 

systems with thousands of atoms. This was accomplished by implementing the fragment 

molecular orbital minimum energy crossing point (FMO-MECP) search algorithm in the 

GAMESS suite of programs. The newly implemented FMO-MECP algorithm 

demonstrates a good accuracy in predicting the MECP geometries and energies, which 

was shown by comparing the FMO-MECP and conventional density functional theory 

results. Therefore, the FMO-MECP search algorithm can be used to study spin-forbidden 

nonadiabatic processes in large complex systems that were previously out of reach for the 

fully quantum electronic structure methods. 

 Finally, we designed and created several ABS plastic models of potential and free 

energy surfaces using the 3D-printing technology for demonstrations in chemistry 

classes. The potential energy surfaces of real molecules were calculated with electronic 
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structure methods, while the surfaces of the model systems were obtained from analytical 

functions. The created 3D models are helpful in explaining such concepts as potential 

energy surface, transition state, minimum energy reaction path, reaction trajectory, 

reaction rate, harmonic vibrational frequency and anharmonicity. Moreover, these models 

can be combined with conventional educational materials such as molecular model kits to 

increase the effectiveness of teaching chemistry.  
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Appendix A - Supporting Information for Chapter III 
Effect of H2 Binding on the Nonadiabatic Transition Probability between Singlet 
and Triplet States of the [NiFe]-Hydrogenase Active Site 

 

 
Figure S1. Sampled initial positions of H2 on the active site of [NiFe]-hydrogenase. 
 

 
Figure S2. Active space molecular orbitals used in MCQDPT2 calculation of spin-orbit 
coupling. a) Singlet state orbitals. b) Triplet state orbitals. 
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Figure S3. Landau-Zener transition probabilities between the singlet and triplet states of 
the bare active site and active site with bound H2 as a function of temperature. Gradients 
obtained from PBE, BP86 and TPSS calculations with bs1 basis set and spin-orbit 
coupling calculated with MCQDPT2/6-31G**. 
  

 
Figure S4. Landau-Zener transition probabilities between the singlet and triplet states of 
the bare active site and the active site with bound H2 calculated with normalized 
probability distribution (Ref. 34) as functions of temperature. The mass-weighted 
gradients and spin-orbit coupling were calculated with PBE and MCQDPT2, 
respectively, using def2-TZVP basis set. 
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Table S1. Binding energies of H2 (kcal/mol), with and without ZPE correction, to the 
active site calculated using bs1 basis set. 

 PBE BP86 TPSS B3LYP 
S2 -3.9 -2.4 -4.0 -2.8 
S1 -2.6 -1.0 -2.5 -1.5 
T2 -8.9 -7.0 -8.8 -6.7 
T1 -6.5 -4.7 -6.3 -4.2 

 
ZPE corrected calculations 

S2 0.7 1.9 0.6 2.1 
S1 1.5 3.7 1.7 2.8 
T2 -3.8 -2.3 -3.3 -2.6 
T1 -2.2 0.5 -1.7 -0.5 
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Table S2. Binding energies of H2 (kcal/mol), with the ZPE, Grimme’s dispersion (D3) 
and entropy (S) corrections, to the active site calculated with def2-TZVP basis set and 
different functionals. 

		 PBE BP86 TPSS B3LYP 
Ebinding  (no corrections) 

S2 -3.9 -1.9 -3.9 -4.0 
S1 -1.7 0.2 -1.6 -2.6 
T2 -7.5 -5.9 -7.9 -6.3 
T1 -4.6 -3.6 -5.4 -3.9 

ΔZPE correction 
S2 4.7 4.3 4.6 4.9 
S1 4.1 4.8 4.2 4.3 
T2 5.1 4.7 5.5 3.8 
T1 4.2 5.2 4.6 4.1 

ΔD3 correction 
S2 -4.8 -6.3 -4.0 -5.7 
S1 -4.6 -4.8 -3.6 -4.9 
T2 -2.5 -4.8 -3.7 -6.7 
T1 -4.1 -5.7 -4.7 -5.5 

ΔS correction 
S2 8.9 7.9 8.5 9.7 
S1 8.4 8.8 7.6 10.1 
T2 9.6 9.4 9.8 11.1 
T1 9.7 9.4 11.8 10.3 

Ebinding + ΔZPE + ΔD3 + ΔS 

S2 4.9 4.0 5.2 4.9 
S1 6.2 9.0 6.6 7.0 
T2 4.7 3.4 3.7 2.1 
T1 5.2 5.3 6.2 4.7 

 
Table S3. The difference between the singlet and triplet mass-weighted gradients 
(Eh me

-1/2 a0
-1) for the bare active site and active site with bound H2 obtained with 

different levels of theory. 
		 PBE/bs1 BP86/bs1 TPSS/bs1 PBE/def2-TZVP 
Bare active site 1.04×10-4 1.01×10-4 1.12×10-4 1.57×10-4 
Active site with 

H2 bound - - - 1.71×10-4 
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Derivation of velocity averaged Landau-Zener transition probability formula 
 
 The Landau-Zener (LZ) probability of nonadiabatic transition for the specific 
mass-weighted velocity is 

PLZ (υ) =1− exp
−2πHSO
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Here we use mass-weighted coordinates and atomic units. The general equation for 
velocity averaged Landau-Zener (LZ) transition probability can be written as 
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Integration of the denominator gives 
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The substitution of equation (5) into (4) simplifies the final expression to 
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Equation (6) is equivalent to equation (1) in Ref. 36.  
A slightly different form of the velocity averaged LZ formula can be derived with 

normalized velocity distribution proposed in Ref. 34, 
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If this form of velocity distribution is used then equation (2) has the following form: 
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The integral in the denominator is equal to 1, and the final expression reads 
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This equation is identical to equation (A7) in Ref. 34. 
The transition probabilities calculated using equation 10 (Figure S4) are 

somewhat lower than the probabilities obtained using equation 6 (Figure 5). However, in 
both cases the probabilities are large enough to make the nonadiabatic transitions 
between the lowest energy singlet and triplet states potentially important for the H2 
activation on [NiFe]-hydrogenase.  
 

Calculation of difference between the singlet and triplet mass-weighted 
gradients, |Δg| 

 
All equations are shown in atomic units. The Cartesian components of the singlet 

and triplet states gradients for each atom were obtained at the minimum energy crossing 
point geometry, as calculated using GAMESS. The vector gradient gn, of each atom n, is 
defined as, 

gn =
∂E
∂xn
, ∂E
∂yn
, ∂E
∂zn

"

#
$

%

&
',

    
(1) 

with energy derivatives with respect to atomic coordinates, ∂E
∂xn

, ∂E
∂yn

and ∂E
∂zn

. 

The difference between the triplet and singlet state Cartesian gradients for each atom, 
Δgn, can be written as, 

Δgn = gn
triplet − gn

singlet,     (2) 
and the subsequent squared norm, 

Δgn
2
= Δgn (x)

2 +Δgn (y)
2 +Δgn (z)

2,   (3) 
written in terms of each Cartesian component. 
The difference between the singlet and triplet mass-weighted energy gradients, |Δg|, can 
be calculated as, 

Δg = Δgn
2mn

−1

n=1

N

∑
$
%
&

'
(
)

1/2

,    (4) 

with corresponding mass of each atom, mn.  
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Atomic Cartesian coordinates of different conformers. 
Atomic Cartesian coordinates (Å) of conformer S optimized with PBE/bs1 level of 
theory, E= -2345.248343 Hartree  
 
FE         26.0  -2.2294894074   1.0294984149   0.4466030348 
 NI         28.0   0.5484338995   0.1092731763   0.0430876407 
 S          16.0  -1.3619423002  -1.0794671960   0.0170153329 
 S          16.0  -0.7287443116   1.4866978240  -1.2109149330 
 C           6.0  -1.4393881674  -2.1422329764   1.5264322081 
 H           1.0  -0.4538612102  -2.1092985450   2.0157390706 
 C           6.0  -0.2207400192   3.2543208830  -1.2715427193 
 H           1.0  -0.1414662416   3.5536603675  -2.3293518754 
 H           1.0   0.7630831121   3.3173774355  -0.7723267492 
 H           1.0  -0.9644696447   3.8649048182  -0.7387693728 
 C           6.0  -3.6928587138   0.8990076624  -0.3738084742 
 O           8.0  -4.7115025293   0.7968711447  -0.9733324829 
 C           6.0  -2.9817993340   0.5281677962   2.1022833343 
 N           7.0  -3.4489990748   0.1819135540   3.1403424956 
 C           6.0  -2.5070384818   2.8453558627   0.8698453415 
 N           7.0  -2.6793468844   3.9999611153   1.0991533801 
 S          16.0   1.9724782193  -1.4845223891   0.6806242576 
 S          16.0   2.2755832669   1.5364920340   0.2934736149 
 C           6.0   1.3929510048  -3.0974482787  -0.0171848045 
 H           1.0   1.0744644549  -2.9816002456  -1.0652805020 
 H           1.0   0.5577799662  -3.5391790268   0.5502345458 
 H           1.0   2.2457271861  -3.7993216360   0.0178407857 
 C           6.0   3.2096928498   1.2209522096  -1.2539300367 
 H           1.0   4.1582389377   1.7886690854  -1.2291837346 
 H           1.0   2.6338743058   1.5321145468  -2.1441671505 
 H           1.0   3.4340345901   0.1427644708  -1.3293172546 
 H           1.0  -2.2094337750  -1.7400961187   2.2009962033 
 H           1.0  -1.6860116980  -3.1727859887   1.2221188439 
 
Atomic Cartesian coordinates (Å) of conformer T optimized with PBE/bs1 level of 
theory, E= -2345.236325 Hartree 
 
Fe          26.0  1.5505926677  -0.4021128432  0.2219150535 
Ni          28.0  -1.4606859837  0.4032446448  0.2783057347 
S           16.0  -0.4033476154  -1.6573943129  0.0026753316 
S           16.0  0.2578645312  0.6869097008  1.8238233369 
C           6.0  -0.6810462303  -2.1555441542  -1.7514573074 
H           1.0  -1.4193581598  -2.9735542200  -1.7655395740 
H           1.0  0.2748113593  -2.4786928506  -2.1904639851 
H           1.0  -1.0740253505  -1.2955879281  -2.3140156856 
C           6.0  0.6562142289  2.4862832673  1.8932699263 
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H           1.0  0.3503754771  2.8772308729  2.8774715818 
H           1.0  0.1006769641  3.0074185307  1.0992431291 
H           1.0  1.7375310174  2.6200683341  1.7385676872 
C           6.0  2.4066679903  -1.4372161980  1.2268354182 
O           8.0  3.0033828683  -2.1693713842  1.9422179905 
C           6.0  2.2924793456  -1.1348951596  -1.3491952549 
N           7.0  2.7286278917  -1.6099286381  -2.3488167882 
C           6.0  2.8847646184  0.9280412835  0.2718801847 
N           7.0  3.7049832252  1.7883504886  0.3212027580 
S           16.0  -3.4381454613  0.1555012304  1.3888966519 
S           16.0  -2.0432305669  1.8223412252  -1.3767823904 
C           6.0  -2.9714651860  -0.9871821280  2.7535104163 
H           1.0  -2.2378245548  -0.5135767069  3.4262976617 
H           1.0  -2.5220897364  -1.9093730479  2.3502867898 
H           1.0  -3.8732263958  -1.2524924682  3.3359057321 
C           6.0  -3.8205539999  2.2453223524  -1.1731461103 
H           1.0  -4.1743074945  2.8018119466  -2.0595984561 
H           1.0  -3.9758402041  2.8679628290  -0.2764195769 
H           1.0  -4.4258312958  1.3313064335  -1.0573270556 
 
 
Atomic Cartesian coordinates (Å) of conformer S1 optimized with PBE/bs1 level of 
theory, E= -2346.417078 Hartree 
 
 FE         26.0   1.7162035924   0.0439025238   0.1393124940 
 NI         28.0  -1.4839329349  -0.0717554374  -0.1460784674 
 S          16.0   0.0439163923   1.5270856526  -0.6556047383 
 S          16.0   0.1759854611  -1.3966122242  -0.9454732629 
 C           6.0  -0.1036811151   2.8483034843   0.6223518512 
 H           1.0  -0.6414431183   3.7066270561   0.1908321187 
 H           1.0   0.9123004870   3.1395690969   0.9277503816 
 H           1.0  -0.6689362163   2.4626893391   1.4834896962 
 C           6.0   0.2284609527  -3.0884606773  -0.2226458325 
 H           1.0   0.1743345137  -3.8156834329  -1.0495536387 
 H           1.0  -0.6520468415  -3.2011308285   0.4337475560 
 H           1.0   1.1727202279  -3.2136171874   0.3282631621 
 C           6.0   2.6935853214   0.1677660312  -1.2583846314 
 O           8.0   3.3868586385   0.2475808130  -2.2089339245 
 C           6.0   2.7263887383   1.4055388120   1.0014190233 
 N           7.0   3.3335458872   2.2838610956   1.5233265563 
 C           6.0   2.7998126409  -1.3624609746   0.8139216275 
 N           7.0   3.4407525056  -2.2748415815   1.2250165143 
 S          16.0  -3.2735605124   1.2114521181   0.1974407998 
 S          16.0  -2.7492896860  -1.7349915881   0.6911441416 
 C           6.0  -3.1362766080   2.7700892733  -0.7942299823 
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 H           1.0  -2.4665934126   2.6298777258  -1.6582441746 
 H           1.0  -2.7595563732   3.6201439880  -0.1988071532 
 H           1.0  -4.1424052308   3.0337342591  -1.1674781041 
 C           6.0  -3.7116451362  -2.2254073202  -0.7940579357 
 H           1.0  -4.4729381271  -2.9730616422  -0.5044758992 
 H           1.0  -3.0663724773  -2.6636628882  -1.5765558595 
 H           1.0  -4.2188332107  -1.3346249922  -1.2021136385 
 H           1.0   1.1254661673  -0.0543519828   1.7858815381 
 H           1.0   0.4308352542  -0.1255749415   1.3796110819 
 
Atomic Cartesian coordinates (Å) of conformer S2 optimized with PBE/bs1 level of 
theory, E= -2346.419250 Hartree 
 
 FE         26.0   1.8343149123   0.1117640749   0.1237071633 
 NI         28.0  -1.3954068356  -0.1641435549  -0.7076661814 
 S          16.0   0.0715340597   1.5418308173  -0.4763292234 
 S          16.0   0.5048585112  -1.2918046433  -1.2268374334 
 C           6.0  -0.4360351364   2.3705268114   1.0884057681 
 H           1.0  -1.3149352783   2.9998768281   0.8828101303 
 H           1.0   0.4189179530   2.9602364088   1.4533678678 
 H           1.0  -0.7139221179   1.6170590913   1.8414526121 
 C           6.0   0.5635458442  -2.9858548228  -0.5153508980 
 H           1.0   0.1240717235  -3.6891848488  -1.2389226294 
 H           1.0  -0.0265301278  -3.0217017020   0.4137746346 
 H           1.0   1.6169213194  -3.2272121590  -0.3087010192 
 C           6.0   2.8371171482   0.5924441008  -1.1765175975 
 O           8.0   3.5488789147   0.9207778340  -2.0570327393 
 C           6.0   2.6410065871   1.4122294229   1.2633670541 
 N           7.0   3.1080888156   2.2457560736   1.9693002483 
 C           6.0   3.0740605444  -1.2617675237   0.5865659851 
 N           7.0   3.8175456162  -2.1486676817   0.8554977114 
 S          16.0  -3.2063271955   1.1624299372  -0.6652367821 
 S          16.0  -2.5422038748  -2.0708225779  -0.5036470464 
 C           6.0  -2.8267379292   2.5934192427  -1.7629931787 
 H           1.0  -2.6738049347   2.2677288659  -2.8062258775 
 H           1.0  -1.9214241526   3.1326542864  -1.4403078136 
 H           1.0  -3.6860191125   3.2883943850  -1.7342401379 
 C           6.0  -4.3251039468  -1.7920103094  -0.1587853601 
 H           1.0  -4.5079121908  -1.5503842155   0.9032364119 
 H           1.0  -4.8792859697  -2.7140987409  -0.4100011862 
 H           1.0  -4.7030021777  -0.9549750824  -0.7704631577 
 H           1.0   1.2182343147  -0.2936038279   1.7033140562 
 H           1.0   0.5932104958  -0.4889129203   1.2353299187 
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Atomic Cartesian coordinates (Å) of conformer T1 optimized with PBE/bs1 level of 
theory, E= -2346.411294 Hartree 
 
FE         26.0   1.6694905304   0.0074721981  -0.0464262911 
 NI         28.0  -1.4818770448   0.0299968338  -0.0441657324 
 S          16.0   0.0448035960  -1.3543491140   1.0371130470 
 S          16.0   0.0706323404   1.7214346193   0.3511176037 
 C           6.0  -0.0673034752  -2.9448168395   0.1126125799 
 H           1.0  -0.6619662665  -3.6520029688   0.7140834122 
 H           1.0   0.9495148082  -3.3356875858  -0.0475739851 
 H           1.0  -0.5713357047  -2.7782175846  -0.8522545110 
 C           6.0  -0.0223028133   2.7400553042  -1.1818951994 
 H           1.0  -0.6456973761   3.6256388127  -0.9756406879 
 H           1.0  -0.4873070495   2.1560437390  -1.9922251734 
 H           1.0   0.9966078163   3.0431414655  -1.4682562196 
 C           6.0   2.4639844740   0.3209565151   1.4404949231 
 O           8.0   3.0314662052   0.5364151208   2.4491304523 
 C           6.0   2.7938765366  -1.4986158690  -0.3596938176 
 N           7.0   3.4605885599  -2.4643761570  -0.5428894294 
 C           6.0   2.8295586969   1.2286415935  -0.9359926029 
 N           7.0   3.5217025128   2.0175757678  -1.4924056152 
 S          16.0  -3.3010118241   0.3700550532   1.3076688272 
 S          16.0  -2.3894924605  -0.5014674958  -2.0771067984 
 C           6.0  -2.5072979279   0.7893884578   2.9130567940 
 H           1.0  -1.8299926439   1.6509643217   2.7942943536 
 H           1.0  -1.9163955718  -0.0620247551   3.2895727560 
 H           1.0  -3.2817333068   1.0436530326   3.6602442406 
 C           6.0  -4.2081758134  -0.5442331099  -1.7972682132 
 H           1.0  -4.7189393903  -0.8779982256  -2.7185169992 
 H           1.0  -4.5877144858   0.4534260383  -1.5209608499 
 H           1.0  -4.4582407442  -1.2363239259  -0.9767449953 
 H           1.0   1.3445800506  -0.2033119191  -1.7325530064 
 H           1.0   0.6277135116  -0.3988774533  -1.4107279623 
 
Atomic Cartesian coordinates (Å) of conformer T2 optimized with PBE/bs1 level of 
theory, E= -2346.415063 Hartree 
 
FE         26.0   2.1213691947   0.3085937089   0.8107985704 
 NI         28.0  -0.9383254369  -0.1537113312  -0.5110866185 
 S          16.0   0.2627030448   1.6910331190   0.3542236205 
 S          16.0   1.2024506670  -1.0645687759  -0.8955391853 
 C           6.0  -0.5115728190   2.0383983214   1.9864918268 
 H           1.0  -1.3699972153   2.7145932353   1.8374615401 
 H           1.0   0.2420269153   2.5083199101   2.6376089560 
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 H           1.0  -0.8631904662   1.1009247040   2.4466500972 
 C           6.0   1.2869901699  -2.7829365825  -0.2490788018 
 H           1.0   0.9090299374  -3.4699199905  -1.0237630853 
 H           1.0   0.6617427333  -2.8796020266   0.6529642571 
 H           1.0   2.3324431682  -3.0157626027   0.0043154547 
 C           6.0   3.1458326787   1.1590809229  -0.2696163408 
 O           8.0   3.8666961437   1.7418420234  -0.9970905993 
 C           6.0   2.6513455867   1.4304527162   2.2583474653 
 N           7.0   2.9350871723   2.1451484702   3.1639041893 
 C           6.0   3.5032528721  -0.9575242795   1.1584191256 
 N           7.0   4.3441538918  -1.7741160082   1.3512119994 
 S          16.0  -2.3338686965   0.7340202341  -2.0531553820 
 S          16.0  -1.7834938225  -1.5822612499   1.0398278528 
 C           6.0  -2.1552999875   2.5654628105  -2.1453757735 
 H           1.0  -1.8907063947   2.8734645442  -3.1719817786 
 H           1.0  -1.3588691738   2.9000956005  -1.4603235199 
 H           1.0  -3.1014757469   3.0644355809  -1.8690901945 
 C           6.0  -3.2899427421  -0.6614529399   1.5727452124 
 H           1.0  -4.0524142196  -1.3696582319   1.9442184420 
 H           1.0  -3.7053390571  -0.0948548455   0.7231728748 
 H           1.0  -3.0541453274   0.0484725292   2.3852024810 
 H           1.0   1.4357804605  -0.5368794881   2.1514718115 
 H           1.0   0.8088741714  -0.5441491824   1.6440138730 
 
Atomic Cartesian coordinates (Å) of MECP(S2/T2) optimized with PBE/bs1 level of 
theory, E= -2346.410716 Hartree 
 
 FE         26.0   2.1440583127   0.3027918249   0.7884657137 
 NI         28.0  -0.9282634099  -0.0686856895  -0.4075922765 
 S          16.0   0.4500778895   1.7645162115   0.0558824481 
 S          16.0   1.1411550438  -1.0683212222  -0.8733958097 
 C           6.0  -0.3206913122   2.4852124560   1.5642373082 
 H           1.0  -1.0830698998   3.2203894711   1.2573682974 
 H           1.0   0.4678527225   2.9667506064   2.1625805899 
 H           1.0  -0.8024413008   1.6960135741   2.1627823281 
 C           6.0   1.2296931285  -2.7998654850  -0.2684187250 
 H           1.0   0.8470613691  -3.4680555543  -1.0570333045 
 H           1.0   0.6063141013  -2.9121369624   0.6334536218 
 H           1.0   2.2756302152  -3.0380628252  -0.0234071492 
 C           6.0   3.2966282155   0.9606837962  -0.2940600914 
 O           8.0   4.1058137209   1.4085659509  -1.0245212990 
 C           6.0   2.6863949519   1.5000556157   2.1673263402 
 N           7.0   2.9809695869   2.2715197258   3.0216668164 
 C           6.0   3.3939410402  -1.0451656200   1.2921178630 
 N           7.0   4.1614954834  -1.9084666850   1.5694398784 
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 S          16.0  -2.6982389865   0.9266803240  -1.3834591291 
 S          16.0  -1.8750407757  -1.7902936469   0.6939996278 
 C           6.0  -2.5045291794   2.7569792396  -1.4327376199 
 H           1.0  -3.0446268778   3.1631002595  -2.3068977337 
 H           1.0  -1.4394403461   3.0310707118  -1.5122636484 
 H           1.0  -2.9189704473   3.2314296946  -0.5252614792 
 C           6.0  -3.3737036706  -1.0906376252   1.5074350539 
 H           1.0  -4.0695650911  -1.9072684465   1.7727033734 
 H           1.0  -3.8729373150  -0.3856997608   0.8229789522 
 H           1.0  -3.1052987654  -0.5510185901   2.4324269735 
 H           1.0   1.3273547112  -0.3503391199   2.1779211943 
 H           1.0   0.7556031874  -0.4280542919   1.6145162981 
 
Atomic Cartesian coordinates (Å) of conformer S optimized with BP86/bs1 level of 
theory, E= -2346.854058 Hartree 
 
FE         26.0   1.6595387528   0.0785956125   0.1978870809 
 NI         28.0  -1.2721472535  -0.0989197598  -0.6027268680 
 S          16.0   0.1861868979   1.6352951193  -0.6521962341 
 S          16.0   0.5736261912  -1.1541707268  -1.4083505802 
 C           6.0  -0.2605746758   2.8291657903   0.6828474251 
 H           1.0  -1.0276180380   3.5170550146   0.2936557306 
 H           1.0   0.6531182698   3.3671845749   0.9776608929 
 H           1.0  -0.6607397565   2.2891087294   1.5503531006 
 C           6.0   0.6736891418  -2.9677074965  -1.0830273068 
 H           1.0   0.7544147562  -3.4916476102  -2.0502821679 
 H           1.0  -0.2499405409  -3.2812166687  -0.5644672126 
 H           1.0   1.5492957080  -3.1647140083  -0.4458310237 
 C           6.0   3.0591686076   0.5322875438  -0.6219749494 
 O           8.0   4.0336407160   0.8504624950  -1.2203962226 
 C           6.0   2.0757774392   1.1200585085   1.7287174011 
 N           7.0   2.3351294399   1.7850391423   2.6804380233 
 C           6.0   2.4808571164  -1.4271258989   1.0016690521 
 N           7.0   2.9966399910  -2.3900243703   1.4743766281 
 S          16.0  -3.0766116401   1.2245200400  -0.3187201426 
 S          16.0  -2.4032257009  -2.0151745113  -0.4466903898 
 C           6.0  -2.9839599944   2.3706372082  -1.7640329138 
 H           1.0  -3.0772218201   1.8180222995  -2.7154635989 
 H           1.0  -2.0319457393   2.9281944566  -1.7842617199 
 H           1.0  -3.8214537332   3.0906331663  -1.6922139456 
 C           6.0  -4.0468276529  -1.8004537797   0.3537782204 
 H           1.0  -3.9515253728  -1.6645111807   1.4458842277 
 H           1.0  -4.6463317614  -2.7100862721   0.1629323765 
 H           1.0  -4.5607041278  -0.9181540679  -0.0651319631 
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Atomic Cartesian coordinates (Å) of conformer T optimized with BP86/bs1 level of 
theory, E= -2346.842553 Hartree 
 
 FE         26.0   1.4079987638  -0.5147738927   1.0245273019 
 NI         28.0  -1.4156440698   0.4913321121   0.1472584799 
 S          16.0   0.6397116597   0.4282315735  -0.9643984697 
 S          16.0  -0.6675281031  -1.5791201081   0.9197776263 
 C           6.0   1.2379533904   2.1690067420  -1.1590731679 
 H           1.0   1.1743466412   2.4415828144  -2.2261312869 
 H           1.0   2.2765321145   2.2328446213  -0.7985052448 
 H           1.0   0.5980178110   2.8417534236  -0.5676944048 
 C           6.0  -1.3729270311  -1.8476103818   2.6093696802 
 H           1.0  -2.1115288265  -2.6654108924   2.5530300482 
 H           1.0  -1.8699987097  -0.9242726845   2.9447457186 
 H           1.0  -0.5580039020  -2.1028508281   3.3044551501 
 C           6.0   2.3623500204  -1.7417629317   0.3814262738 
 O           8.0   3.0281469428  -2.6078320376  -0.0794142939 
 C           6.0   2.8528049393   0.7011714138   1.1520567625 
 N           7.0   3.7475326734   1.4840564080   1.2070691493 
 C           6.0   1.6878847841  -1.0669728975   2.8120369540 
 N           7.0   1.8301845076  -1.4217691424   3.9391535509 
 S          16.0  -3.1156521289   0.1803208381  -1.3518039698 
 S          16.0  -2.2142251508   2.2255372619   1.3586218073 
 C           6.0  -2.4793428813  -1.1897113567  -2.4122737318 
 H           1.0  -2.2721471407  -2.0871914336  -1.8054610513 
 H           1.0  -1.5433994741  -0.8885589835  -2.9117927368 
 H           1.0  -3.2333906229  -1.4416181988  -3.1823801847 
 C           6.0  -3.8801705489   2.6636354904   0.7010972915 
 H           1.0  -4.2711720910   3.5459372091   1.2413818452 
 H           1.0  -4.5845740650   1.8241377885   0.8287970996 
 H           1.0  -3.8257655024   2.8947790727  -0.3763321969 
 
Atomic Cartesian coordinates (Å) of conformer S1 optimized with BP86/bs1 level of 
theory, E= -2348.032179 Hartree 
 
FE         26.0   1.7587859889   0.0472382661   0.1459540691 
 NI         28.0  -1.4805574192  -0.1118941648  -0.1582010412 
 S          16.0   0.0470475882   1.5017824751  -0.6469191408 
 S          16.0   0.2152747556  -1.4195974930  -0.9162781111 
 C           6.0  -0.1105016471   2.8304393821   0.6300804612 
 H           1.0  -0.6563894173   3.6833456226   0.1955756092 
 H           1.0   0.9046247190   3.1299588594   0.9326653363 
 H           1.0  -0.6725554709   2.4432198374   1.4932544414 
 C           6.0   0.2869895888  -3.1093902824  -0.1740664330 
 H           1.0   0.2940557015  -3.8448327398  -0.9966830706 
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 H           1.0  -0.6207021736  -3.2471326382   0.4395106419 
 H           1.0   1.2098763416  -3.2009621261   0.4187885927 
 C           6.0   2.7209009468   0.1810991073  -1.2679016261 
 O           8.0   3.4011030157   0.2691528874  -2.2280070683 
 C           6.0   2.7571593239   1.4331370420   0.9976066564 
 N           7.0   3.3544897542   2.3225324779   1.5133196975 
 C           6.0   2.8686854391  -1.3455800140   0.8225384837 
 N           7.0   3.5235424508  -2.2466160988   1.2382808825 
 S          16.0  -3.2668616005   1.1784869567   0.2049972864 
 S          16.0  -2.7650537115  -1.7964469308   0.6127504842 
 C           6.0  -3.1479649210   2.7350353463  -0.8025931440 
 H           1.0  -2.4846557990   2.5923630458  -1.6720185210 
 H           1.0  -2.7687291553   3.5916338017  -0.2158444884 
 H           1.0  -4.1596033936   2.9916516036  -1.1691338425 
 C           6.0  -3.8427445675  -2.1604888936  -0.8375556283 
 H           1.0  -4.5977913454  -2.9154169666  -0.5460492419 
 H           1.0  -3.2613730357  -2.5542990911  -1.6912454422 
 H           1.0  -4.3564089805  -1.2327706930  -1.1453853889 
 H           1.0   1.1779873149  -0.0549995585   1.7933756642 
 H           1.0   0.4850254891  -0.1286654509   1.3900551814 
 
Atomic Cartesian coordinates (Å) of conformer S2 optimized with BP86/bs1 level of 
theory, E= -2348.034303 Hartree 
 
FE         26.0   1.8451237080   0.1205768905   0.2253425121 
 NI         28.0  -1.3840478211  -0.1784134772  -0.6704595899 
 S          16.0   0.0692919353   1.5377882999  -0.4039804869 
 S          16.0   0.5278918466  -1.3137923585  -1.1178691667 
 C           6.0  -0.4856065383   2.3475469266   1.1610097585 
 H           1.0  -1.3625775147   2.9760850206   0.9406242269 
 H           1.0   0.3568025401   2.9397279785   1.5526342457 
 H           1.0  -0.7784936643   1.5846363571   1.8996024334 
 C           6.0   0.5771824090  -3.0006284541  -0.3729090443 
 H           1.0   0.1360206684  -3.7146802427  -1.0862639673 
 H           1.0  -0.0120607150  -3.0220701187   0.5583240939 
 H           1.0   1.6304861556  -3.2422755336  -0.1617783777 
 C           6.0   2.8487117525   0.5975591110  -1.0822351314 
 O           8.0   3.5588488801   0.9223710019  -1.9662642244 
 C           6.0   2.6333102368   1.4443790538   1.3613587558 
 N           7.0   3.0873235733   2.2881043149   2.0646288915 
 C           6.0   3.0960218111  -1.2446106190   0.7082543520 
 N           7.0   3.8438811202  -2.1250595111   0.9882478544 
 S          16.0  -3.2138720022   1.1256132955  -0.7176543928 
 S          16.0  -2.5350825600  -2.0802388214  -0.4222289908 
 C           6.0  -2.8011428318   2.5938894618  -1.7623388454 
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 H           1.0  -2.6288418947   2.3025168125  -2.8138780769 
 H           1.0  -1.8985579047   3.1166797634  -1.4041587970 
 H           1.0  -3.6576994854   3.2937033309  -1.7286881650 
 C           6.0  -4.3358588759  -1.7764061022  -0.1702961172 
 H           1.0  -4.5318409115  -1.2111617918   0.7573451959 
 H           1.0  -4.8398594654  -2.7587609696  -0.1008134426 
 H           1.0  -4.7597340364  -1.2025455940  -1.0111149377 
 H           1.0   1.2235213751  -0.2783717692   1.8032827265 
 H           1.0   0.6045144292  -0.4801799059   1.3331476575 
 
Atomic Cartesian coordinates (Å) of conformer T1 optimized with BP86/bs1 level of 
theory, E= -2348.026431 Hartree 
 
FE         26.0   1.6934414285   0.0073576418  -0.0461025855 
 NI         28.0  -1.5057964044   0.0299696135  -0.0512028030 
 S          16.0   0.0434742030  -1.3557032558   1.0147993787 
 S          16.0   0.0691140366   1.7138739916   0.3327714398 
 C           6.0  -0.0582181226  -2.9540632245   0.0913989950 
 H           1.0  -0.6486908789  -3.6647183002   0.6947455165 
 H           1.0   0.9624136431  -3.3376499664  -0.0665450575 
 H           1.0  -0.5628305396  -2.7936328082  -0.8747859028 
 C           6.0  -0.0095766649   2.7456488116  -1.1994613013 
 H           1.0  -0.6288266873   3.6349941903  -0.9917466982 
 H           1.0  -0.4728470863   2.1695752659  -2.0170376768 
 H           1.0   1.0140614996   3.0436644246  -1.4768694854 
 C           6.0   2.4671127154   0.3252355977   1.4558309732 
 O           8.0   3.0194809353   0.5426790775   2.4733955021 
 C           6.0   2.8252097848  -1.5021838908  -0.3471853010 
 N           7.0   3.4941548647  -2.4683597226  -0.5243338963 
 C           6.0   2.8604489584   1.2353935413  -0.9286759948 
 N           7.0   3.5550645308   2.0256391908  -1.4814514464 
 S          16.0  -3.3124079963   0.3722556616   1.3209633832 
 S          16.0  -2.4339817503  -0.4964129853  -2.0780184015 
 C           6.0  -2.5179191702   0.7958869283   2.9313696888 
 H           1.0  -1.8376364745   1.6556807923   2.8104042309 
 H           1.0  -1.9310130952  -0.0564170919   3.3141901232 
 H           1.0  -3.2948763673   1.0561494200   3.6755487840 
 C           6.0  -4.2568681233  -0.5491033686  -1.7903568387 
 H           1.0  -4.7693088847  -0.8833973422  -2.7119297992 
 H           1.0  -4.6399663685   0.4468699936  -1.5100945408 
 H           1.0  -4.5000438308  -1.2456308543  -0.9706168039 
 H           1.0   1.3803427018  -0.2096405187  -1.7352346204 
 H           1.0   0.6642248832  -0.4014049427  -1.4176779622 
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Atomic Cartesian coordinates (Å) of conformer T2 optimized with BP86/bs1 level of 
theory, E= -2348.030236 Hartree 
 
 FE         26.0   1.6518706137   0.0973001777   0.2168929418 
 NI         28.0  -1.4503618962  -0.3667736497  -1.0498581272 
 S          16.0  -0.2357414358   1.4713763312  -0.1824689400 
 S          16.0   0.6859401404  -1.2881567706  -1.4627256921 
 C           6.0  -0.9761485780   1.8112369532   1.4734938811 
 H           1.0  -1.8312313592   2.4974147452   1.3470557963 
 H           1.0  -0.2041818062   2.2687293912   2.1130202692 
 H           1.0  -1.3280130874   0.8715260716   1.9304386040 
 C           6.0   0.7802951388  -3.0037414929  -0.7943465048 
 H           1.0   0.3854994257  -3.7010780681  -1.5525854412 
 H           1.0   0.1721505445  -3.0875799640   0.1214250707 
 H           1.0   1.8314066012  -3.2353524677  -0.5604297713 
 C           6.0   2.6270700023   0.9661584744  -0.9019760874 
 O           8.0   3.3140274845   1.5588089496  -1.6546590493 
 C           6.0   2.2158978801   1.2224504929   1.6583660856 
 N           7.0   2.5187541972   1.9333270053   2.5613719267 
 C           6.0   3.0679397285  -1.1557003986   0.5093241295 
 N           7.0   3.9275424160  -1.9599467784   0.6727111545 
 S          16.0  -2.8118044549   0.5212611558  -2.6265942967 
 S          16.0  -2.3035951974  -1.8054450051   0.4880628419 
 C           6.0  -2.5854238546   2.3504831490  -2.7634523085 
 H           1.0  -2.3055038856   2.6255537154  -3.7966242047 
 H           1.0  -1.7862373812   2.6821991725  -2.0791000780 
 H           1.0  -3.5217638776   2.8798043712  -2.5067840116 
 C           6.0  -3.8427651313  -0.9157393712   1.0011784986 
 H           1.0  -4.6098548759  -1.6464216918   1.3199269443 
 H           1.0  -4.2368200340  -0.3238838592   0.1579872450 
 H           1.0  -3.6447855966  -0.2334798245   1.8477920891 
 H           1.0   1.0611159450  -0.8301760676   1.5481917419 
 H           1.0   0.3839535342  -0.7212499569   1.1274501228 
 
Atomic Cartesian coordinates (Å) of MECP(S/T) optimized with BP86/bs1 level of 
theory, E= -2346.838510 Hartree 
 
 FE         26.0   0.6329261231  -0.2626683674  -1.4377550258 
 NI         28.0  -0.9213259827   0.2087601876   1.1424123711 
 S          16.0  -1.6561851937  -0.2588483345  -1.0090681525 
 S          16.0   0.6340264087  -1.4090526799   0.5855400742 
 C           6.0  -2.4614594861   1.2872126382  -1.6315687523 
 H           1.0  -3.5299001343   1.0768387440  -1.8109331340 
 H           1.0  -1.9617734575   1.6021597104  -2.5611290317 
 H           1.0  -2.3701602170   2.0822080701  -0.8751359202 
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 C           6.0   2.2042204778  -1.1810882073   1.5333712174 
 H           1.0   2.3517690235  -2.0623607386   2.1811263118 
 H           1.0   2.1026111112  -0.2692087608   2.1443060609 
 H           1.0   3.0379889874  -1.0677083063   0.8231691378 
 C           6.0   0.6863259381  -1.5644904889  -2.5067557919 
 O           8.0   0.7139971263  -2.4906776355  -3.2472446538 
 C           6.0   0.4692302237   1.0223349501  -2.8165653214 
 N           7.0   0.3250237541   1.8358606292  -3.6734816876 
 C           6.0   2.5124930426  -0.0449754952  -1.4172249209 
 N           7.0   3.6969949763   0.0660206740  -1.3817505544 
 S          16.0  -2.7972599369   0.0124737269   2.4113992845 
 S          16.0   0.1447962690   1.7849871660   2.3736271161 
 C           6.0  -3.9517189114  -1.1117804132   1.5105639366 
 H           1.0  -3.4422446316  -2.0432860329   1.2132378987 
 H           1.0  -4.3515910539  -0.6376870087   0.5985886652 
 H           1.0  -4.7970916898  -1.3649316905   2.1783035906 
 C           6.0  -0.4876032493   1.7298589265   4.1042548135 
 H           1.0  -0.0952649981   2.5983723122   4.6659633785 
 H           1.0  -0.1692765563   0.8053815646   4.6181690671 
 H           1.0  -1.5903739632   1.7638248599   4.1150630225 
 
Atomic Cartesian coordinates (Å) of MECP(S2/T2) optimized with BP86/bs1 level of 
theory, E= -2348.025924 Hartree 
 
 FE         26.0   1.6998281511   0.1096053196   0.2270108213 
 NI         28.0  -1.4156095789  -0.2450388050  -0.9412906316 
 S          16.0  -0.0138508165   1.5801205929  -0.4699762396 
 S          16.0   0.6510442912  -1.2630388831  -1.4168231572 
 C           6.0  -0.7447145228   2.3173143298   1.0570075038 
 H           1.0  -1.5063425290   3.0599820403   0.7630539481 
 H           1.0   0.0631028516   2.7940990187   1.6344662526 
 H           1.0  -1.2200632802   1.5359430187   1.6717021140 
 C           6.0   0.7327603901  -2.9992693345  -0.8060933056 
 H           1.0   0.3416758535  -3.6673868771  -1.5919714090 
 H           1.0   0.1116120968  -3.1058027702   0.0988533248 
 H           1.0   1.7797035917  -3.2429045614  -0.5667673745 
 C           6.0   2.8331320968   0.7587724039  -0.8882957338 
 O           8.0   3.6276325897   1.1967617439  -1.6416230763 
 C           6.0   2.2812551591   1.3086297405   1.5961743408 
 N           7.0   2.6047164086   2.0786862042   2.4420484583 
 C           6.0   2.9539730123  -1.2486192151   0.7142159509 
 N           7.0   3.7204482225  -2.1157902611   0.9847718579 
 S          16.0  -3.1697047377   0.7665249358  -1.9363646197 
 S          16.0  -2.3745044013  -1.9809099021   0.1292596744 
 C           6.0  -2.9987618478   2.6053812313  -1.9278888988 
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 H           1.0  -3.4665952219   3.0271789358  -2.8369512605 
 H           1.0  -1.9335919663   2.8949164324  -1.9080067169 
 H           1.0  -3.4992097329   3.0507855568  -1.0481214427 
 C           6.0  -3.9301603787  -1.3318253808   0.8885058564 
 H           1.0  -3.7218339610  -0.8206636036   1.8458523814 
 H           1.0  -4.6221907532  -2.1715303726   1.0880347277 
 H           1.0  -4.4077366974  -0.6127961126   0.2019233311 
 H           1.0   0.9004179468  -0.5404027381   1.6279208048 
 H           1.0   0.3227029589  -0.6174003519   1.0742440046 
 
Atomic Cartesian coordinates (Å) of conformer S optimized with TPSS/bs1 level of 
theory, E= -2346.562297 Hartree 
 
Fe      26.0   1.6046569949  -0.2176741208  0.2133384134 
Ni      28.0   -1.2888952035  0.4672057212  0.2314162680 
S       16.0   -0.2660037286  -1.4499412978  0.8515481938 
S       16.0   0.4195898875  1.3216088098  1.4288340626 
C       6.0   -0.6205384380  -2.7872648210  -0.3791309990 
H       1.0   -0.8906538579  -3.6974318002  0.1723142644 
H       1.0   0.2776508683  -2.9555486532  -0.9803843270 
H       1.0   -1.4551538905  -2.4610379737  -1.0116812867 
C       6.0   0.9019025517  3.0662915649  1.0696529691 
H       1.0   0.9388858511  3.6079297336  2.0235549893 
H       1.0   0.1238893429  3.4862957643  0.4189874262 
H       1.0   1.8774897113  3.0746167219  0.5740579027 
C       6.0   2.7113323907  -0.7986736516  1.3565188973 
O       8.0   3.4655956779  -1.2006911873  2.1741557834 
C       6.0   2.1487635892  -1.4625794306  -1.1196801913 
N       7.0   2.4704810981  -2.2585485687  -1.9392673176 
C       6.0   2.8192085365  1.0690287752  -0.4813959017 
N      7.0   3.5760796341  1.8891975223  -0.8851785074 
S      16.0   -3.2267426390  -0.4492013434  -0.4266881394 
S      16.0   -1.9940398061  2.4152409402  -0.6568344003 
C      6.0   -3.6437786982  -1.7590542356  0.8156128836 
H      1.0   -3.4757985021  -1.3960205251  1.8363482786 
H      1.0   -3.0629511816  -2.6798078357  0.6749057484 
H      1.0   -4.7111217646  -2.0002733476  0.6975172348 
C      6.0   -3.4557775136  2.8881126310  0.3586163782 
H      1.0   -3.9487426899  3.7524713765  -0.1121753133 
H      1.0   -3.1602977509  3.1662781596  1.3804980828 
H      1.0   -4.1536229296  2.0418136419  0.3981282370 
 
 
Atomic Cartesian coordinates (Å) of conformer T optimized with TPSS/bs1 level of 
theory, E=-2346.555124 Hartree  
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FE         26.0   1.4071434967  -0.5120637872   1.0308143537 
 NI         28.0  -1.4283778301   0.5111798159   0.1539891736 
 S          16.0   0.6366620463   0.4399332489  -0.9601235353 
 S          16.0  -0.6747026231  -1.5720799262   0.9279040074 
 C           6.0   1.2357562773   2.1810478871  -1.1396278391 
 H           1.0   1.1393703954   2.4684404544  -2.1941490350 
 H           1.0   2.2801199823   2.2303778342  -0.8154054506 
 H           1.0   0.6212198882   2.8422038352  -0.5205214984 
 C           6.0  -1.3744583848  -1.8287665395   2.6211379363 
 H           1.0  -2.1279889743  -2.6243033992   2.5631216359 
 H           1.0  -1.8454305816  -0.9007802684   2.9613296780 
 H           1.0  -0.5654270143  -2.1078522135   3.3035592551 
 C           6.0   2.3404144156  -1.7475574799   0.3533381354 
 O           8.0   2.9877063593  -2.6111186794  -0.1259729371 
 C           6.0   2.8757476224   0.6921802956   1.1434014788 
 N           7.0   3.7775821111   1.4619020743   1.1902792611 
 C           6.0   1.7083714178  -1.0984302405   2.8147799975 
 N           7.0   1.8634655331  -1.4725441101   3.9300969817 
 S          16.0  -3.1208459997   0.1725612526  -1.3633972942 
 S          16.0  -2.2406254347   2.2553633854   1.3629389262 
 C           6.0  -2.4577401073  -1.2009362341  -2.4010919732 
 H           1.0  -2.2526081636  -2.0841011700  -1.7841024050 
 H           1.0  -1.5247501694  -0.8937820867  -2.8885079627 
 H           1.0  -3.1974954363  -1.4637170652  -3.1728900881 
 C           6.0  -3.9029820581   2.6634225162   0.6785152779 
 H           1.0  -4.3105842036   3.5354964846   1.2109895586 
 H           1.0  -4.5884877776   1.8159030704   0.8007515961 
 H           1.0  -3.8330607870   2.8928920453  -0.3916132346 
 
Atomic Cartesian coordinates (Å) of conformer S1 optimized with TPSS/bs1 level of 
theory, E= -2347.744463 Hartree 
 
 FE         26.0   1.7384193049   0.0385431626   0.0547380431 
 NI         28.0  -1.4622892473  -0.1001356717  -0.2105552410 
 S          16.0   0.0514851898   1.5240791029  -0.7091155143 
 S          16.0   0.2045570342  -1.3998613476  -1.0452221155 
 C           6.0  -0.0980995361   2.8313660268   0.5905659269 
 H           1.0  -0.6352695873   3.6881158744   0.1678845710 
 H           1.0   0.9130166324   3.1193075982   0.8949040946 
 H           1.0  -0.6606045962   2.4335688595   1.4407525787 
 C           6.0   0.2842270098  -3.1093918532  -0.3530294156 
 H           1.0   0.2306071060  -3.8154292650  -1.1917521687 
 H           1.0  -0.5826507402  -3.2471706224   0.3048451021 
 H           1.0   1.2318500633  -3.2293201340   0.1813656386 
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 C           6.0   2.7093613976   0.2018301315  -1.3573265653 
 O           8.0   3.3901328191   0.3093975226  -2.3103117361 
 C           6.0   2.7460836979   1.3992750094   0.9556842515 
 N           7.0   3.3480905284   2.2657107281   1.4966577980 
 C           6.0   2.8472216541  -1.3776776927   0.7124661970 
 N           7.0   3.5013844372  -2.2839705515   1.1079705413 
 S          16.0  -3.2399431525   1.1912922790   0.1938317419 
 S          16.0  -2.7239330494  -1.7924396097   0.5859274221 
 C           6.0  -3.1404345829   2.7420686916  -0.8227226985 
 H           1.0  -2.4835027462   2.6021173777  -1.6897098027 
 H           1.0  -2.7714519183   3.5980062592  -0.2403194320 
 H           1.0  -4.1523652454   2.9826420762  -1.1815666056 
 C           6.0  -3.8289485545  -2.1352981731  -0.8475975105 
 H           1.0  -4.5774142896  -2.8860927391  -0.5514509388 
 H           1.0  -3.2621676815  -2.5204396857  -1.7069780424 
 H           1.0  -4.3372922043  -1.2054271540  -1.1336595261 
 H           1.0   1.1259845363  -0.1154588051   1.7134109469 
 H           1.0   0.4476015007  -0.1472238247   1.3111837597 
 
Atomic Cartesian coordinates (Å) of conformer S2 optimized with TPSS/bs1 level of 
theory, E= -2347.746837 Hartree 
 
FE         26.0   1.8338564052   0.1095074565   0.1188329040 
 NI         28.0  -1.3936261301  -0.1540322272  -0.6903828051 
 S          16.0   0.0811888423   1.5556846682  -0.4859356184 
 S          16.0   0.5014423620  -1.2905623101  -1.2353661034 
 C           6.0  -0.4095170488   2.4054204038   1.0784084724 
 H           1.0  -1.2850185190   3.0298598104   0.8721694936 
 H           1.0   0.4459502076   2.9965989385   1.4219485089 
 H           1.0  -0.6772575732   1.6635224177   1.8384759738 
 C           6.0   0.5567974822  -2.9905759111  -0.5234991516 
 H           1.0   0.1094864603  -3.6849687038  -1.2429674386 
 H           1.0  -0.0223580471  -3.0201170202   0.4057490746 
 H           1.0   1.6060335891  -3.2349746978  -0.3292791019 
 C           6.0   2.8427883537   0.5911655103  -1.1904971587 
 O           8.0   3.5493597647   0.9173333158  -2.0718773993 
 C           6.0   2.6513783676   1.4043493768   1.2822512278 
 N           7.0   3.1250381191   2.2237309677   1.9957340114 
 C           6.0   3.0729633662  -1.2805057273   0.5959780039 
 N           7.0   3.8126368713  -2.1648706759   0.8714341428 
 S          16.0  -3.1992547886   1.1836764461  -0.6014899821 
 S          16.0  -2.5436384876  -2.0649125402  -0.5095030405 
 C           6.0  -2.8369008030   2.5781218224  -1.7584451935 
 H           1.0  -2.6796099673   2.2083314748  -2.7799908277 
 H           1.0  -1.9447387645   3.1400085209  -1.4560389599 
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 H           1.0  -3.7045168369   3.2554000143  -1.7582038640 
 C           6.0  -4.3313756528  -1.7907850905  -0.1594885296 
 H           1.0  -4.5081441144  -1.5621956291   0.9009023968 
 H           1.0  -4.8767018778  -2.7111457538  -0.4165546892 
 H           1.0  -4.7086573824  -0.9547797239  -0.7614966741 
 H           1.0   1.1736451833  -0.3023420777   1.7086986876 
 H           1.0   0.5724063990  -0.4939594858   1.2413049399 
 
Atomic Cartesian coordinates (Å) of conformer T1 optimized with TPSS/bs1 level of 
theory, E= -2347.743459 Hartree 
 
 FE         26.0   1.6691920975   0.0074258155  -0.0416852871 
 NI         28.0  -1.4878562316   0.0364801107  -0.0394641534 
 S          16.0   0.0462790450  -1.3581370413   1.0454767280 
 S          16.0   0.0786570185   1.7324237833   0.3583648036 
 C           6.0  -0.0669960391  -2.9496217006   0.1127708866 
 H           1.0  -0.6677775386  -3.6497161433   0.7073451691 
 H           1.0   0.9446909196  -3.3415893244  -0.0366999775 
 H           1.0  -0.5591501148  -2.7777471637  -0.8508641242 
 C           6.0  -0.0156158992   2.7472420306  -1.1835487145 
 H           1.0  -0.6371159565   3.6281003791  -0.9782394202 
 H           1.0  -0.4770244498   2.1612945845  -1.9868864158 
 H           1.0   0.9986788212   3.0483660129  -1.4661757186 
 C           6.0   2.4705853114   0.3210119464   1.4551293816 
 O           8.0   3.0355823129   0.5340184816   2.4620063035 
 C           6.0   2.8010291340  -1.5097038974  -0.3676650429 
 N           7.0   3.4697927954  -2.4698708306  -0.5552272409 
 C           6.0   2.8398086463   1.2276156462  -0.9529720264 
 N           7.0   3.5342393467   2.0053696654  -1.5164074224 
 S          16.0  -3.3132952304   0.3756498746   1.3232685220 
 S          16.0  -2.3864176160  -0.4983851577  -2.0880231161 
 C           6.0  -2.5126918042   0.7944652568   2.9311009748 
 H           1.0  -1.8426146310   1.6543902852   2.8107069455 
 H           1.0  -1.9251613118  -0.0549550879   3.3009427506 
 H           1.0  -3.2861371427   1.0440101307   3.6738389900 
 C           6.0  -4.2101566662  -0.5454779570  -1.8054891196 
 H           1.0  -4.7119269796  -0.8756678154  -2.7271246987 
 H           1.0  -4.5863518856   0.4471661083  -1.5295273036 
 H           1.0  -4.4545375262  -1.2405177688  -0.9935317542 
 H           1.0   1.3060334309  -0.2080118561  -1.7453671293 
 H           1.0   0.6139938838  -0.4030724976  -1.4199618899 
 
Atomic Cartesian coordinates (Å) of conformer T2 optimized with TPSS/bs1 level of 
theory, E= -2347.747387 Hartree 
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 FE         26.0   1.6446654557   0.0888555212   0.1280635596 
 NI         28.0  -1.4533798536  -0.3389807962  -1.1306598167 
 S          16.0  -0.2217755791   1.4945994932  -0.2638668993 
 S          16.0   0.6839189463  -1.2636064522  -1.5770284552 
 C           6.0  -0.9506696104   1.7997301226   1.4030980113 
 H           1.0  -1.8167779992   2.4647610119   1.2915426536 
 H           1.0  -0.1855425326   2.2627376979   2.0353873862 
 H           1.0  -1.2748798697   0.8506484789   1.8458422352 
 C           6.0   0.7643086801  -2.9880142104  -0.9312842824 
 H           1.0   0.3496528874  -3.6637378428  -1.6899077937 
 H           1.0   0.1739926718  -3.0729723384  -0.0116782582 
 H           1.0   1.8101318588  -3.2338629385  -0.7203940642 
 C           6.0   2.6522738174   0.9547939855  -0.9738950519 
 O           8.0   3.3527788362   1.5431321545  -1.7117234328 
 C           6.0   2.2159621830   1.1919996064   1.5942289936 
 N           7.0   2.5269465044   1.8870819124   2.5025223097 
 C           6.0   3.0352220905  -1.1983664963   0.4457262106 
 N           7.0   3.8761779875  -2.0145424334   0.6227385321 
 S          16.0  -2.8953505825   0.5666917365  -2.6431416935 
 S          16.0  -2.2567135242  -1.7860016862   0.4426365380 
 C           6.0  -2.6863471681   2.3996013027  -2.7302686275 
 H           1.0  -2.4186816289   2.6992321201  -3.7530949782 
 H           1.0  -1.8901697667   2.7176579149  -2.0467768705 
 H           1.0  -3.6238234862   2.9047035905  -2.4554288932 
 C           6.0  -3.7835561551  -0.8922592394   0.9820420845 
 H           1.0  -4.5276584094  -1.6178623012   1.3423842004 
 H           1.0  -4.2041063262  -0.3297080646   0.1398624132 
 H           1.0  -3.5582069359  -0.1925562170   1.7987219518 
 H           1.0   0.9516693123  -0.7793267974   1.4754531316 
 H           1.0   0.3312908743  -0.7752556906   0.9898664664 
 
Atomic Cartesian coordinates (Å) of MECP(S2/T2) optimized with TPSS/bs1 level of 
theory, E= -2347.740315 Hartree 
 
 FE         26.0   1.6772121833   0.1000000211   0.1112644656 
 NI         28.0  -1.4261629791  -0.1908459189  -0.9758378281 
 S          16.0   0.0018178969   1.6132648450  -0.5719569361 
 S          16.0   0.6018315313  -1.2328580643  -1.5333580726 
 C           6.0  -0.6925318600   2.3628015478   0.9650952854 
 H           1.0  -1.4327808548   3.1216645608   0.6827965416 
 H           1.0   0.1319112922   2.8142270817   1.5270460804 
 H           1.0  -1.1769196387   1.5938588080   1.5769404919 
 C           6.0   0.6784511465  -2.9733596566  -0.9366109593 
 H           1.0   0.2306386966  -3.6230125931  -1.6988297063 
 H           1.0   0.1089157839  -3.0660207343  -0.0045851448 
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 H           1.0   1.7259481636  -3.2371676965  -0.7604335846 
 C           6.0   2.8228382087   0.7407959274  -1.0051012723 
 O           8.0   3.6181265738   1.1714813935  -1.7560182479 
 C           6.0   2.2886490983   1.2706640784   1.5055129565 
 N           7.0   2.6301416166   2.0175166176   2.3604295413 
 C           6.0   2.9142655700  -1.2887801943   0.5934846579 
 N           7.0   3.6709227667  -2.1615598889   0.8588969657 
 S          16.0  -3.2710009827   0.8626892040  -1.7373415802 
 S          16.0  -2.3717869856  -2.0015461267   0.0045451155 
 C           6.0  -3.0034706588   2.6845570587  -1.8638870071 
 H           1.0  -3.5909525775   3.0769714050  -2.7070279119 
 H           1.0  -1.9427058185   2.9050718981  -2.0331835067 
 H           1.0  -3.3292563254   3.2010578433  -0.9496409903 
 C           6.0  -3.8561941559  -1.3976014103   0.9275049926 
 H           1.0  -3.6030919858  -1.2014810619   1.9793146275 
 H           1.0  -4.6526712239  -2.1555654020   0.8955354660 
 H           1.0  -4.2094668802  -0.4715150337   0.4612132077 
 H           1.0   0.8448841773  -0.5554981490   1.5222945045 
 H           1.0   0.2752073833  -0.6194492571   0.9833352295 
 
Atomic Cartesian coordinates (Å) of conformer S optimized with B3LYP/bs1 level of 
theory, E= -2345.860730 Hartree 
 
FE      26.0   1.7416477969   -0.2750844310   0.1939416590 
NI      28.0   -1.4470981304   0.5231267203   0.7459645010 
S       16.0 -0.2403166348   -1.4801622375   0.6323614273 
S       16.0 0.6126068859   1.1966676112   1.6226631638 
C       6.0 -0.7753623025   -2.3189813325   -0.9153010714 
H      1.0 -1.6436807061   -2.9451078222   -0.6949074028 
H      1.0 0.0542239989   -2.9202520762   -1.2906882780 
H      1.0 -1.0605149479   -1.5808506085   -1.6660910638 
C      6.0 1.0768136140   2.9477411507   1.3164935041 
H      1.0 0.8150637955   3.5389601525   2.1984915980 
H      1.0 0.5231296816   3.3301150934   0.4562317318 
H      1.0 2.1488089641   2.9964631806   1.1195406292 
C       6.0 2.7425287275   -1.0651923736   1.3493909925 
O       8.0 3.4132402246   -1.5943523586   2.1370429734 
C       6.0 2.2811230335   -1.4482515245   -1.2518774549 
N       7.0 2.5821821988   -2.1699661610   -2.1274428027 
C       6.0 3.1029161946   1.0164134341   -0.2795153685 
N      7.0 3.9172069736   1.8199331578   -0.5432302358 
S      16.0 -3.5137688719   -0.4237919057   0.4635605264 
S      16.0 -2.1367991379   2.6676098789   0.4348642375 
C      6.0 -3.5399313225   -1.9141318096   1.5449410645 
H      1.0 -3.4451787382   -1.6413261690   2.6023278786 
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H      1.0 -2.7350186097   -2.6144483114   1.3055407258 
H      1.0 -4.5019975390   -2.4249484278   1.4087468822 
C      6.0 -3.8230235598   2.7238371419   -0.2933506204 
H      1.0 -3.8350362594   2.3375426307   -1.3184664337 
H      1.0 -4.1538397298   3.7701726607   -0.3137957160 
H      1.0 -4.5255265493   2.1341912358   0.3015595829 
 
 
Atomic Cartesian coordinates (Å) of conformer T optimized with B3LYP/bs1 level of 
theory, E= -2345.869613 Hartree  
 
FE         26.0   1.4771794788  -0.5498449713   1.0265001745 
NI         28.0  -1.5579603458   0.5327384040   0.1173565317 
 S          16.0   0.6235155195   0.5828825233  -0.8807346054 
 S          16.0  -0.6839043577  -1.5459484920   0.9820579949 
 C           6.0   1.2030154754   2.3310953393  -0.9285351994 
 H           1.0   1.0774780321   2.7098669724  -1.9476522874 
 H           1.0   2.2541923203   2.3684155459  -0.6367698814 
 H           1.0   0.6055728991   2.9396547612  -0.2461994038 
 C           6.0  -1.3322750018  -1.7488190563   2.6952769040 
 H           1.0  -2.1964305730  -2.4194770922   2.6616623106 
 H           1.0  -1.6468157849  -0.7839535648   3.1001475563 
 H           1.0  -0.5482619967  -2.1688133830   3.3279893318 
 C           6.0   2.3035368013  -1.8057653977   0.1821614261 
 O           8.0   2.8580515897  -2.6518604182  -0.3875131935 
 C           6.0   3.0345784546   0.5949400881   1.1176788979 
 N           7.0   3.9609266284   1.3150441702   1.1566201015 
 C           6.0   1.8637773491  -1.2907892717   2.7724006149 
 N           7.0   2.0601925012  -1.7425275469   3.8380424370 
 S          16.0  -3.1830237190   0.0672814945  -1.4817389287 
 S          16.0  -2.3454064715   2.4043163655   1.2529744118 
 C           6.0  -2.4487198699  -1.3596714847  -2.3844065488 
 H           1.0  -2.2683406047  -2.2011123616  -1.7088167765 
 H           1.0  -1.4961235136  -1.0772807350  -2.8434494186 
 H           1.0  -3.1360234486  -1.6837445963  -3.1766234929 
 C           6.0  -4.0048118619   2.7501543015   0.5309681557 
 H           1.0  -4.4116935298   3.6646903679   0.9798017179 
 H           1.0  -4.6985927903   1.9261399288   0.7221739022 
 H           1.0  -3.9356391803   2.8872591090  -0.5518287325 
 
Atomic Cartesian coordinates (Å) of conformer S1 optimized with B3LYP/bs1 level of 
theory, E= -2347.034899 Hartree 
 
 FE         26.0   1.7118937536   0.0539937123  -0.0126446290 
 NI         28.0  -1.7262255248   0.0762765993  -0.2580762147 
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 S          16.0  -0.0160118968   1.6377486366  -0.5193704038 
 S          16.0   0.0062794774  -1.3876918195  -0.8866098834 
 C           6.0  -0.1420903038   2.6993216580   0.9781834192 
 H           1.0  -0.8420782236   3.5162217070   0.7853014280 
 H           1.0   0.8515046803   3.0947695912   1.1992556483 
 H           1.0  -0.5069200384   2.1249391104   1.8339993422 
 C           6.0   0.0122830457  -2.9953024308   0.0075989191 
 H           1.0  -0.2402584050  -3.7951435880  -0.6964440014 
 H           1.0  -0.7424501916  -2.9643365817   0.7982701491 
 H           1.0   1.0115009687  -3.1709563021   0.4106766946 
 C           6.0   2.4643588930   0.2302243853  -1.5886747246 
 O           8.0   2.9758228240   0.3449593448  -2.6208246772 
 C           6.0   2.8792767955   1.4181109253   0.7522942130 
 N           7.0   3.5475219103   2.2635396698   1.2163734500 
 C           6.0   2.9208785293  -1.4048237218   0.4564378677 
 N           7.0   3.6118649947  -2.3087280028   0.7432648667 
 S          16.0  -3.5050309104   1.4709910492  -0.3477728591 
 S          16.0  -3.1333596486  -1.5232868308   0.6065097579 
 C           6.0  -3.0377769535   3.0559938942  -1.1758231302 
 H           1.0  -2.3477830980   2.8941288268  -2.0086575068 
 H           1.0  -2.5755766817   3.7723114189  -0.4870152033 
 H           1.0  -3.9548202478   3.5152952675  -1.5672067455 
 C           6.0  -3.5360098980  -2.5390193446  -0.8729189024 
 H           1.0  -4.2123666946  -3.3530369123  -0.5834664927 
 H           1.0  -2.6364291168  -2.9741254542  -1.3222473226 
 H           1.0  -4.0368022668  -1.9228051234  -1.6277655918 
 H           1.0   0.7182399960  -0.3480948371   1.4268708923 
 H           1.0   1.2942200117   0.0805087225   1.7213529403 
 
Atomic Cartesian coordinates (Å) of conformer S2 optimized with B3LYP/bs1 level of 
theory, E= -2347.037013 Hartree 
 
 FE         26.0   1.8722004239   0.1144765110   0.2439300321 
 NI         28.0  -1.4122877129  -0.1742103418  -0.6851515702 
 S          16.0   0.0824317979   1.5573141466  -0.3955989773 
 S          16.0   0.5404550586  -1.3424835706  -1.0999500506 
 C           6.0  -0.4704653959   2.3831361112   1.1501612191 
 H           1.0  -1.3383595728   3.0085059669   0.9292215449 
 H           1.0   0.3600523734   2.9797783545   1.5345024150 
 H           1.0  -0.7621557495   1.6421537461   1.8990015193 
 C           6.0   0.5766593478  -3.0226470162  -0.3595706836 
 H           1.0   0.1166736978  -3.7276400035  -1.0564040533 
 H           1.0   0.0132339760  -3.0432976766   0.5765238567 
 H           1.0   1.6198932448  -3.2852165470  -0.1729409631 
 C           6.0   2.8658346260   0.6023724890  -1.1170847772 
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 O           8.0   3.5355537818   0.9212433666  -2.0061353533 
 C           6.0   2.6999680342   1.4603656423   1.3931634078 
 N           7.0   3.1645518744   2.2900268705   2.0804313234 
 C           6.0   3.1607338317  -1.2708665055   0.7334904220 
 N           7.0   3.9111906085  -2.1298421698   1.0087118782 
 S          16.0  -3.2557030751   1.1467857809  -0.7211607507 
 S          16.0  -2.5782863899  -2.1004596588  -0.4986995306 
 C           6.0  -2.8425226296   2.6165248755  -1.7520845051 
 H           1.0  -2.6530706265   2.3319209964  -2.7934328702 
 H           1.0  -1.9607625211   3.1472543452  -1.3831921018 
 H           1.0  -3.7003936333   3.3012649486  -1.7340436656 
 C           6.0  -4.3688212161  -1.8018674974  -0.2103863866 
 H           1.0  -4.5425817558  -1.2311900918   0.7076843324 
 H           1.0  -4.8628455080  -2.7772890503  -0.1143028701 
 H           1.0  -4.8172550064  -1.2481655348  -1.0392494762 
 H           1.0   1.2213669395  -0.2918740914   1.8534514609 
 H           1.0   0.6316527444  -0.4957947177   1.3926542584 
 
Atomic Cartesian coordinates (Å) of conformer T1 optimized with B3LYP/bs1 level of 
theory, E= -2347.048110 Hartree 
 
 FE         26.0   1.7522091662  -0.0029055587   0.0057680667 
 NI         28.0  -1.5881264217   0.0284953428   0.0613317281 
 S          16.0   0.0639547677  -1.3823881266   1.0618086792 
 S          16.0   0.0940665685   1.7224902871   0.3950060566 
 C           6.0  -0.0304391150  -2.9857581537   0.1629249170 
 H           1.0  -0.6314653868  -3.6841416826   0.7542913987 
 H           1.0   0.9800438032  -3.3798751638   0.0332548294 
 H           1.0  -0.5099518147  -2.8468284566  -0.8094061747 
 C           6.0  -0.0003595718   2.7781866129  -1.1116005619 
 H           1.0  -0.6176584758   3.6550153888  -0.8914381707 
 H           1.0  -0.4561549731   2.2273102265  -1.9396797777 
 H           1.0   1.0092978064   3.0901743160  -1.3878330689 
 C           6.0   2.5116699852   0.3303045010   1.5567576295 
 O           8.0   3.0290970109   0.5484414891   2.5680990120 
 C           6.0   2.9284155015  -1.5281096639  -0.2860327755 
 N           7.0   3.6061684212  -2.4719255913  -0.4481085223 
 C           6.0   2.9477687628   1.2429236596  -0.9020555679 
 N           7.0   3.6310511464   2.0211384445  -1.4533803604 
 S          16.0  -3.4119899432   0.3723875309   1.4614026072 
 S          16.0  -2.4761598480  -0.6601035473  -1.9937323694 
 C           6.0  -2.6012203678   0.8428070744   3.0463294580 
 H           1.0  -1.9347659159   1.6986146699   2.9028537461 
 H           1.0  -2.0109518822   0.0109746910   3.4435924832 
 H           1.0  -3.3663954630   1.1128021869   3.7855087568 
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 C           6.0  -4.3046000395  -0.5606043149  -1.7848110580 
 H           1.0  -4.7952363188  -1.0055073149  -2.6594258836 
 H           1.0  -4.6379812924   0.4772991273  -1.6879656008 
 H           1.0  -4.6217099217  -1.1013159437  -0.8887055656 
 H           1.0   1.1485119035  -0.7080941498  -1.5104985795 
 H           1.0   0.9606476480   0.0407479892  -1.5881644315 
 
 
 
 
Atomic Cartesian coordinates (Å) of conformer T2 optimized with B3LYP/bs1 level of 
theory, E= -2347.052076 Hartree 
 
 FE         26.0   1.7014789000   0.0915910001   0.2503913828 
 NI         28.0  -1.4465131152  -0.3483671191  -1.0874248442 
 S          16.0  -0.2109815627   1.4960602720  -0.1550293055 
 S          16.0   0.7322104322  -1.3078661164  -1.4649323056 
 C           6.0  -0.9647798188   1.8304098786   1.4883868162 
 H           1.0  -1.8116207641   2.5129559448   1.3616541126 
 H           1.0  -0.2090567810   2.2863829302   2.1322502572 
 H           1.0  -1.3198828746   0.8999054971   1.9399142401 
 C           6.0   0.7831294094  -3.0233319882  -0.8088204706 
 H           1.0   0.3890398524  -3.7068994030  -1.5674515368 
 H           1.0   0.1726091417  -3.1089766788   0.0937370000 
 H           1.0   1.8185764659  -3.2786115437  -0.5728006000 
 C           6.0   2.6783340729   0.9769623166  -0.9142424550 
 O           8.0   3.3364264442   1.5573419808  -1.6688521952 
 C           6.0   2.2940507472   1.2499707099   1.7073367156 
 N           7.0   2.6076362719   1.9607623345   2.5865427849 
 C           6.0   3.1505057613  -1.1842710667   0.5462306254 
 N           7.0   4.0023194087  -1.9749681473   0.7064849475 
 S          16.0  -2.9234517110   0.5413071433  -2.6549513178 
 S          16.0  -2.3438340555  -1.7620575735   0.5171135058 
 C           6.0  -2.6975441922   2.3695637768  -2.7340073154 
 H           1.0  -2.4193527035   2.6736701736  -3.7498543321 
 H           1.0  -1.9085488783   2.6857956198  -2.0465692644 
 H           1.0  -3.6288108217   2.8839463534  -2.4665885908 
 C           6.0  -3.9145979657  -0.8969072011   0.9508691271 
 H           1.0  -4.6719363948  -1.6334422339   1.2465200999 
 H           1.0  -4.2871224320  -0.3309565633   0.0923448311 
 H           1.0  -3.7664788301  -0.2058441784   1.7892812970 
 H           1.0   1.0966788071  -0.8508985137   1.6121697076 
 H           1.0   0.4380286901  -0.7412556778   1.2146872136 
 
Atomic Cartesian coordinates (Å) of MECP(S2/T2) optimized with B3LYP/bs1 level of 
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theory, E= -2347.034467 Hartree 
 
 FE         26.0   1.8586605107   0.1336177384   0.2500580222 
 NI         28.0  -1.4404534351  -0.1667396353  -0.6878914339 
 S          16.0   0.0835953593   1.5993576882  -0.4015605266 
 S          16.0   0.5722498975  -1.3116098074  -1.1630344183 
 C           6.0  -0.4933310612   2.4485858284   1.1233572266 
 H           1.0  -1.2484495959   3.1919049801   0.8537587892 
 H           1.0   0.3657405483   2.9303063262   1.5958662385 
 H           1.0  -0.9381659717   1.7324152157   1.8189278118 
 C           6.0   0.6307936155  -3.0196803508  -0.4929262778 
 H           1.0   0.2162893011  -3.7057879296  -1.2364624474 
 H           1.0   0.0317285036  -3.0926717197   0.4182085015 
 H           1.0   1.6718939722  -3.2670746305  -0.2763517954 
 C           6.0   2.8761561436   0.6565884049  -1.0819327130 
 O           8.0   3.5608092005   0.9980574328  -1.9506640097 
 C           6.0   2.6538811281   1.4583689735   1.4435298731 
 N           7.0   3.0934528375   2.2778648304   2.1589589731 
 C           6.0   3.1468646486  -1.2525132938   0.7342423337 
 N           7.0   3.8998872402  -2.1104799259   1.0055718585 
 S          16.0  -3.3267041985   1.0671504424  -1.0447296896 
 S          16.0  -2.5599014238  -2.1065157195  -0.2151598619 
 C           6.0  -2.9001718264   2.7830282533  -1.5629554138 
 H           1.0  -3.5551681720   3.0811326718  -2.3915653200 
 H           1.0  -1.8613382943   2.8468960936  -1.8957347533 
 H           1.0  -3.0450113749   3.5017223062  -0.7461386774 
 C           6.0  -4.3261432436  -1.7674381380   0.1687379585 
 H           1.0  -4.4387654144  -1.1456079379   1.0627367722 
 H           1.0  -4.8308446956  -2.7265077556   0.3423352171 
 H           1.0  -4.8214330503  -1.2567269038  -0.6621451184 
 H           1.0   1.1718585714  -0.2750378450   1.8415145881 
 H           1.0   0.6205302635  -0.5415283939   1.3650733463 
 
Atomic Cartesian coordinates (Å) of conformer S2 optimized with PBE/def2-TZVP level 
of theory, E= -4823.509835 Hartree 
 
 FE         26.0  -1.8718029213   0.0024662296  -0.2020112786 
 NI         28.0   1.4596306157  -0.0991881343   0.1571877549 
 S          16.0  -0.1133924783   1.4948501951   0.2137533004 
 S          16.0  -0.2597894773  -1.3517734362   0.8245754227 
 C           6.0   0.1362403315   2.4170445907  -1.3470278000 
 H           1.0   1.0005179774   3.0828311761  -1.2213383892 
 H           1.0  -0.7843855061   2.9786498698  -1.5565752942 
 H           1.0   0.3450933923   1.7269024396  -2.1746781440 
 C           6.0  -0.3113992031  -3.0233465671   0.0865447012 
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 H           1.0   0.3075563113  -3.6914633646   0.7011025716 
 H           1.0   0.0975233403  -3.0103488356  -0.9334455472 
 H           1.0  -1.3591014576  -3.3519948346   0.0751679494 
 C           6.0  -2.6803645735   0.3429874071   1.2733048334 
 O           8.0  -3.2556743783   0.5694090350   2.2652702713 
 C           6.0  -2.9281055151   1.3155726775  -1.1000640807 
 N           7.0  -3.5478077447   2.1494700048  -1.6554566341 
 C           6.0  -3.0933682668  -1.4281013687  -0.5289624843 
 N           7.0  -3.8144954149  -2.3403668959  -0.7174967212 
 S          16.0   3.1804471477   1.3045601606   0.0127622358 
 S          16.0   2.6422891049  -1.8830346654  -0.4165264576 
 C           6.0   2.8426869143   2.7165731372   1.1293151295 
 H           1.0   2.7636446872   2.3912187788   2.1780736529 
 H           1.0   1.9124392304   3.2444019868   0.8717391042 
 H           1.0   3.6854993575   3.4233249397   1.0442164207 
 C           6.0   4.3361049741  -1.4568398566  -0.9490824215 
 H           1.0   4.3509447195  -0.9553632728  -1.9303604464 
 H           1.0   4.9165920364  -2.3914188031  -1.0206706117 
 H           1.0   4.8121196825  -0.7813617563  -0.2214267185 
 H           1.0  -1.4944325907  -0.2133572328  -1.8768147668 
 H           1.0  -0.8302755153  -0.5056984144  -1.5120876217 
 
Atomic Cartesian coordinates (Å) of conformer T2 optimized with PBE/def2-TZVP level 
of theory, E= -4823.495878 Hartree 
 
 FE         26.0  -1.7848917133   0.0621662673  -0.1117858918 
 NI         28.0   1.5556146608  -0.2434677214   0.3026055288 
 S          16.0   0.0913121045   1.4320261307  -0.4263619422 
 S          16.0  -0.3482633422  -1.0775964438   1.3713048551 
 C           6.0   0.3561255662   1.5484842940  -2.2310160526 
 H           1.0   1.2466017403   2.1692837351  -2.4112837438 
 H           1.0  -0.5312313435   2.0062867829  -2.6901123747 
 H           1.0   0.5202202243   0.5497837581  -2.6600313832 
 C           6.0  -0.5700940708  -2.8613891581   1.0478929098 
 H           1.0   0.0248366620  -3.4222620566   1.7839412084 
 H           1.0  -0.2139568191  -3.1108549795   0.0382876504 
 H           1.0  -1.6354714342  -3.1124733037   1.1396956240 
 C           6.0  -2.4308782321   1.0656199280   1.1265741460 
 O           8.0  -2.8960049031   1.7429926887   1.9566472654 
 C           6.0  -2.7665765692   1.0267644109  -1.4369722228 
 N           7.0  -3.3331626136   1.6329785791  -2.2728684026 
 C           6.0  -3.1959479971  -1.1901620852   0.1784744303 
 N           7.0  -4.0457896059  -1.9821105205   0.3731670917 
 S          16.0   3.2737431791   0.8780719269   1.1832629116 
 S          16.0   2.0063274526  -1.9339430288  -1.0953337837 
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 C           6.0   3.1438410911   2.6809204881   0.8921447889 
 H           1.0   3.2537692456   3.2309817769   1.8411051804 
 H           1.0   2.1629008397   2.9250765528   0.4565626408 
 H           1.0   3.9350329361   3.0227164069   0.2042629430 
 C           6.0   3.3210391908  -1.2486973813  -2.1731388684 
 H           1.0   3.8742353854  -2.0739478134  -2.6527750445 
 H           1.0   4.0195286409  -0.6364986499  -1.5839152219 
 H           1.0   2.8931924431  -0.6161702594  -2.9679001020 
 H           1.0  -1.5876863615  -0.9995144461  -1.4491932817 
 H           1.0  -0.8162510074  -0.8708967386  -1.2273014589 
 
 
 
Atomic Cartesian coordinates (Å) of MECP(S/T) optimized with PBE/def2-TZVP level 
of theory, E= -4822.315699 Hartree 
 
 FE         26.0   1.5514086659  -0.2673098677   0.1952080360 
 NI         28.0  -1.3794190365   0.3725631366   0.3227045693 
 S          16.0  -0.2708482383  -1.6256809708   0.4386516379 
 S          16.0   0.3471610570   0.9701639472   1.7064468146 
 C           6.0  -0.6276965666  -2.6112585288  -1.0658901993 
 H           1.0  -1.2931933496  -3.4402046261  -0.7835171592 
 H           1.0   0.3152086598  -2.9878123343  -1.4829478926 
 H           1.0  -1.1252415683  -1.9833085541  -1.8153214567 
 C           6.0   0.6808781611   2.7662842968   1.5820728663 
 H           1.0   0.3344199346   3.2450970481   2.5104053333 
 H           1.0   0.1303059833   3.1680693920   0.7207871235 
 H           1.0   1.7584034850   2.9221437652   1.4398218246 
 C           6.0   2.6489087511  -1.0363140151   1.2172982952 
 O           8.0   3.4047095961  -1.5762861653   1.9391711147 
 C           6.0   2.1662723386  -1.2209611415  -1.3185999123 
 N           7.0   2.5266339010  -1.8502451176  -2.2488272684 
 C           6.0   2.7617317058   1.1457623995  -0.1641254031 
 N           7.0   3.5163900818   2.0322877170  -0.3522298462 
 S          16.0  -3.4869349933  -0.0771536446   0.9835616166 
 S          16.0  -1.8585872205   2.0398665407  -1.0936983456 
 C           6.0  -3.4234524531  -1.6186025283   1.9649499852 
 H           1.0  -2.7543942592  -1.5096810804   2.8314695629 
 H           1.0  -3.0595787219  -2.4658532436   1.3657129249 
 H           1.0  -4.4389165839  -1.8510862298   2.3281535945 
 C           6.0  -3.4462123861   2.7929827057  -0.5966332867 
 H           1.0  -3.7255034573   3.5718624053  -1.3251544737 
 H           1.0  -3.3772860273   3.2495224902   0.4027399754 
 H           1.0  -4.2407684091   2.0310787036  -0.5632134014 
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Atomic Cartesian coordinates (Å) of MECP(S2/T2) optimized with PBE/def2-TZVP 
level of theory, E= -4823.493347 Hartree 
 
 FE         26.0   2.1287143205   0.2918637448   0.8009308459 
 NI         28.0  -0.9439234360  -0.0725290373  -0.4172830783 
 S          16.0   0.4360796317   1.7369937955   0.0907460605 
 S          16.0   1.1206974958  -1.0601303313  -0.8484086325 
 C           6.0  -0.3191812818   2.4883516548   1.5781249166 
 H           1.0  -1.0838597584   3.2112924183   1.2552377518 
 H           1.0   0.4652658345   2.9924711756   2.1592034075 
 H           1.0  -0.7924701269   1.7167718363   2.2003310022 
 C           6.0   1.2200850426  -2.7922570755  -0.2785119946 
 H           1.0   0.8235240432  -3.4412131294  -1.0735061860 
 H           1.0   0.6147354188  -2.9268562130   0.6292039206 
 H           1.0   2.2682536690  -3.0374218233  -0.0609969820 
 C           6.0   3.2774923294   0.9577729813  -0.2881926662 
 O           8.0   4.0767707929   1.4060839623  -1.0133327109 
 C           6.0   2.6925217374   1.4966272759   2.1676514928 
 N           7.0   3.0066225017   2.2644690487   3.0041441547 
 C           6.0   3.3990393101  -1.0469133571   1.2862759721 
 N           7.0   4.1758694775  -1.8905925077   1.5550094023 
 S          16.0  -2.6323390393   0.9176983397  -1.4834436297 
 S          16.0  -1.8481687896  -1.7489052406   0.7476013799 
 C           6.0  -2.4960598892   2.7422803251  -1.4496831183 
 H           1.0  -3.0339643992   3.1671773048  -2.3134468180 
 H           1.0  -1.4414267168   3.0550768456  -1.4947331094 
 H           1.0  -2.9391803417   3.1596009169  -0.5305056925 
 C           6.0  -3.3700176100  -1.0787030063   1.5153176605 
 H           1.0  -4.0498944986  -1.9091653897   1.7707508937 
 H           1.0  -3.8716263197  -0.3919075508   0.8174877332 
 H           1.0  -3.1361770134  -0.5278112283   2.4406824240 
 H           1.0   1.3328493261  -0.3635197159   2.1920466672 
 H           1.0   0.7529945917  -0.4429180827   1.6295533456 
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Appendix B - Supporting Information for Chapter IV 
Spin-Forbidden Transitions between Electronic States in the Active Site of 
Rubredoxin 
 

 
Figure S1. Rate constants for transitions between electronic spin states of rubredoxin 
active site models calculated with the LZ (solid lines) and WC (dashed lines) 
probabilities as functions of internal energy. Rate constant k1 (red lines) represents the 
transition from high-spin state to low-spin states, while k-1 (blues lines) is the rate 
constant for opposite process. a) Quintet-triplet transitions in Fe(SCH3)4

2- cluster b) 
Sextet-quartet transitions in Fe(SCH3)4

1- cluster. c) Quintet-triplet transitions in 
Fe(SCH3)4

0 cluster. The geometries, energies, energy gradients and Hessians were 
obtained at the PBE/def2-TZVP level of theory. SOC was calculated at 
CASCI/def2-TZVP level of theory using the high-spin ROHF molecular orbitals. 
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Weak coupling formula  
The weak coupling (WC) formula accounts for quantum tunneling through the MECP 
barrier:1–4 

PWC ε⊥( ) = 4π 2HSO
2 2µ⊥
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Here Ai is the Airy function and G = G1G2( )1/2  is the geometric mean of the gradients G1 
and G2 of two spin-diabatic states at MECP. 
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Table S1. Geometries of the rubredoxin active site models obtained with different levels 
of theory. rFe-S is the bond length between iron and sulfur. θ S-Fe-S is the average of the 
bond angles between S1-Fe-S4 and S2-Fe-S3. θ S-Fe-S' is the average of the bond angles 
between S1-Fe-S2, S1-Fe-S3, S2-Fe-S4, and S3-Fe-S4. φ C-S-Fe-S is the average of the 
dihedral angles C3-S3-Fe-S4 and C2-S2-Fe-S1. φ C'-S'-Fe-S is the average of the 
dihedral angles C1-S1-Fe-S2 and C4-S4-Fe-S3. 

  
r Fe-S 

(Å) 
θ S-Fe-S 

(deg) 
θ S-Fe-S' 

(deg) 
φ C-S-Fe-S 

(deg) 
φ C'-S'-Fe-S 

(deg) 
B3LYP/def2-TZVP 

     [Fe(SCH3)4]0 triplet 2.156 120.8 104.2 178.6 20.7 
[Fe(SCH3)4]0 quintet 2.230 133.2 99.1 177.3 25.1 
[Fe(SCH3)4]1- quartet 2.316 163.6 91.2 179.2 17.0 
[Fe(SCH3)4]1- sextet 2.320 111.7 108.4 178.5 42.4 
[Fe(SCH3)4]2- triplet 2.339 164.3 91.1 178.8 14.3 
[Fe(SCH3)4]2- quintet 2.430 111.0 108.7 170.6 49.6 
 
B3LYP/6-31G** 

     [Fe(SCH3)4]0 triplet 2.160 120.3 104.4 177.9 18.4 
[Fe(SCH3)4]0 quintet 2.231 132.0 99.5 166.9 31.1 
[Fe(SCH3)4]1- quartet 2.260 138.2 97.3 167.3 26.5 
[Fe(SCH3)4]1- sextet 2.318 111.1 108.6 177.2 56.2 
[Fe(SCH3)4]2- triplet 2.341 169.4 90.5 179.3 11.3 
[Fe(SCH3)4]2- quintet 2.431 112.8 107.9 170.5 48.3 
[Fe(SCH3)4]0 
quinteta 2.228 133.0 99.0 167.4 30.9 
[Fe(SCH3)4]1- sexteta 2.315 110.5 108.9 179.4 58.7 
[Fe(SCH3)4]2- 
quinteta 2.428 113.7 107.4 170.5 47.8 
 
PBE/6-31G** 

     [Fe(SCH3)4]0 triplet 2.128 121.9 103.7 178.1 20.8 
[Fe(SCH3)4]0 quintet 2.209 134.3 98.7 170.7 33.2 
[Fe(SCH3)4]1- quartet 2.215 139.4 96.9 167.2 25.4 
[Fe(SCH3)4]1- sextet 2.303 110.3 109.0 177.5 57.0 
[Fe(SCH3)4]2- triplet 2.282 173.1 90.2 178.3 8.5 
[Fe(SCH3)4]2- quintet 2.358 114.2 107.2 170.8 48.3 
 
PBE/def2-TZVP      
[Fe(SCH3)4]0 triplet 2.124 122.4 103.5 178.8 22.6 
[Fe(SCH3)4]0 quintet 2.198 131.9 99.3 154.7 31.4 
[Fe(SCH3)4]1- quartet 2.204 139.5 96.1 168.7 26.8 
[Fe(SCH3)4]1- sextet 2.296 110.9 108.8 179.8 59.2 
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[Fe(SCH3)4]2- triplet 2.268 170.2 90.4 179.3 10.4 
[Fe(SCH3)4]2- quintet 2.350 111.7 108.4 170.7 49.3 
 
Experimental 
[Fe(SCH3)4]1- b 2.263 114.2 107.0 173.0 63.9 

aB3LYP/6-31G** (Ref. 5); b Experiment (Ref. 6) 
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Table S2. Adiabatic detachment energies (eV).  

 
B3LYP PBE MP2 CCSD CCSD(T) 

 
6-31G** 

def2-
TZVP 6-31G** 

def2-
TZVP 

def2-TZVP 

Triplet/Quartet 
[Fe(SCH3)4]1-/0 3.03 2.61 2.27 2.31 

1.80 3.84 3.29 

[Fe(SCH3)4]2-/1- -2.73 -2.01 -2.91 -2.78 -2.46 -2.49 -2.67 
  

   
   

Quintet/Sextet  
   

   
[Fe(SCH3)4]1-/0 3.15 3.12 2.47 2.44 3.41 4.03 3.55 
[Fe(SCH3)4]2-/1- -2.15 -1.76 -2.65 -2.19 -1.45 -1.76 -1.95 
[Fe(SCH3)4]1-/0 a  3.24 

   
   

[Fe(SCH3)4]2-/1- 
a   -2.08 

   

   

[Fe(SCH3)4]1-/0 b  3.38 
   

   
[Fe(SCH3)4]2-/1- 
c  -1.74 

   

   

aB3LYP/6-31G** (Ref. 5); bExperiment (Ref. 7); cExperiment (Ref.  8) 
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Table S3. MECP geometries of the rubredoxin active site obtained with different levels 
of theory. All geometries obtained with def2-TZVP basis set. The MECP intersections for 
active site complexes with charge 0 and -2 are for triplet (S=1)/quintet (S=3) states. The 
MECP intersections for the active site with charge -1 are for quartet (S=3/2)/sextet 
(S=5/2) states. r Fe-S is the bond length between iron and sulfur. θ S-Fe-S is the average 
of the bond angles between S1-Fe-S4 and S2-Fe-S3. θ S-Fe-S' is the average of the bond 
angles between S1-Fe-S2, S1-Fe-S3, S2-Fe-S4, and S3-Fe-S4. φ C-S-Fe-S is the average 
of the dihedral angles C3-S3-Fe-S4 and C2-S2-Fe-S1. φ C'-S'-Fe-S is the average of the 
dihedral angles C1-S1-Fe-S2 and C4-S4-Fe-S3. 

MECP Geometries r Fe-S  
(Å) 

θ S-Fe-S 
(deg) 

θ S-Fe-S' 
(deg) 

φ C-S-Fe-
S (deg) 

φ C’-S’-
Fe-S (deg) 

[Fe(SCH3)4]0 
     PBE MECP S=1,2 2.189 132.6 100.0 165.6 29.1 

LC-BLYP MECP 
S=1,2 2.137 133.7 98.9 177 24.9 

      [Fe(SCH3)4]1- 
     PBE MECP 

S=3/2,5/2 2.266 119.1 104.9 174.7 48.7 
LC-BLYP MECP 
S=3/2,5/2 2.227 123.2 103.1 172.1 43.0 

      [Fe(SCH3)4]2- 
     PBE MECP S=1,2 2.299 143.9 95.5 166.4 33.4 

LC-BLYP MECP 
S=1,2 2.302 146.8 94.7 172.5 24.1 
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Table S4. Twist angles (degrees), <S2> values, and HSO (cm-1) for MECP geometries 
with different levels of theory. All geometries obtained with def2-TZVP basis set. The 
MECP intersections for active site complexes with charge 0 and -2 are for triplet 
(S=1)/quintet(S=3) states. The MECP intersections for the active site with charge -1 are 
for quartet (S=3/2)/sextet (S=5/2) states. 

MECP Geometries Twist Angles <S2> value HSO 

 α β γ    
[Fe(SCH3)4]0 

      PBE MECP S=1,2 63.4 63.4 89.8 6.056 2.077 8 
LC-BLYP MECP S=1,2 62.9 61.8 91.2 6.064 2.091 6 

       [Fe(SCH3)4]1- 
      PBE MECP S=3/2,5/2 79.4 79.5 90.0 8.764 3.849 23 

LC-BLYP MECP S=3/2,5/2 74.8 74.8 90.0 8.770 3.830 56 

       [Fe(SCH3)4]2- 
      PBE MECP S=1,2 49.6 49.5 90.0 6.030 2.049 157 

LC-BLYP MECP S=1,2 45.7 45.8 89.9 6.016 2.031 15 
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Figure S2. ROHF molecular orbital 2 of the Fe(SCH3)4

2- complex (see Figure 5 in the 
paper). Geometry of the complex was optimized using the PBE (left panel) and LC-
BLYP (right panel) density functionals. Two different orientations (upper and lower 
panels) are shown. At the PBE optimized geometry, mixing of the dz2 orbital with other 
orbitals (mostly dxz) of Fe is significant. At the LC-BLYP geometry, the molecular orbital 
is almost identical to the dz2 orbital of Fe.   
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Geometries of the minima and MECPs for each oxidation state obtained at the 
PBE/def2-TZVP level of theory 
 
[Fe(SCH3)4]2- Singlet Minima: 
 E = -3015.189621 hartrees 
 FE        26.0  -0.0002174477   0.0049445462  -0.0048234719 
 S          16.0  -1.7877567970  -1.3507052467   0.2478311284 
 S          16.0  -1.3568956055   1.7937109233  -0.2419443943 
 S          16.0   1.3541832482  -1.7839148040  -0.2542810154 
 S          16.0   1.7899132200   1.3604923686   0.2296959004 
 C           6.0  -3.3907198144  -0.4922674313   0.5161144968 
 C           6.0  -0.4997711268   3.3978494232  -0.5077554370 
 C           6.0   0.4948716692  -3.3887635170  -0.5085554464 
 C           6.0   3.3957358893   0.5022045949   0.4812788589 
 H           1.0  -4.2099372701  -1.2240725200   0.3932161703 
 H           1.0  -1.2308776517   4.2164650918  -0.3782659652 
 H           1.0   1.2273913274  -4.2069959869  -0.3844798605 
 H           1.0   4.2136112409   1.2337872640   0.3491342405 
 H           1.0  -3.5285461281   0.3313695722  -0.2030988420 
 H           1.0   0.3272079352   3.5333357615   0.2078567473 
 H           1.0  -0.3249782334  -3.5227634633   0.2155302289 
 H           1.0   3.5257748655  -0.3217332388  -0.2389598839 
 H           1.0  -3.4564194737  -0.0554095455   1.5274775347 
 H           1.0  -0.0673262054   3.4667810902  -1.5207654647 
 H           1.0   0.0525316150  -3.4600126850  -1.5171666411 
 H           1.0   3.4722247426   0.0656978029   1.4919611162 
 
[Fe(SCH3)4]2- Triplet Minima:  
E = -3015.207002 hartrees 
 FE        26.0  -0.0003664361   0.0047582229  -0.0046437537 
 S          16.0  -1.8037721141  -1.3564331931   0.1959553496 
 S          16.0  -1.3624085378   1.8089514109  -0.1926479253 
 S          16.0   1.3601807633  -1.7993836847  -0.2040566002 
 S          16.0   1.8044074428   1.3660011480   0.1823363415 
 C           6.0  -3.4106368408  -0.4957489871   0.4339077908 
 C           6.0  -0.5026579052   3.4170272097  -0.4255551793 
 C           6.0   0.4988183584  -3.4081692045  -0.4260160255 
 C           6.0   3.4147641784   0.5058557190   0.3984420842 
 H           1.0  -4.2277005765  -1.2205400904   0.2655525569 
 H           1.0  -1.2269166761   4.2332359619  -0.2505398597 
 H           1.0   1.2241919036  -4.2239574964  -0.2539675594 
 H           1.0   4.2291160003   1.2315676785   0.2211673130 
 H           1.0  -3.5215154094   0.3459105312  -0.2687987665 
 H           1.0   0.3414985282   3.5243408115   0.2747843949 
 H           1.0  -0.3399920089  -3.5130862898   0.2809788707 
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 H           1.0   3.5174925206  -0.3344777928  -0.3070327494 
 H           1.0  -3.5077665003  -0.0838790486   1.4529023204 
 H           1.0  -0.0946136518   3.5193111598  -1.4455974359 
 H           1.0   0.0831072109  -3.5135295541  -1.4426023358 
 H           1.0   3.5247697498   0.0922454894   1.4154311687 
 
[Fe(SCH3)4]2- Quintet Minima: 
E = -3015.217104 hartrees  
 FE        26.0  -0.0009723651   0.0007994889  -0.0049086561 
 S          16.0  -1.2788893365  -1.4724411873   1.3064407063 
 S          16.0  -1.4679583071   1.2718055029  -1.3306109851 
 S          16.0   1.4805973725  -1.2643094964  -1.3192026660 
 S          16.0   1.2568585307   1.4760949267   1.3241097032 
 C           6.0  -2.5522501242  -0.3691557592   2.0396516566 
 C           6.0  -0.3640420860   2.5468431659  -2.0597329930 
 C           6.0   0.3855739255  -2.5372765877  -2.0651863885 
 C           6.0   2.5313195655   0.3803660088   2.0662625167 
 H           1.0  -3.2426364955  -0.9403859280   2.6887808594 
 H           1.0  -0.9328407483   3.2332942157  -2.7151540546 
 H           1.0   0.9619294028  -3.2188205893  -2.7191717793 
 H           1.0   3.2077039865   0.9539471041   2.7280218952 
 H           1.0  -3.1371059620   0.1299281880   1.2511294889 
 H           1.0   0.1274383434   3.1358024821  -1.2694904751 
 H           1.0  -0.1111402625  -3.1320377803  -1.2825968876 
 H           1.0   3.1314638926  -0.1074319805   1.2821674940 
 H           1.0  -2.0702220790   0.4165908405   2.6429410707 
 H           1.0   0.4276686964   2.0655029150  -2.6556679681 
 H           1.0  -0.4020175829  -2.0549188819  -2.6658115105 
 H           1.0   2.0495216333  -0.4141966487   2.6580289720 
 
[Fe(SCH3)4]2- MECP Singlet/Quintet: 
E = -3015.186307 hartrees 
 FE        26.0   0.0081023974   0.0024289706  -0.0209517162 
 S          16.0  -1.7367226315  -1.3695183996   0.4790338809 
 S          16.0  -1.3692122516   1.7453549989  -0.5144306448 
 S          16.0   1.3859822424  -1.7471603566  -0.4816021996 
 S          16.0   1.7569955931   1.3835759674   0.4365920913 
 C           6.0  -3.2921003748  -0.4702384664   0.8680351651 
 C           6.0  -0.4783397189   3.3018941727  -0.9197326902 
 C           6.0   0.4937864756  -3.3112452419  -0.8536516791 
 C           6.0   3.3172128013   0.4939079355   0.8292871534 
 H           1.0  -4.1168267452  -1.1969722645   0.9883265651 
 H           1.0  -1.2085164476   4.1272650627  -1.0127326201 
 H           1.0   1.2232025634  -4.1386867852  -0.9299363981 
 H           1.0   4.1389516616   1.2263692684   0.9332027930 
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 H           1.0  -3.5503632145   0.2378332232   0.0647733320 
 H           1.0   0.2533570944   3.5553694437  -0.1361215364 
 H           1.0  -0.2373458476  -3.5468003390  -0.0642414058 
 H           1.0   3.5738266995  -0.2254068378   0.0353528669 
 H           1.0  -3.1959772173   0.1148416478   1.7978584135 
 H           1.0   0.0779186185   3.2124688017  -1.8678764704 
 H           1.0  -0.0631389126  -3.2407033468  -1.8027022961 
 H           1.0   3.2291572145  -0.0775474549   1.7683773958 
 
[Fe(SCH3)4]2- MECP Triplet/Quintet: 
E = -3015.200554 hartrees 
 FE        26.0  -0.0062007469   0.0111809947  -0.1568411365 
 S          16.0  -1.6815172789  -1.3935641887   0.5580674479 
 S          16.0  -1.4132545472   1.6911392430  -0.8454603952 
 S          16.0   1.3986442615  -1.6555412975  -0.8833942036 
 S          16.0   1.6750231112   1.4063863516   0.5646575302 
 C           6.0  -3.1117215838  -0.4502655402   1.2292681687 
 C           6.0  -0.4976184768   3.2392579195  -1.2197203606 
 C           6.0   0.5123819329  -3.2418164879  -1.1504408718 
 C           6.0   3.1072249439   0.4597419761   1.2260462399 
 H           1.0  -4.0326898696  -1.0605597823   1.1734065199 
 H           1.0  -1.2125059235   4.0683280064  -1.3777949507 
 H           1.0   1.2405362896  -4.0341521082  -1.4069516054 
 H           1.0   4.0308832543   1.0644010604   1.1559082191 
 H           1.0  -3.2554041801   0.4778440258   0.6556861512 
 H           1.0   0.1787693630   3.5042143845  -0.3915264410 
 H           1.0  -0.0377447785  -3.5422080078  -0.2447724034 
 H           1.0   3.2368626708  -0.4727241498   0.6561984639 
 H           1.0  -2.9481395294  -0.1723616504   2.2861322569 
 H           1.0   0.1205368856   3.1327020302  -2.1274083667 
 H           1.0  -0.2232495562  -3.1620774449  -1.9679975890 
 H           1.0   2.9535737583   0.1911046654   2.2867573264 
 
[Fe(SCH3)4]1- Doublet Minima: 
E = -3015.289093 hartrees 
 FE        26.0  -0.0165959237   0.0144853943   0.0455891087 
 S          16.0  -1.5334576033  -1.3251550594   0.8417638809 
 S          16.0  -1.3886445292   1.5786924880  -0.6491014938 
 S          16.0   1.3700315121  -1.5522604804  -0.6275159771 
 S          16.0   1.4971639974   1.3199683946   0.9163094733 
 C           6.0  -3.0848058082  -0.4399515825   1.2415105189 
 C           6.0  -0.4203534915   2.9969785568  -1.2847632961 
 C           6.0   0.4355197958  -2.9938050150  -1.2593044227 
 C           6.0   3.0775625774   0.4554664966   1.2284447081 
 H           1.0  -3.7676643529  -1.1472733298   1.7367359009 
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 H           1.0  -1.1168172720   3.7425577440  -1.6983760546 
 H           1.0   1.1469136676  -3.6965866460  -1.7204177382 
 H           1.0   3.7667763296   1.1590149821   1.7199600670 
 H           1.0  -3.5606184846  -0.0498344313   0.3307765497 
 H           1.0   0.1679425050   3.4542839463  -0.4759907186 
 H           1.0  -0.0982552358  -3.4999693110  -0.4421752503 
 H           1.0   3.5230832993   0.1005834276   0.2884161426 
 H           1.0  -2.8828954513   0.4053595184   1.9125790919 
 H           1.0   0.2730633494   2.6734923391  -2.0726048016 
 H           1.0  -0.3031774161  -2.6801115691  -2.0092336921 
 H           1.0   2.9152285350  -0.4159358632   1.8773980029 
 
[Fe(SCH3)4]1- Quartet Minima:  
E = -3015.306652 hartrees 
 FE        26.0  -0.0002217962   0.0039930964  -0.0052214374 
 S          16.0  -1.5615835351  -1.3498246504   0.7623584908 
 S          16.0  -1.3566863114   1.5651231595  -0.7685926662 
 S          16.0   1.3544872825  -1.5597874883  -0.7660773973 
 S          16.0   1.5628266091   1.3609658748   0.7530961756 
 C           6.0  -3.0860874504  -0.4419856729   1.2146044380 
 C           6.0  -0.4513846232   3.0908842809  -1.2215844373 
 C           6.0   0.4473474771  -3.0859481928  -1.2141232947 
 C           6.0   3.0901921857   0.4564361090   1.2022253164 
 H           1.0  -3.8417897524  -1.1766453671   1.5334002458 
 H           1.0  -1.1875311273   3.8459075483  -1.5385488937 
 H           1.0   1.1825152434  -3.8424023758  -1.5299563194 
 H           1.0   3.8458935850   1.1930976256   1.5163972695 
 H           1.0  -3.4709813871   0.1264364914   0.3563456795 
 H           1.0   0.1182686928   3.4758369274  -0.3641938500 
 H           1.0  -0.1217302546  -3.4683118218  -0.3551861213 
 H           1.0   3.4729345410  -0.1136166359   0.3440959887 
 H           1.0  -2.8952315766   0.2610295722   2.0364948475 
 H           1.0   0.2503039018   2.9014789596  -2.0449442568 
 H           1.0  -0.2549774075  -2.8980088652  -2.0372778249 
 H           1.0   2.9034357031  -0.2446585750   2.0266880470 
 
[Fe(SCH3)4]1- Sextet Minima:  
E = -3015.299791 hartrees 
 FE        26.0   0.0026359368   0.0079699333  -0.0047044882 
 S          16.0  -1.1592657952  -1.4799323942   1.3023118550 
 S          16.0  -1.4894286658   1.1735827544  -1.3031178144 
 S          16.0   1.4857708531  -1.1620354969  -1.3102357550 
 S          16.0   1.1765188656   1.4950899506   1.2922755803 
 C           6.0  -2.2520736752  -0.3319242374   2.2209431981 
 C           6.0  -0.3446162805   2.2589910216  -2.2343978990 
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 C           6.0   0.3331352194  -2.2548135772  -2.2230338720 
 C           6.0   2.2619845968   0.3454025505   2.2174044046 
 H           1.0  -2.7349432872  -0.8745931701   3.0471260368 
 H           1.0  -0.8916681001   2.7398536467  -3.0588585680 
 H           1.0   0.8732580536  -2.7430611863  -3.0477451603 
 H           1.0   2.7478854325   0.8895974838   3.0408263791 
 H           1.0  -3.0268320360   0.0794387959   1.5591382804 
 H           1.0   0.0737502182   3.0353826524  -1.5789270532 
 H           1.0  -0.0804722574  -3.0250885378  -1.5574635295 
 H           1.0   3.0341802742  -0.0746662583   1.5581202567 
 H           1.0  -1.6604027485   0.5013605330   2.6233652935 
 H           1.0   0.4840626119   1.6631100974  -2.6402064813 
 H           1.0  -0.4983753504  -1.6618008262  -2.6271500869 
 H           1.0   1.6648961354  -0.4818637355   2.6243294227 
 
[Fe(SCH3)4]1- MECP Doublet/Sextet:  
E = -3015.286867 hartrees 
 FE        26.0   0.0257433081   0.0077935249   0.0279539893 
 S          16.0  -1.3572435664  -1.3598710693   1.0772805825 
 S          16.0  -1.3972830701   1.4676318677  -0.8565439681 
 S          16.0   1.4470820402  -1.4311107250  -0.8910108224 
 S          16.0   1.4187847236   1.3859073886   1.0408780131 
 C           6.0  -2.7978018347  -0.4112716604   1.6828153795 
 C           6.0  -0.4052527288   2.7400312511  -1.7209380153 
 C           6.0   0.4428672177  -2.7202713371  -1.7162411689 
 C           6.0   2.8465865163   0.4279067902   1.6645102213 
 H           1.0  -3.5124520981  -1.1110198301   2.1433359142 
 H           1.0  -1.0857350956   3.5040400662  -2.1275326007 
 H           1.0   1.1166649110  -3.4887907802  -2.1256990896 
 H           1.0   3.5810872522   1.1280225156   2.0918489171 
 H           1.0  -3.2891280434   0.1208773096   0.8568015833 
 H           1.0   0.3023193144   3.2146852792  -1.0268694693 
 H           1.0  -0.2500733300  -3.1850288510  -1.0008897314 
 H           1.0   3.3170418836  -0.1410619584   0.8509465089 
 H           1.0  -2.4857635082   0.3267669203   2.4354836099 
 H           1.0   0.1661477745   2.2951671964  -2.5480182657 
 H           1.0  -0.1464028660  -2.2892907403  -2.5382218889 
 H           1.0   2.5285111999  -0.2775631582   2.4452503013 
 
[Fe(SCH3)4]1- MECP Quartet/Sextet: 
E = -3015.29688 hartrees 
 FE        26.0   0.0065381031   0.0186872825  -0.0201325658 
 S          16.0  -1.2933950359  -1.4310864765   1.1390406642 
 S          16.0  -1.4472761713   1.3265455572  -1.1650981768 
 S          16.0   1.4545002930  -1.2931505765  -1.1683150761 
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 S          16.0   1.3223557481   1.4696815088   1.1190437806 
 C           6.0  -2.5559952612  -0.3712162727   1.9347229915 
 C           6.0  -0.3885304761   2.5883027266  -1.9633271174 
 C           6.0   0.3937329989  -2.5594995534  -1.9566160040 
 C           6.0   2.5751432464   0.4060207236   1.9245669988 
 H           1.0  -3.2028264283  -0.9997917590   2.5659026300 
 H           1.0  -1.0214049257   3.2433464458  -2.5813626731 
 H           1.0   1.0244537080  -3.2183107084  -2.5729454602 
 H           1.0   3.2361088491   1.0373424721   2.5380180828 
 H           1.0  -3.1721564259   0.1336579221   1.1779448873 
 H           1.0   0.1301029483   3.1960709477  -1.2090792041 
 H           1.0  -0.1232523495  -3.1627389402  -1.1976050441 
 H           1.0   3.1773951380  -0.1243680348   1.1739783089 
 H           1.0  -2.0773405437   0.3942400068   2.5609526625 
 H           1.0   0.3658249590   2.1094635823  -2.6026930730 
 H           1.0  -0.3615468919  -2.0833721271  -2.5969177599 
 H           1.0   2.0888185176  -0.3386647269   2.5697111482 
 
[Fe(SCH3)4]0 Singlet Minima:  
E = -3015.217909 hartrees 
 FE        26.0   0.0011290567   0.0058735389   0.5641415124 
 S          16.0  -1.5082944912  -1.0352434562   1.6179790415 
 S          16.0  -1.3277000663   1.2199885860  -0.5273498669 
 S          16.0   1.3258651353  -1.2125582306  -0.5274080008 
 S          16.0   1.5140183776   1.0499543507   1.6100461225 
 C           6.0  -3.2294360057  -0.4799490606   1.3902318908 
 C           6.0  -0.2605434122   2.2808223665  -1.5597311496 
 C           6.0   0.2549274345  -2.2765965434  -1.5524570993 
 C           6.0   3.2343982892   0.4942501119   1.3773724854 
 H           1.0  -3.8701581787  -1.1647268127   1.9616365343 
 H           1.0  -0.9128087961   2.9124122313  -2.1789032717 
 H           1.0   0.9050246589  -2.9110572465  -2.1709868083 
 H           1.0   3.8771764681   1.1803074656   1.9448959720 
 H           1.0  -3.5141515190  -0.5088442446   0.3304344136 
 H           1.0   0.3717490607   2.9093771081  -0.9193225654 
 H           1.0  -0.3760682522  -2.9022370188  -0.9079370530 
 H           1.0   3.5155096824   0.5210687659   0.3165540976 
 H           1.0  -3.3534569669   0.5414151135   1.7720514334 
 H           1.0   0.3760885926   1.6620192738  -2.2043298982 
 H           1.0  -0.3831250145  -1.6599136819  -2.1976891474 
 H           1.0   3.3598559467  -0.5263626171   1.7607713570 
 
[Fe(SCH3)4]0 Triplet Minima: 
E = -3015.224207 hartrees 
 FE        26.0   0.0004286963   0.0045421647   0.3593028225 
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 S          16.0  -1.4436059644  -1.1949325024   1.3657079968 
 S          16.0  -1.3666401426   1.2408495239  -0.6855757034 
 S          16.0   1.3645040766  -1.2345786996  -0.6861132743 
 S          16.0   1.4474109794   1.2086643964   1.3558981505 
 C           6.0  -3.0729171468  -0.3987894144   1.5294857407 
 C           6.0  -0.3658989429   2.4338242574  -1.6365516559 
 C           6.0   0.3608430572  -2.4302233733  -1.6306277301 
 C           6.0   3.0777328598   0.4140976667   1.5169383749 
 H           1.0  -3.7093609203  -1.0732782831   2.1180004879 
 H           1.0  -1.0532867771   3.0359890261  -2.2469902709 
 H           1.0   1.0463326101  -3.0343539323  -2.2412392974 
 H           1.0   3.7164013452   1.0921935920   2.0988762189 
 H           1.0  -3.5225236677  -0.2370450248   0.5408473667 
 H           1.0   0.1977613660   3.0833104662  -0.9545693065 
 H           1.0  -0.2010726042  -3.0774664672  -0.9450774020 
 H           1.0   3.5231953432   0.2472538138   0.5272597041 
 H           1.0  -2.9755065283   0.5625791813   2.0481295625 
 H           1.0   0.3350746922   1.9015633140  -2.2907472573 
 H           1.0  -0.3419944254  -1.8997958905  -2.2843086908 
 H           1.0   2.9831220935  -0.5444038147   2.0413541628 
 
[Fe(SCH3)4]0 Quintet Minima:  
E = -3015.212662 hartrees 
 FE        26.0   0.0488955340  -0.1622705851   0.2528846446 
 S          16.0  -1.5760042321  -1.3732813775   1.1101736875 
 S          16.0  -1.2731851296   1.0269420795  -1.0372707144 
 S          16.0   1.3014826421  -1.8907120694  -0.2917660368 
 S          16.0   1.4347272405   1.3517135410   1.0169013912 
 C           6.0  -2.9556472586  -0.2789248055   1.5716785171 
 C           6.0  -0.4502324432   2.5889822346  -1.4933135972 
 C           6.0   0.4038559303  -2.7016758958  -1.6556891989 
 C           6.0   3.0102076076   0.5256576533   1.4287372304 
 H           1.0  -3.7363679150  -0.9169093825   2.0090207425 
 H           1.0  -1.1123470305   3.0959309756  -2.2092574705 
 H           1.0   1.0859584495  -3.4289530271  -2.1157500673 
 H           1.0   3.6575479695   1.2744506937   1.9038624193 
 H           1.0  -3.3518717303   0.2343385614   0.6854614606 
 H           1.0  -0.3180780278   3.2274824667  -0.6108203006 
 H           1.0  -0.4745565962  -3.2226399891  -1.2534439239 
 H           1.0   3.4889716634   0.1544779050   0.5141596918 
 H           1.0  -2.6388633283   0.4669619625   2.3111660571 
 H           1.0   0.5247366106   2.4022811070  -1.9566929510 
 H           1.0   0.0841301060  -1.9670305562  -2.4036918279 
 H           1.0   2.8466399378  -0.3068214923   2.1236502461 
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[Fe(SCH3)4]0 MECP Singlet/Quintet: 
E = -3015.2109 hartrees 
 FE        26.0   0.0236575755  -0.0479824519   0.2187754161 
 S          16.0  -1.4740511979  -1.3719874902   1.0735642122 
 S          16.0  -1.3394661270   1.3585948654  -0.7353486312 
 S          16.0   1.3893219367  -1.5410112319  -0.5929875708 
 S          16.0   1.4429650738   1.3503550618   1.0840715835 
 C           6.0  -2.9524958293  -0.4226946354   1.5532688330 
 C           6.0  -0.3352245123   2.6417894320  -1.5519119148 
 C           6.0   0.3817523634  -2.6775494425  -1.6024649703 
 C           6.0   2.9991059425   0.4892152855   1.4835511333 
 H           1.0  -3.6499796750  -1.1273424102   2.0260444462 
 H           1.0  -1.0299864025   3.3059757396  -2.0846036892 
 H           1.0   1.0625147011  -3.4232000266  -2.0348795488 
 H           1.0   3.6463396446   1.2092907159   2.0017020374 
 H           1.0  -3.4255502569   0.0216524255   0.6672078957 
 H           1.0   0.2304644882   3.2127692813  -0.8046047440 
 H           1.0  -0.3669627604  -3.1731982542  -0.9716279361 
 H           1.0   3.4930443726   0.1493224051   0.5635175351 
 H           1.0  -2.6908744843   0.3684584464   2.2657872552 
 H           1.0   0.3620143592   2.1925219066  -2.2690043049 
 H           1.0  -0.1239883480  -2.1335411619  -2.4092319493 
 H           1.0   2.8065991360  -0.3702184603   2.1363249117 
 
[Fe(SCH3)4]0 MECP Triplet/Quintet: 
E = -3015.212100 hartrees 
 FE        26.0   0.0168202827  -0.1233892777   0.2481223792 
 S          16.0  -1.5570436471  -1.3859276217   1.0987308088 
 S          16.0  -1.3345655807   1.1944041829  -0.8600514887 
 S          16.0   1.3517896882  -1.7329611877  -0.4155265617 
 S          16.0   1.3947959064   1.3409611406   1.0973360731 
 C           6.0  -2.9761624020  -0.3599583543   1.5965713440 
 C           6.0  -0.3591783374   2.5836898080  -1.5244564589 
 C           6.0   0.3973806319  -2.6801811526  -1.6470944171 
 C           6.0   2.9904249821   0.5300095758   1.4504220219 
 H           1.0  -3.7104363319  -1.0348620582   2.0580250184 
 H           1.0  -1.0214864615   3.1405739807  -2.2019877839 
 H           1.0   1.0803406685  -3.4123786611  -2.0981888579 
 H           1.0   3.6403097510   1.2792857858   1.9211998070 
 H           1.0  -3.4272845039   0.1259815607   0.7211130304 
 H           1.0  -0.0283769519   3.2399997042  -0.7096201276 
 H           1.0  -0.4322207892  -3.2031854496  -1.1537538443 
 H           1.0   3.4513076309   0.1778634717   0.5187732103 
 H           1.0  -2.6759492705   0.4036851446   2.3245191773 
 H           1.0   0.5145978790   2.2252068168  -2.0806027788 



	 210 

 H           1.0   0.0019914457  -2.0194039132  -2.4275576347 
 H           1.0   2.8519254097  -0.3155134957   2.1347070832 
 
Geometries of the MECPs for each oxidation state obtained at the LC-BLYP/def2-
TZVP level of theory 
 
[Fe(SCH3)4]-2 MECP Singlet/Quintet: 
E = -3014.658249 hartrees 
 FE        26.0   0.0045711172   0.0033809085  -0.0253802181 
 S          16.0  -1.3381390678  -1.2130886171   1.0888750565 
 S          16.0  -1.4331281620   1.6604636459  -0.4578261304 
 S          16.0   1.4352632403  -1.6590066513  -0.4334939491 
 S          16.0   1.3687853114   1.2403460483   1.0408289276 
 C           6.0  -2.9071591338  -0.3697700968   1.4255457478 
 C           6.0  -0.4558531834   2.7575679815  -1.5263796605 
 C           6.0   0.4610365880  -2.7825883404  -1.4775606099 
 C           6.0   2.9420090161   0.4084069097   1.3931602991 
 H           1.0  -3.5837854735  -1.0619491097   1.9482513581 
 H           1.0  -1.0773744404   3.5837779687  -1.9038845028 
 H           1.0   1.0883138535  -3.6160241676  -1.8279929348 
 H           1.0   3.6173412059   1.1181902296   1.8939867950 
 H           1.0  -3.3850658656  -0.0287268598   0.4993356820 
 H           1.0   0.3891890013   3.1699392379  -0.9628716500 
 H           1.0  -0.3867293745  -3.1849729740  -0.9102985935 
 H           1.0   3.4199993888   0.0433956651   0.4759634911 
 H           1.0  -2.7499467327   0.5158003467   2.0534453336 
 H           1.0  -0.0396800495   2.2180122803  -2.3876040339 
 H           1.0   0.0501555109  -2.2664361447  -2.3558470428 
 H           1.0   2.7901472500  -0.4596882611   2.0466066352 
 
[Fe(SCH3)4]-2 MECP Triplet/Quintet: 
E = -3014.702942 hartrees 
 FE        26.0   0.0066084694   0.0026645118   0.0090923653 
 S          16.0  -1.6695629291  -1.4164299769   0.6965430078 
 S          16.0  -1.4239341979   1.6826246475  -0.6511806588 
 S          16.0   1.4197444345  -1.6883672179  -0.6550903013 
 S          16.0   1.7012976379   1.4339771525   0.6285843549 
 C           6.0  -3.1694846132  -0.4683026341   1.0645049873 
 C           6.0  -0.4699448339   3.1647533583  -1.0744447681 
 C           6.0   0.4598845863  -3.1716024892  -1.0582400473 
 C           6.0   3.1824287082   0.4860215653   1.0688273114 
 H           1.0  -3.9406365191  -1.1381624852   1.4718079070 
 H           1.0  -1.1454756516   3.9443424178  -1.4558092031 
 H           1.0   1.1341859074  -3.9607065164  -1.4214837338 
 H           1.0   4.0162214754   1.1745898964   1.2699041990 
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 H           1.0  -3.5632917348   0.0164747576   0.1644257601 
 H           1.0   0.0642013048   3.5563622572  -0.2016769257 
 H           1.0  -0.0825092033  -3.5448605518  -0.1829372318 
 H           1.0   3.4725388199  -0.1945933667   0.2614202998 
 H           1.0  -2.9712733040   0.3271521068   1.7910590013 
 H           1.0   0.2862541656   2.9482577288  -1.8370995322 
 H           1.0  -0.2894720848  -2.9642557360  -1.8302060801 
 H           1.0   3.0166095626  -0.1289094257   1.9618192886 
 H           1.0  -2.6759492705   0.4036851446   2.3245191773 
 H           1.0   0.5145978790   2.2252068168  -2.0806027788 
 H           1.0   0.0019914457  -2.0194039132  -2.4275576347 
 H           1.0   2.8519254097  -0.3155134957   2.1347070832 
 
[Fe(SCH3)4]-1 MECP Doublet/Sextet: 
E = -3014.765757 hartrees 
 FE        26.0   0.0200982310   0.0081241625   0.0315956542 
 S          16.0  -1.4066617827  -1.3357174770   0.9762581161 
 S          16.0  -1.4007537736   1.5049387402  -0.7226610891 
 S          16.0   1.4325383572  -1.4702039435  -0.7623639495 
 S          16.0   1.4426947709   1.3518941847   0.9749959860 
 C           6.0  -2.8789765501  -0.3924244734   1.4264815959 
 C           6.0  -0.4196004284   2.8295439612  -1.4633113163 
 C           6.0   0.4578445349  -2.8214090257  -1.4652397993 
 C           6.0   2.9301705424   0.4223506379   1.4045044319 
 H           1.0  -3.5524609050  -1.0437647965   1.9933859309 
 H           1.0  -1.0967648655   3.5672705291  -1.9070320484 
 H           1.0   1.1407982571  -3.5684565047  -1.8836354451 
 H           1.0   3.5982566490   1.0767529260   1.9745529672 
 H           1.0  -3.3975962967  -0.0239828370   0.5368800716 
 H           1.0   0.2005333346   3.3179403228  -0.7068414320 
 H           1.0  -0.1622757077  -3.2916446570  -0.6969890895 
 H           1.0   3.4488545644   0.0747434366   0.5068437666 
 H           1.0  -2.6108524813   0.4704063738   2.0410912062 
 H           1.0   0.2395526958   2.4407633372  -2.2440775700 
 H           1.0  -0.2007264547  -2.4624149337  -2.2607829282 
 H           1.0   2.6810273084  -0.4511599637   2.0114849408 
 
[Fe(SCH3)4]-1 MECP Quartet/Sextet: 
E = -3014.780039 hartrees 
 FE        26.0   0.0057445606   0.0139655809  -0.0165483824 
 S          16.0  -1.3279104284  -1.4175163638   1.0480398583 
 S          16.0  -1.4289614197   1.3508295037  -1.0734358162 
 S          16.0   1.4377280475  -1.3229473403  -1.0758279636 
 S          16.0   1.3420407671   1.4494305339   1.0388480810 
 C           6.0  -2.6424057220  -0.3766183535   1.7267468594 
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 C           6.0  -0.3954047950   2.6687585883  -1.7565468909 
 C           6.0   0.4007044086  -2.6426261973  -1.7500101904 
 C           6.0   2.6623490371   0.4160976844   1.7172522640 
 H           1.0  -3.3146483562  -0.9976796921   2.3284802702 
 H           1.0  -1.0225331058   3.3386117444  -2.3545924375 
 H           1.0   1.0244559154  -3.3148173587  -2.3488905111 
 H           1.0   3.3323940748   1.0425262464   2.3157473625 
 H           1.0  -3.2153332931   0.0985946655   0.9256836794 
 H           1.0   0.0820295446   3.2437819446  -0.9582812630 
 H           1.0  -0.0731715104  -3.2145937525  -0.9475206561 
 H           1.0   3.2365981298  -0.0585043212   0.9167992158 
 H           1.0  -2.2255321943   0.4101784782   2.3616333075 
 H           1.0   0.3893472744   2.2553950184  -2.3961947493 
 H           1.0  -0.3870443172  -2.2309093232  -2.3869943423 
 H           1.0   2.2508033820  -0.3707972863   2.3554023050 
 
[Fe(SCH3)4]0 MECP Singlet/Quintet: 
E = -3014.661139 hartrees 
 FE        26.0   0.0161139306   0.0017736549   0.0025299615 
 S          16.0  -1.2456015180  -1.3595233000   0.9838946101 
 S          16.0  -1.3328104442   1.2588855343  -1.0013154559 
 S          16.0   1.3767727929  -1.2584065694  -0.9841582166 
 S          16.0   1.2625141162   1.3605850339   1.0079480259 
 C           6.0  -2.4668585648  -0.3618002416   1.8565194633 
 C           6.0  -0.3269815902   2.4811244107  -1.8640357666 
 C           6.0   0.3778894266  -2.4859412917  -1.8480992974 
 C           6.0   2.5043448508   0.3688758872   1.8583306985 
 H           1.0  -3.0580796644  -1.0348105336   2.4836538212 
 H           1.0  -0.9853502328   3.0393146788  -2.5355951126 
 H           1.0   1.0493028015  -3.0775087270  -2.4765519039 
 H           1.0   3.0662339832   1.0355026834   2.5185522155 
 H           1.0  -3.1251096927   0.1458138911   1.1474698498 
 H           1.0   0.1345987009   3.1693166299  -1.1518918982 
 H           1.0  -0.1245696104  -3.1431810793  -1.1345045586 
 H           1.0   3.1871282468  -0.0889446935   1.1387418321 
 H           1.0  -1.9765077070   0.3804682373   2.4897043363 
 H           1.0   0.4534720897   1.9928731735  -2.4512380466 
 H           1.0  -0.3691488536  -2.0003835864  -2.4792097699 
 H           1.0   2.0318469388  -0.4128137925   2.4564052119 
 
[Fe(SCH3)4]0 MECP Triplet/Quintet: 
E = -3014.66066 hartrees 
 FE        26.0   0.0070809615   0.0005323062   0.2291277329 
 S          16.0  -1.4271189970  -1.3314274248   1.0817415588 
 S          16.0  -1.3653011151   1.4175562479  -0.5982711713 
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 S          16.0   1.3766972967  -1.4139576357  -0.6065164630 
 S          16.0   1.4465482465   1.3326034462   1.0739091973 
 C           6.0  -2.9613371973  -0.4544466217   1.4188230507 
 C           6.0  -0.3530694600   2.6215331693  -1.4778448394 
 C           6.0   0.3635775621  -2.6301096865  -1.4683711593 
 C           6.0   2.9826780691   0.4572716359   1.4061924210 
 H           1.0  -3.6270517779  -1.1489365629   1.9378774084 
 H           1.0  -1.0284862517   3.2946107686  -2.0129389325 
 H           1.0   1.0373157184  -3.2864332836  -2.0260295272 
 H           1.0   3.6534078574   1.1552824733   1.9140127554 
 H           1.0  -3.4349290263  -0.1304101109   0.4883619500 
 H           1.0   0.2551545323   3.1929402233  -0.7722041401 
 H           1.0  -0.2143392119  -3.2183176683  -0.7510890778 
 H           1.0   3.4494365384   0.1244731666   0.4754183917 
 H           1.0  -2.7796522314   0.4155813918   2.0525889753 
 H           1.0   0.3049664037   2.1293727426  -2.1965274151 
 H           1.0  -0.3227056966  -2.1461400125  -2.1658283274 
 H           1.0   2.8061077790  -0.4076785647   2.0482476117 
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Appendix C - Supporting Information for Chapter VI 
3D Printed Potential and Free Energy Surfaces for Teaching Fundamental Concepts 
in Physical Chemistry 
	
MOLPRO input file for hydrogen exchange reaction 
memory, 100,m 
 
symmetry,x,y 
 
geometry={ 
H; 
h1,H,r1; 
h2,H,r2,h1,theta;} 
 
basis=aug-cc-pVTZ 
 
theta=180 DEG 
 
mind2=0.4 
maxd2=2.1 
 
mind1=0.4 
maxd1=1.5 
dr=0.025 
 
r1=0.74 
r2=0.74 
 
{HF 
} 
{casscf 
occ,2,0,0,0 
closed,0,0,0,0 
wf,3,1,1 
ORBITALS,2140.3} 
 
i=0 
do r1=mind1,maxd1,dr,ANG 
do r2=mind2,maxd2,dr,ANG 
 
i=i+1 
 
vr2(i)=r2 
vr1(i)=r1 
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HF 
{casscf 
occ,2,0,0,0 
closed,0,0,0,0 
wf,3,1,1} 
 
{mrci 
maxiter, 100, 100 
wf,3,1,1 
save,4010.1} 
 
e1(i)=energy(1) 
 
end do 
 
{table, vr1, vr2, e1 
head, r1,r2, e1 
digits,4,4,8 
save, H3.tab} 
i=0 
end do  
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MOLPRO input file for rotations of methyl groups in 1-fluoro-2-methylpropene  
memory,500,m 
angstrom 
geometry={ 
C 
C   1    r1 
C   2    r2  1 r3 
C   2    r4 1 r5  3 r6 
H   1    r7  2 r8  3   r9 
F   1    r10  5 r11  2 r12 
H   3    r13  2 r14  5 rd1 
H   4    r15  2 r16  6 rd2 
H   4    r17  8 r18  2 r19 
H   4    r20  9 r21  8 r22 
H   3    r23  7 r24  2 r25 
H   3    r26 11 r27  7 r28} 
 
basis=6-31G 
 
r1=1.34131 
r2=1.45831 
r3=120.8794 
r4=1.48502 
r5=121.5034 
r6=180.0000 
r7=1.097285 
r8=122.46 
r9=0.00 
r10=1.097185 
r11=115.29 
r12=180.00 
r13=1.10537 
r14=114.8552 
r15=1.11732 
r16=111.3582 
r17=1.11855 
r18=108.3850 
r19=-121.3595 
r20=1.11855 
r21=108.2571 
r22=117.3631 
r23=0.90361 
r24=107.1705 
r25=120.6992 
r26=0.92954 
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r27=109.4941 
r28=-114.5766 
 
mind2=0.0 
maxd2=120.0 
dr2=2 
 
mind1=0.0 
maxd1=120.0 
dr1=2 
 
i=0 
do rd1=mind1,maxd1,dr1 
do rd2=mind2,maxd2,dr2 
 
i=i+1 
 
vrd2(i)=rd2 
vrd1(i)=rd1 
 
{HF 
wf,40,1,0} 
 
{uks,b3lyp 
wf,40,1,0} 
 
{optg 
inactive,rd1,rd2} 
 
e1(i)=energy(1) 
 
end do 
 
{table,vrd1,vrd2,e1 
head, r1,r2,e1 
digits,4,4,8 
save, C4H7F_DFT.tab} 
 
i=0 
end do 
	
 


