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ABSTRACT

We focus on several properties of the Lie groups Sp(n) and SLn(H). We discuss their

Lie algebras, the exponential map from the Lie algebras to the groups, as well as

when this map is surjective. Since quaternionic multiplication is not commutative,

the process of calculating the exponential of a matrix in Sp(n) or SLn(H) is more

involved than the process of calculating the exponential of a matrix over the real or

complex numbers. We develop processes by which this calculation may be reduced to

a simpler problem, and provide an example to illustrate this. Additionally, we discuss

properties of these groups such as centers, maximal tori, normalizers of the maximal

tori, Weyl groups, and Clifford Algebras.
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1. Introduction

Matrix exponentiation is important in differential equations; in particular, in

solving systems of linear ordinary and partial differential equations. Second, and

more relevant to this project, the matrix exponential provides a map from the Lie

algebra of a matrix group into the matrix group itself. The underlying theme of

this project is to determine methods of calculating the exponential of a matrix with

quaternion entries. To motivate the ideas, we provide details about the structure of

the Lie groups Sp(n) and SLn(H), as well as discuss some important theory.

The exponential maps of real and complex matrices are well documented (see,

for example, any of [1, 2, 3, 5]); yet, we have encountered very little to no work doc-

umenting the exponential of a matrix with quaternion entries. The most prominent

reason for a lack of research in this area is that, unlike the real and complex numbers,

the quaternions are not commutative. Due to this, the notions of eigenvalues and of

eigenvectors, with which we are familiar from linear algebra over the complex field,

cannot be calculated in the usual manner. Since both eigenvalues and eigenvectors

play a crucial role in calculating the exponential of a matrix, we must take a different

approach when we consider matrices over the quaternions.

Our approach is to first transform a matrix over the quaternions into a com-

plex matrix. The purpose for this is to be able to use the well-known techniques of

diagonalization, SN Decomposition, Jordan forms, etc. to calculate the exponential

of the matrix. When we are finished, we transform the complex matrix back into a

matrix over the quaternions. One of our goals is to prove that this transformation is

possible. However, by our transformation, the complex matrix representing the orig-

inal quaternionic matrix has dimension twice as large; therefore, it is only practical

to consider low-dimensional cases, although the theory works for any dimension.

Unfortunately, we encounter obstacles even when we consider low-dimensional

cases. If we begin with a 3× 3 matrix over the quaternions, our transformed matrix
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is a 6 × 6 complex matrix. The problem with this is the fact that eigenvalues are

computed from the characteristic polynomial, whose degree is 6 when our original

quaternionic matrix is a 3× 3 matrix. Results from Galois theory emphasize the fact

that there is no general formula for calculating the roots of a polynomial of degree

greater than four, so we are not guaranteed a consistent method of determining the

eigenvalues. Thus, our methods work best when we look at 2 × 2 matrices over the

quaternions.

Furthermore, it is difficult to find literature that mentions a formula for the

exponential of a single quaternion (i.e. a 1 × 1 matrix over the quaternions); our

search has not lead to a satisfactory proof of such a claim. Therefore, our first task is

to derive and prove the formula for the general exponential form of a single quaternion.
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2. Notation

We will begin our discussion by introducing the quaternions. The quaternions

arose as mathematicians tried to endow R
4 with a multiplication operation that would

make it a field. For (a, b, c, d) ∈ R
4, we will write a+bi+cj+dk, add component-wise,

and multiply with the following rules:

i2 = j2 = k2 = −1

and

i · j = k, j · k = i, k · i = j

j · i = −k, k · j = −i, i · k = −j.

R
4 with the above operations forms a skew-field (which is weaker than a field, since

this multiplication operation is not commutative) denoted H, called the quaternions.

From the operations shown above it is easy to see that an element of H commutes

with all other quaternions if and only if it is real. As a matter of terminology, we will

write K to refer to any of R,C,H when it is unambiguous.

We denote the conjugate of a quaternion q = a+bi+cj+dk as q = a−bi−cj−dk.

Notice that qq = qq = a2 + b2 + c2 + d2. We also define an inner product on K
n by

〈(x1, . . . , xn), (y1, . . . , yn)〉 = x1y1 + · · ·+ xnyn.

We will write the norm of some X ∈ K
n as |X| =

√

〈X,X〉. For X ∈ R
n or X ∈ C

n,

it is clear that 〈X,X〉 is a positive real number, so |X| is positive. For X ∈ H
n,

the same conclusion follows from the above discussion where we showed qq = |q|2.

Furthermore, for q1, q2 ∈ H, it is not hard to see that q1 · q2 = q2 · q1.

As our discussion involves square matrices, we will write Mn(K) to mean n× n

matrices with entries in K. Let A ∈ Mn(K). We will introduce the notation A∗,

called the adjoint, to refer to the conjugate transpose, ĀT , of the matrix A, which

is achieved by taking the complex (or quaternionic) conjugate of each entry in A
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and then taking the transpose of the resulting matrix. It is important to notice that

(AB)∗ = B∗A∗.

For X ∈ K
n a row vector, the function RA : Kn → K

n given by RA(X) = X ·A,

is a linear function over K. We will work with RA since the similarly defined function

LA(X) = A ·X is not linear over H.
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3. The Injective Homomorphism Ψn

It is clear that we can write a complex number as a + bi for a, b ∈ R, which

leads to a bijection between C
n and R

2n denoted fn:

fn(a1 + b1i, . . . , an + bni) = (a1, b1, . . . , an, bn).

This allows us to associate a complex n×n matrix with a real 2n×2n matrix through

the function Φn : Mn(C) → M2n(R) which is defined in terms of Φ1:

Φ1(a+ bi) =





a b

−b a



 .

For higher n, we construct 2× 2 real block matrices by applying Ψ1 to each entry of

the matrix. For example,
(

1 2i
3−4i 0

)

Φ2−→
(

1 0 0 2
0 1 −2 0
3 −4 0 0
4 3 0 0

)

.

Due to the non-commutativity of the quaternions, they are difficult to work

with, and many authors define the quaternions in complex terms. The idea is similar

to the discussion of turning a complex matrix into a real matrix. We can write a

quaternion as z + wj for z, w ∈ C which leads to the bijection between H
n and C

2n

denoted gn:

gn(z1 + w1j, . . . , zn + wnj) = (z1, w1, . . . , zn, wn).

The approach is to find an injective map Ψn : Mn(H) → M2n(C) that makes the

following diagram commute for all A ∈ Mn(H):

H
n gn−−−→ C

2n

RA





y





y

RΨn(A)

H
n gn−−−→ C

2n
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This map Ψn will be described in terms of Ψ1:

Ψ1(z + wj) =





z w

−w z



 .

To determine Ψn(A) for some A ∈ Mn(H), apply Ψ1 to each entry of A to create 2×2

blocks as above. As with Φn, this map is clearly injective.

Proposition 1. For A,B ∈ Mn(H) and c ∈ R, we have the following:

Ψn(cA) = c ·Ψn(A)(1)

Ψn(A+B) = Ψn(A) + Ψn(B)(2)

Ψn(A · B) = Ψn(A) ·Ψn(B)(3)

Proof: The proofs of the first two properties are trivial. To see the third property,

consider the following commutative diagram:

H
n gn−−−→ C

2n

RA





y





y

RΨn(A)

H
n gn−−−→ C

2n

RB





y





y

RΨn(B)

H
n gn−−−→ C

2n

But since RB ◦RA = RAB, we also have the following commutative diagram:

H
n gn−−−→ C

2n

RAB





y





y

RΨn(AB)

H
n gn−−−→ C

2n

Since both commutative diagrams are the same, we must haveRΨn(A)·Ψn(B) = RΨn(AB),

which, in turn, proves property (3). �
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4. The Determinant Function

Consider the matrix A =
(

i j
i j

)

. This matrix is not invertible since it has a

nontrivial kernel, as illustrated below:

RA(( 1 −1 )) = ( 1 −1 ) ·
(

i j
i j

)

= ( 0 0 ) .

However, if we compute the determinant as for a 2 × 2 matrix over the complex

numbers, we find it is nonzero: det(
(

i j
i j

)

) = ij − ji = 2k 6= 0, contradicting the fact

that A is not invertible. We therefore need a better way to define the determinant

function for a matrix over H. It turns out that the image under Ψn of an invertible

matrix is an invertible matrix, since for an n× n matrix B over the quaternions

B is invertible ⇐⇒ RB : Hn → H
n is bijective

⇐⇒ RΨn(B) : C
2n → C

2n is bijective

⇐⇒ Ψn(B) is invertible.

Thus, when we talk about the determinant of a quaternionic matrix, we mean the

composition det ◦ Ψn, however, we will just write det.
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5. Matrix Groups

We will first mention the matrix groups we will encounter. The general linear

group of dimension n is the group of n× n invertible matrices with entries in K:

GLn(K) = {A ∈ Mn(K) | det(A) 6= 0}.

The special linear group of dimension n is a subgroup of the general linear group:

SLn(K) = {A ∈ GLn(K) | det(A) = 1}.

The orthogonal group of dimension n with entries in K is another subgroup of the

general linear group:

On(K) = {A ∈ GLn(K) | A−1 = A∗}.

When K = R, we get that A∗ = AT , this group is called the orthogonal group and

is denoted O(n). When K = C, the group is called the unitary group, U(n). And

when K = H, we call this group the symplectic group, Sp(n). An important fact

about a matrix in On(K) is that its rows (and also columns) form an orthonormal

basis of Kn [2, 5]. This means that for any two distinct rows (or columns) X, Y we

have 〈X, Y 〉 = 0 and 〈X,X〉 = 1.

For a matrix A ∈ On(K), we have

1 = det(I) = det(AA∗) = det(A) det(A) = det(A)det(A) = | det(A)|.

This observation leads us to define the special orthogonal and special unitary matrix

groups:

SO(n) = O(n) ∩ SLn(R) = {A ∈ O(n) | det(A) = 1}.

SU(n) = U(n) ∩ SLn(C) = {A ∈ U(n) | det(A) = 1}.

We will show later, using Lie algebras, that the determinant of an element in Sp(n)

is 1. Therefore, there is no need for a special symplectic group.
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Since these groups are all subsets of some Euclidean space, we endow them with

the usual Euclidean topology. It is a well-known fact that these groups are actually

differentiable manifolds, which essentially means that every point in the group has a

neighborhood which is mapped by a smooth homeomorphism (whose inverse is also

smooth) to an open ball in Euclidean space. Furthermore, both the group operation

of matrix multiplication and the inverse map are smooth. A differentiable manifold

with a smooth group operation and inverse map is called a Lie group; of course from

this discussion, these matrix groups are Lie groups.
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6. Topological Properties

Definition 6.1. A matrix group is a closed subgroup of GLn(K).

Notice that GLn(K) is open in Mn(K), since Mn(K) \GLn(K) = det−1({0}) is closed

in Mn(K) by continuity of the determinant function.

Observation 1. All the groups we mentioned above are matrix groups.

Proof: SLn(K) = det−1({1}) which is closed in GLn(K) since the determinant func-

tion is continuous. To see On(K) is closed, let A ∈ GLn(K) and define a continuous

function γ : GLn(K) → GLn(K) by γ(A) = AA∗. Then On(K) = γ−1(I), which is

closed in GLn(K) since the single element I is closed in GLn(K). We already defined

SO(n) = O(n) ∩ SLn(R) and SU(n) = U(n) ∩ SLn(C), and since intersections of

closed sets are themselves closed, we are done. �

The matrix groups On(K), SO(n), and SU(n) are all compact since they are

closed (shown in Observation 1) and bounded (their rows, and also columns, have

norm 1). However, GLn(K) is not compact for any n because for any m ∈ R,

there exists an A ∈ GLn(K) with det(A) = m which implies that GLn(K) is

not bounded. Furthermore, SLn(K) is not bounded for n > 1 since for any r ∈

R, diag(r, 1/r, 1, . . . , 1) ∈ SLn(K), showing the group is not compact for any n > 1.

We will show below that SL1(H) is actually isomorphic to Sp(1), thus showing SL1(H)

is compact. By noticing SL1(R) = SL1(C) = {1}, these results will show that SLn(K)

is compact only for n = 1.

Observation 2. Sp(1) ∼= SL1(H).

Proof: Let a+ bi+ cj+ dk ∈ SL1(H). By definition,

1 = det(a+ bi+ cj+ dk)

= det(Ψ1(a+ bi+ cj+ dk))
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= det(





a+ bi c+ di

−c+ di a− bi



)

= a2 + b2 + c2 + d2.

Thus,

SL1(H) = {a+ bi+ cj+ dk ∈ H | a2 + b2 + c2 + d2 = 1} = S3.

Any element q ∈ Sp(1) has the property that qq∗ = 1, but for q = a + bi + cj + dk,

q∗ = q. So qq = |q|2 = a2 + b2 + c2 + d2, which gives

Sp(1) = {a+ bi+ cj+ dk ∈ H | a2 + b2 + c2 + d2 = 1} = S3.

Since these equal sets have the same group operation and the same topology as well,

we conclude Sp(1) ∼= SL1(H). �

We will now discuss another important topological property: path-connectedness.

As an example, we will show that O(n) is not path-connected. We claim that there is

no path from A = diag(−1, 1, . . . , 1) ∈ O(n) to the identity, I ∈ O(n). If there were

a continuous path γ : [0, 1] → O(n) with γ(0) = A and γ(1) = I, then the compo-

sition det(γ([0, 1])) would be path-connected since det is a continuous function. But

for an element in O(n), the determinant is either -1 or 1 and the set {1,−1} is not

path-connected. Since det(A) = −1 and det(I) = 1, we have a contradiction.

By noticing that det : GLn(R) → (−∞, 0)∪(0,∞), a similar argument as above

will show that there does not exist a continuous path from the identity to the matrix

A = diag(−1, 1, . . . , 1). This proves that GLn(R) is not path-connected for any n.

Hall [3] and Stillwell [4] provide proofs using only information covered up to

this point that SO(n), SU(n), U(n), Sp(n), SLn(R), SLn(C), and GLn(C) are all

path-connected. The proofs easily extend to show SLn(H) and GLn(H) are also

path-connected.
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7. The Exponential Map

We now define the exponential of a matrix. For any A ∈ Mn(K),

eA = I + A+
1

2!
A2 +

1

3!
A3 + · · · =

∞
∑

k=0

1

k!
Ak.

In fact, this series converges for any square matrix A [5].

Properties of the Exponential Map

Let X, Y ∈ Mn(K).

(i) If XY = Y X, then eX+Y = eXeY .

(ii) If Y −1 exists, then eY XY −1
= Y eXY −1.

(iii) (eX)∗ = eX
∗

.

(iv) The continuous function α : R → Mn(K) given by α(t) = eXt is differentiable

and has derivative α′(t) = X · α(t).

(v) For A ∈ Mn(K), eA ∈ GLn(K).

(vi) If A+ A∗ = 0, then eA ∈ On(K).

Proof: (i) We direct the reader to any of [1, 3, 5]. We will provide a counterexample

in the case XY 6= Y X at the end of this section.

(ii) Suppose Y −1 exists. Then

eY XY −1

= I + Y XY −1 +
1

2!
(Y XY −1)2 +

1

3!
(Y XY −1)3 + · · ·

= I + Y XY −1 +
1

2!
Y X2Y −1 +

1

3!
Y X3Y −1 + · · ·

= Y (I +X +
1

2!
X +

1

3!
X + · · · )Y −1 = Y eXY −1.

(iii) We prove this directly:

(eX)∗ = (I +X +
1

2!
X2 +

1

3!
X3 + · · · )∗

= I∗ +X∗ +
1

2!
(X2)∗ +

1

3!
(X3)∗ + · · ·

= I +X∗ +
1

2!
(X∗)2 +

1

3!
(X∗)3 + · · · = eX

∗

.
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The last line of the proof relies on the fact that (Xn)∗ = (X∗)n which follows from

the fact that for any two square matrices, (AB)∗ = B∗A∗ as mentioned in the intro-

duction.

(iv) To see this, notice that

α(t) = I +Xt+
1

2!
X2t2+

1

3!
X3t3 + · · ·

which implies α′(t) = X +X2t+
1

2!
X3t2 + · · ·

= X(I +Xt+
1

2!
X2t2 +

1

3!
X3t3 + · · · ) = X · α(t).

The term-by-term differentiation is justified because each entry of the matrix α(t) is

a power series in t.

(v) Since A and −A commute, we will use property (i)

I = e0 = eA−A = eAe−A =⇒ (eA)−1 = e−A =⇒ eA ∈ GLn(K)

(vi) We know that A + A∗ = 0, so A∗ = −A. But A commutes with −A, so A and

A∗ commute. Then by property (i),

eAeA
∗

= eA+A∗

= e0 = I.

But by property (iii), eA
∗

= (eA)∗, so eA(eA)∗ = I =⇒ eA ∈ On(K). �

Proposition 2. For any A ∈ Mn(H), eΨn(A) = Ψn(e
A).

Proof: We will rely on the fact that Ψn is a continuous ring homomorphism.

eΨn(A) = I +Ψn(A) +
Ψn(A)

2

2!
+

Ψn(A)
3

3!
+ . . .

=
∞
∑

k=0

Ψn(A)
k

k!

=
∞
∑

k=0

Ψn(A
k)

k!
from property (3) of Proposition 1
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= Ψn

(

∞
∑

k=0

Ak

k!

)

from properties (1) and (2) of Proposition 1

= Ψn(e
A). �

Since Ψn is an injective map, this result states that for a matrix A ∈ Mn(H),

eA = Ψ−1
n (eΨn(A)).

In particular, in order to find the exponential of a matrix over the quaternions, we

will transform it into a complex matrix, calculate its exponential, and bring that

matrix back into the quaternions. This is helpful because it allows us to use the well-

known techniques of diagonalization, SN Decomposition, Jordan forms, etc. defined

for complex matrices. The drawback is that Ψn is a map from Mn(H) into M2n(C),

so the dimension of the matrix we are dealing with is doubled. For this reason we

will only do computations with the low-dimensional quaternionic matrix groups.

Theorem 1. Let q = a+ bi+ cj+ dk with v =
√
b2 + c2 + d2 6= 0, then

eq = ea(cos v +
bi+ cj+ dk

v
sin v).

Proof: We can write bi+ cj+ dk = bi+ (c+ di)j, so that

M = Ψ1(bi+ (c+ di)j) =





bi c+ di

−c+ di −bi



 .

This matrix has characteristic polynomial λ2+v2 = 0 from which we have eigenvalues

λ = vi and λ = −vi with corresponding eigenvectors





c+ di

(v − b)i



 and





c+ di

−(b+ v)i



, respectively.

We may now diagonalize our matrix M in the standard way:
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



bi c+ di

−c+ di −bi



 =
1

D





c+ di c+ di

(v − b)i −(b+ v)i









vi 0

0 −vi









−(b+ v)i −c− di

(b− v)i c+ di





Where D = (c+di)(−2vi) is the determinant of the matrix formed by the eigenvectors

of M . We know from property (ii) of the exponential map that eABA−1
= AeBA−1.

Therefore, to calculate the exponential of M , we simply need to calculate the expo-

nential of diag(vi,−vi) and multiply by the matrix formed by the eigenvalues on the

left and on the right by the inverse of the matrix formed by the eigenvectors. But

ediag(vi,−vi) is simply diag(evi, e−vi), so we see that

eM =
1

D





c+ di c+ di

(v − b)i −(b+ v)i









evi 0

0 e−vi









−(b+ v)i −c− di

(b− v)i c+ di



 .

From this we get

eM =









evi+e−vi

2
+ b

v
( e

vi−e−vi

2
) evi−e−vi

2vi
(c+ di)

evi−e−vi

−2vi
(c− di) evi+e−vi

2
− b

v
( e

vi−e−vi

2
)









=







cos v + b
v
i sin v c

v
sin v + d

v
i sin v

− c
v
sin v + d

v
i sin v cos v − b

v
i sin v







= Ψ1(cos v +
b

v
i sin v +

c

v
j sin v +

d

v
k sin v)

= Ψ1(cos v +
bi+ cj+ dk

v
sin v).

Since ea+bi+cj+dk = eaebi+cj+dk from the discussion in the introduction that the real

numbers commute with the quaternions and from property (i) of the exponential map,
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we conclude that

eq = ea+bi+cj+dk = ea(cos v +
bi+ cj+ dk

v
sin v), for

√
b2 + c2 + d2 6= 0.

Notice that when v =
√
b2 + c2 + d2 = 0, we must have b = c = d = 0. Since

limv→0
sin v
v

= 1, we have eq = ea. �

At this point we are ready to show that eX+Y 6= eXeY for some X, Y ∈ Mn(K)

(see property (i) of the exponential map).

Counterexample: Consider i, j ∈ H. We already know that i · j 6= j · i. Using the

previous theorem,

ei+j = cos
√
2 + i+j√

2
sin

√
2.

However, eiej = (cos 1 + i sin 1)(cos 1 + j sin 1) = cos2 1 + (i + j) cos 1 sin 1 + k sin2 1.

Clearly these two values are not equal, in particular, the former doesn’t even have a

k term. �
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8. Lie Algebras

Let S be a submanifold of Rn. For some point x ∈ S, the tangent space to S

at x is the set of initial velocity vectors of differentiable paths in S through x:

TxS = {γ′(0) | γ : (−ǫ, ǫ) → S is differentiable with γ(0) = x}.

Since our matrix groups are subsets of Euclidean space, we give the following defini-

tion:

Definition 8.1. The Lie algebra of a matrix group G is the tangent space at the

identity along with the extra bracket structure explained below. We denote it g =

TIG. When the group is specified, the Lie algebra of the group will be denoted by

the same letters used to represent the group, except lower-case. The Lie algebra of a

matrix group has the following important properties:

Properties of the Lie Algebra

(1) The Lie algebra g of a matrix group G is a real vector space.

(2) The Lie algebra is closed under the Lie bracket operation [ , ] : g × g → g

given by [A,B] = AB − BA.

Proof: For both proofs, let A,B ∈ g. Then, A,B are initial velocity vectors of differ-

entiable paths in G through the identity. Call these paths α(t) and β(t), respectively,

so that A = α′(0) and B = β′(0), where α(0) = I = β(0).

To prove (1), for some fixed scalars λ, µ ∈ R, let γ(t) = α(λt) · β(µt). Then γ(t) is

a differentiable path in G with γ(0) = I, so γ′(0) ∈ g by definition of the tangent

space. But by the product rule,

γ′(0) = λ α′(0) · β(0) + µ α(0) · β′(0) = λA+ µB ∈ g.

Thus, g is a real vector space.
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To prove (2), fix s ∈ R. Then the path γs(t) = α(s) · β(t) · α−1(s) is differentiable in

G and γs(0) = I, so γ′
s(0) ∈ g. But γ′

s(0) = α(s) ·B ·α−1(s) is a differentiable path in

g (since α is differentiable), whose derivative is in g because g is closed under limits.

If we let s vary and set δ(s) = γ′
s(0), then

δ′(0) = α′(0) · B · α−1(0) + α(0) · B · (α−1)′(0) = AB − BA.

This follows from the fact that (α−1)′(0) is −A because α−1 traverses α in the oppo-

site direction. So the Lie algebra is closed under the bracket operation. �

We mentioned earlier that these matrix groups are manifolds. We are now in a

position to talk about their dimensions:

Definition 8.2. We define the dimension of a matrix group G to be the dimension

of its Lie algebra g as a real vector space.

Just as we used On(K) to denote O(n), U(n), and Sp(n), we will write o(n) to

mean so(n), u(n), and sp(n), the Lie algebras of SO(n), U(n), and Sp(n), respectively.

Notice that SO(n) is the connected component of O(n) which contains the identity,

so the Lie algebra of O(n) is the same as the Lie algebra of SO(n).

Proposition 3. We will list the Lie algebras of our matrix groups. When we list

multiple dimensions for the same group, they are in order from R,C,H.

Lie algebra Description Dimension

gln(K) Mn(K) n2, 2n2, 4n2

sln(R or C) {A ∈ Mn(R or C) | trace(A) = 0} n− 1, 2(n− 1)

o(n) {A ∈ Mn(R) | A+ A∗ = 0} n2−n
2

, n2, 2n2 + n

su(n) {A ∈ u(n) | trace(A) = 0} n2 − 1
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Proof: We will show the proof for o(n), see any of [1, 2, 4, 5] for the remaining proofs.

Let γ(t) be a differentiable path in On(K) with γ(0) = I. Then γ(t) · γ(t)∗ = I for

all t. Differentiating both sides and applying the product rule yields:

d

dt

∣

∣

∣

∣

t=0

γ(t) · γ(t)∗ = γ′(0) + γ′(0)∗

= 0 =
d

dt

∣

∣

∣

∣

t=0

I.

Therefore, we have o(n) ⊆ {M ∈ Mn(R) | M +M∗ = 0}.

Conversely, let A ∈ {M ∈ Mn(R) | M +M∗ = 0}. Then by properties (iv) and (vi) of

the exponential map, eAt is a differentiable path in On(K) through the identity, whose

initial velocity vector, A, is in o(n). Thus, {M ∈ Mn(R) | M +M∗ = 0} ⊆ o(n), and

we are done. Determining the dimensions for o(n) boils down to finding the entries of

the matrix that are independent of the others. First, notice that there cannot be any

real elements along the diagonal, and second, that we may choose any entries either

above or below the diagonal. Counting these up gives our dimensions listed above. �

Note: It is not necessarily true that the Lie algebra of a matrix group is a vector space

over C or H (see Property (1) of the Lie algebra). For example, u(1) = {xi | x ∈ R},

and clearly xi · i = −x /∈ u(1). Furthermore, the Lie algebra of a matrix group is not

closed under multiplication (although it is closed under the Lie bracket, see Property

(2) of the Lie algebra). For example, the matrices ( 0 1
−1 0 ) and

(

0 −1
1 0

)

are in the Lie

algebra so(2) of SO(2), but their product, I, is not.

For a matrix A, we will introduce the notation A[i, j] to denote the matrix

formed by removing row i and column j from the original matrix A. For example,





1 2 3

4 5 6



 [2, 2] =
(

1 3
)

.
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Theorem 2. Let γ(t) : (−ǫ, ǫ) → Mn(H) be a differentiable function with γ(0) = I,

then

d

dt

∣

∣

∣

∣

t=0

det(γ(t)) = trace(Ψn(γ
′(0))).

Proof: Recall that for A ∈ Mn(H), det(A) means det(Ψn(A)). So,

d

dt

∣

∣

∣

∣

t=0

det(γ(t)) =
d

dt

∣

∣

∣

∣

t=0

det(Ψn(γ(t)))

=
d

dt

∣

∣

∣

∣

t=0

2n
∑

m=1

(−1)m+1 ·Ψn(γ(t))1m · det(Ψn(γ(t))[1,m])

=
2n
∑

m=1

(−1)m+1 d

dt

∣

∣

∣

∣

t=0

Ψn(γ(t))1m · det(Ψn(γ(t))[1,m]).

This construction of the determinant uses the A[i, j] notation introduced above. In

the last line, we simply distribute the derivative through the summation. Applying

the product rule and the easy observation that d
dt
Ψn(γ(t)) = Ψn(γ

′(t)) gives us:

=
2n
∑

m=1

(−1)m+1
(

Ψn(γ
′(0))1m · det(Ψn(γ(0))[1,m])

+ Ψn(γ(0))1m · d

dt

∣

∣

∣

∣

t=0

det(Ψn(γ(t))[1,m])
)

.

In this summation, all terms except for the first will be zero. In the first line of this

summation, this is because

det(Ψn(γ(0))[1,m]) =















1, m=1

0, otherwise.

In the second line of the summation, Ψn(γ(0)) = Ψn(In×n) = I2n×2n, which shows

that

Ψn(γ(0))1m =















1, m=1

0, otherwise.
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These two facts give us

d

dt

∣

∣

∣

∣

t=0

det(γ(t)) = Ψn(γ
′(0))11 +

d

dt

∣

∣

∣

∣

t=0

det(Ψn(γ(t))[1, 1]).

This argument may be reused to show

d

dt

∣

∣

∣

∣

t=0

det(γ(t)[1, 1]) = Ψn(γ
′(0))22 +

d

dt

∣

∣

∣

∣

t=0

det(Ψn(γ(t))[1, 1][2, 2]).

This process will terminate after 2n steps, giving

d

dt

∣

∣

∣

∣

t=0

det(γ(t)) = Ψn(γ
′(0))11 +Ψn(γ

′(0))22 + · · ·+Ψn(γ
′(0))2n2n

= trace(Ψn(γ
′(0))). �

Theorem 3. For A ∈ Mn(H) and t ∈ R, we have

det(eAt) = etrace(Ψn(A))·t.

Proof: In the last line of this proof, we rely on Theorem 2 and property (iv) of the

exponential map: that eAt is differentiable, with derivative AeAt.

d

dt
det(eAt) = lim

h→0

det(eA(t+h))− det(eAt)

h

= lim
h→0

det(eAteAh)− det(eAt)

h

=

(

lim
h→0

det(eAh)− 1

h

)

· det(eAt)

=

(

d

dy

∣

∣

∣

∣

y=0

det(eAy)

)

· det(eAt)

= trace(Ψn(A)) · det(eAt).

Since det(eAt)
∣

∣

t=0
= 1, the unique solution to this differential equation is

det(eAt) = etrace(Ψn(A))·t. �
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Theorem 4. The Lie algebra sln(H) of SLn(H) is

{A ∈ Mn(H) | trace(Ψn(A)) = 0}.

Proof: Let γ(t) be a differentiable path in SLn(H) with γ(0) = I, so det(γ(t)) = 1

for all t. Then by Theorem 2,

d

dt

∣

∣

∣

∣

t=0

det(γ(t)) =
d

dt

∣

∣

∣

∣

t=0

1 = 0 = trace(Ψn(γ
′(0))).

Thus, sln(H) ⊆ {M ∈ Mn(H) | trace(Ψn(M)) = 0}.

Conversely, let A ∈ Mn(H) with trace(Ψn(A)) = 0. Then by property (iv) of the

exponential map, α(t) = eAt is a differentiable path with α(0) = I and α′(0) = A. In

fact, α(t) is in SLn(H) because

det(eAt) = etrace(Ψn(A))·t by Theorem 3

= e0 = 1 since trace(Ψn(A)) = 0.

Therefore, {M ∈ Mn(H) | trace(Ψn(M)) = 0} ⊆ sln(H). The double inclusion proves

the theorem. �

We will now provide a characterization of sln(H) that will be easier to work

with since it does not involve the map Ψn. Let qij ∈ H denote the i, j-entry of some

matrix A ∈ Mn(H). We can write qij = zij + wijj for some z, w ∈ C. Notice that

trace(Ψn(A)) = z11 + z11 + z22 + z22 + · · ·+ znn + znn

= 2 · Re(
n
∑

k=1

zkk)

= 2 · Re(
n
∑

k=1

qkk) = 2 · Re(trace(A)).
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Therefore, trace(Ψn(A)) = 0 if and only if Re(trace(A)) = 0, so we can characterize

the Lie algebra of SLn(H) as sln(H) = {A ∈ Mn(H) | Re(trace(A)) = 0}.

Now we can determine that the dimension of SLn(H) is 4n2−1. This is because

every entry of a matrix in sln(H) has the form a + bi + cj + dk, except for the last

diagonal entry, whose real part must be the negative of the real parts of the preceding

diagonal entries. Thus we have 4n2 − 1 choices for entries.
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9. Ideals and Normal Subgroups

Definition 9.1. For a matrix group G with Lie algebra g, a vector subspace h ⊂ g

is called an ideal of g if, for all A ∈ h and B ∈ g, [A,B] ∈ h.

Theorem 5. If H is a normal subgroup of a matrix group G (whose Lie algebras are

h and g, respectively), then h is an ideal in g.

Proof: To see this, notice that for any paths α(t) ∈ G and β(s) ∈ H, with α(0) =

β(0) = I and α′(0) = A and β′(0) = B, we have α(t)β(s)α−1(t) ∈ H since H is a

normal subgroup of G. Then

d

ds

∣

∣

∣

∣

s=o

α(t)β(s)α−1(t) = α(t)β′(0)α−1(t) = α(t)Bα−1(t)

is a smooth path in h, whose derivative with respect to t is in h:

d

dt

∣

∣

∣

∣

t=o

α(t)Bα−1(t) = α′(0)Bα−1(0) + α(0)B(α′(0))−1 = [A,B].

So h is an ideal in g. �

It turns out that sp(n) has no nontrivial ideals [4]; however, gln(H) does, as we

will now show.

Proposition 4. sln(H) is an ideal in gln(H).

Proof: The determinant function, det : GLn(H) → C
∗ is a group homomorphism

since det(AB) = det(Ψn(AB)) = det(Ψn(A)Ψn(B)) = det(A) det(B). Therefore,

since SLn(H) is the kernel of the determinant function, it is normal in GLn(H). By

Theorem 5, sln(H) is an ideal in gln(H). �

Proposition 5. The set S = {x · I | x ∈ R} is an ideal in gln(H).

Proof: We will prove directly using the definition of an ideal. The set S is a vector

subspace of gln(H), since for any X, Y ∈ S and r ∈ R, r(X + Y ) = rX + rY ∈ S. To
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see S is an ideal in gln(H), let A ∈ gln(H) and X ∈ S with X = xI for some x ∈ R.

Then
[X,A] = X · A− A ·X = xI · A− A · xI

= xA− xA = 0 ∈ S.

This last line relies on the fact that every real number commutes with any quaternion,

as discussed in the introduction.

Proposition 6. Every element of Mn(H) can be written uniquely as a sum of an

element in S and an element in sln(H).

Proof: Recall that sln(H) has two equivalent definitions:

{A ∈ Mn(H) | trace(Ψn(A)) = 0} and {A ∈ Mn(H) | Re(trace(A)) = 0}.

For this proof, we will use the latter of the two. Let A ∈ Mn(H) and denote the

i, j-entry of A by aij. Then

Re(trace(A)) = Re

(

n
∑

k=1

(akk)

)

=
n
∑

k=1

Re(akk).

If we set x = 1
n

∑n

k=1 Re(akk) and βii = Re(aii)− x, we see that x, βii ∈ R and that

n
∑

k=1

βkk =
n
∑

k=1

(Re(akk)− x)

=
n
∑

k=1

(

Re(akk)−
1

n

n
∑

m=1

Re(amm)

)

=
n
∑

k=1

Re(akk)− n · 1
n

n
∑

k=1

Re(akk) = 0

Let B be the matrix formed by replacing each Re(aii) entry of A by βii while leaving

the other elements of A untouched. Then B ∈ sln(H) since Re(trace(B)) = 0.

Furthermore, A = B + xI and this decomposition is unique. �
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Corollary 1. Let A ∈ Mn(H), then eA = exeB, where x and B are as in the previous

proof.

Proof: Since x ∈ R, x commutes with all quaternions. Furthermore, xI · B = xB

and B · xI = xB · I = xB, so xI and B commute. By property (i) of the exponential

map,

eA = exI+B = exIeB.

Notice that

exI = I + xI +
1

2!
(xI)2 +

1

3!
(xI)3 + · · ·

= I + xI +
1

2!
x2I +

1

3!
x3I + · · ·

= exI.

This gives eA = exIeB = exI · eB = ex · eB. �

The question of determining the exponential of any given matrix over the quater-

nions becomes a slightly simpler question of determining the exponential of the asso-

ciated matrix over the quaternions whose real part of the trace equal to zero.
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10. Maximal Tori

Definition 10.1. An n-dimensional torus in GLn(C), denoted T
n, is a Cartesian

product of n circle groups

T
n = {diag(eiθ1 , . . . , eiθn) | θm ∈ [0, 2π)}.

A torus is called maximal if, whenever it is contained in another torus, the tori

are equal. Notice that, since the circle group is abelian, so is the n-dimensional torus.

This observation will be important in determining a standard maximal torus for our

matrix groups.

Proposition 7. We have the following standard maximal tori of the matrix groups

we have discussed.

T = {diag(
(

cos θ1 sin θ1
− sin θ1 cos θ1

)

, . . . ,
(

cos θn sin θn
− sin θn cos θn

)

) | θm ∈ [0, 2π)} ⊂ SO(2n)

T = {diag(
(

cos θ1 sin θ1
− sin θ1 cos θ1

)

, . . . ,
(

cos θn sin θn
− sin θn cos θn

)

, 1) | θm ∈ [0, 2π)} ⊂ SO(2n+ 1)

T = {diag(eiθ1 , . . . , eiθn) | θm ∈ [0, 2π),
∑n

i=1 θi = 0} ⊂ SU(n)

T = {diag(eiθ1 , . . . , eiθn) | θm ∈ [0, 2π)} ⊂ U(n)

T = {diag(eiθ1 , . . . , eiθn) | θm ∈ [0, 2π)} ⊂ Sp(n)

Although we talk about the standard maximal torus, we recognize that there

are other maximal tori. For example, if T is a maximal torus in a matrix group G,

then so is gTg−1 for any g ∈ G. This is because, the conjugation map Adg is an

automorphism of G, and thus gTg−1 is isomorphic to T , meaning that if gTg−1 were

not maximal, then T would not be either.

Since we are most interested in the symplectic groups, we will prove that the

standard maximal torus listed above is a maximal torus in Sp(n).
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Proof: Let ei represent the row vector in H
n with a 1 in the ith position and zeros

elsewhere. The torus T we wrote above is clearly a torus and is in Sp(n) since

T · T ∗ = I. Suppose this torus were contained in another maximal torus, T ′. Choose

an A ∈ T ′, then since T ⊂ T ′ and T ′ is abelian, A must commute with every element

of the torus T we are claiming is maximal. In particular, A must commute with

diag(−1, 1, . . . , 1). By writing e1A = a11e1+ a12e2+ · · ·+ a1nen, where aij represents

the i, j entry of A, we have

e1 · A · diag(−1, 1, . . . , 1) = −a11e1 + a12e2 + · · ·+ a1nen

e1 · diag(−1, 1, . . . , 1) · A = −a11e1 − a12e2 − · · · − a1nen.

The equality of these implies that a1j = 0 for j ∈ {2, 3, . . . , n}. Similarly, A must

commute with diag(1,−1, 1, . . . , 1), which implies that a2j = 0 for j ∈ {1, 3, 4, . . . , n}.

Continuing this way yields that A = diag(a11, a22, . . . , ann), where akk ∈ H. But since

A must commute with diag(i, . . . , i), each akk must be of the form eiθk since j and k

do not commute with i. Thus, our torus above is maximal. �

Properties of Maximal Tori

(i) Every maximal torus in a compact matrix group is a maximal abelian sub-

group.

(ii) Let G be a compact, connected matrix group and T its standard maximal

torus. Then

G =
⋃

x∈G

xTx−1.

We mentioned earlier that conjugation of the standard maximal torus by an

invertible element of the matrix group gives another maximal torus. The converse is

a consequence of property (ii) above: any two maximal tori in a matrix group are

conjugate by an element of the group. Property (ii) also states that any element of

the matrix group is conjugate to an element in the standard maximal torus. In our
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proof of the maximal torus in Sp(2), we noted property (i). It follows that the center

of a compact matrix group is contained in the maximal torus, since every element

which commutes with the entire group must commute with the maximal torus, and

is therefore contained in the torus. The centers are given by [2]:

Z(SO(2n)) = {I,−I}, Z(SO(2n+ 1)) = {I}, Z(SU(n)) = {ωI | ωn = 1},

Z(U(n)) = {eiθI | θ ∈ [0, 2π)}, Z(Sp(n)) = {I,−I}.

We will illustrate how the properties of maximal tori for compact, connected ma-

trix groups listed above do not hold for non-compact or disconnected matrix groups,

such as GLn(H) and O(n).

Observation 3. T = {diag(eiθ1 , . . . , eiθn) | θm ∈ [0, 2π)} is a maximal torus in

SLn(H) and in GLn(H).

Proof: Clearly T is a torus. We must first show that this torus is contained in

SLn(H), and therefore in GLn(H). This follows from

det(T ) = det(Ψn(diag(e
iθ1 , . . . , eiθn))

= det(diag(eiθ1 , e−iθ1 , . . . , eiθn , e−iθn))

= eiθ1−iθ1···+iθn−iθn = e0 = 1.

At this point, the same argument used in the proof of Proposition 7 will show that

this torus is maximal. �

When we discussed compactness of matrix groups, we showed that GLn(H) is

not compact for any n. Since real numbers commute with all quaternions, it is easy

to see that for x ∈ R and x 6= 0, that A = diag(x, . . . , x) ∈ Z(GLn(H)) but when

|x| 6= 1, A is not in the standard maximal torus in GLn(H). Thus, the center of

GLn(H) is not contained in the standard maximal torus as before when we dealt with



30

compact matrix groups. Furthermore, when we mentioned connectedness of matrix

groups, we showed that O(n) is not connected for any n. It is clear that O(n) and

SO(n) have the same maximal tori, since SO(n) is the connected component of the

identity and tori are path-connected. However, Z(O(n)) = {I,−I} for all n, while

Z(SO(n)) =















{I,−I}, for n even

{I}, for n odd.

This discussion suggests that maximal tori are only useful in compact, connected

matrix groups. Therefore, we will omit further discussion of maximal tori in non-

compact or in disconnected matrix groups.

We may also talk about the Lie algebra of the standard maximal torus. This

notion makes sense because the identity is in the standard maximal torus, and since

tori are path-connected, we may find smooth paths through the identity. Since our

standard maximal torus looks like a Cartesian product of circle groups (whose tangent

space to the identity is the set {xi | x ∈ R}), we expect its Lie algebra to look like a

Cartesian product of Lie algebras of the circle group. This is in fact the case, and we

have the following:

Theorem 6. Let G be a matrix group with Lie algebra g. Then since the maximal

torus of G is contained in G, the Lie algebra of the maximal torus, denoted τ(g) is

contained in g. Thus,

τ(so(2n)) = {diag(
(

0 θ1
−θ1 0

)

, . . . ,
(

0 θn
−θn 0

)

) | θk ∈ R}

τ(so(2n+ 1)) = {diag(
(

0 θ1
−θ1 0

)

, . . . ,
(

0 θn
−θn 0

)

, 1) | θk ∈ R}

τ(su(n)) = {diag(θ1i, . . . , θni) | θk ∈ R and
∑n

k=1 θk = 0}

τ(u(n)) = {diag(θ1i, . . . , θni) | θk ∈ R}

τ(sp(n)) = {diag(θ1i, . . . , θni) | θk ∈ R}.
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Proof: We will prove that τ(sp(n)) = {diag(θ1, . . . , θn) | θi ∈ R}. Let T
n repre-

sent the standard maximal torus in Sp(n) and let γ(t) be a differentiable path in T
n

with γ(0) = I. Since γ(t) is in T
n, it must be diagonal and each diagonal element

must have norm 1. Therefore, the real part of γ(t) reaches a maximum at 0, since

γ(0) = I. Thus, the real part of γ′(0) is zero, so γ′(0) = diag(iθ1, . . . , iθn), so that

τ(sp(n)) ⊆ {diag(θ1i, . . . , θni) | θk ∈ R}. Conversely, let A ∈ {diag(θ1i, . . . , θni) | θk ∈

R}, then δ(t) = eAt is a differentiable path in T
n with δ(0) = I and δ′(0) =

diag(iθ1, . . . , iθn), which implies {diag(θ1i, . . . , θni) | θk ∈ R} ⊆ τ(sp(n)). Thus,

τ(sp(n)) = {diag(θ1i, . . . , θni) | θk ∈ R}.

The proofs for τ(su(n)) and τ(u(n)) are similar. The proofs for τ(so(2n)) and

τ(so(2n+ 1)) use the same argument and the fact that:

exp(
(

0 θ
−θ 0

)

) = I +
(

0 θ
−θ 0

)

+
1

2!

(

0 θ
−θ 0

)2
+

1

3!

(

0 θ
−θ 0

)3
+

1

4!

(

0 θ
−θ 0

)4
+ · · ·

= I +
(

0 θ
−θ 0

)

− 1

2!

(

θ2 0
0 θ2

)

− 1

3!

(

0 θ3

−θ3 0

)

+
1

4!

(

θ4 0
0 θ4

)

+ · · ·

=
(

cos θ sin θ
− sin θ cos θ

)

. �

It is clear from this proof that, for any of the matrix groups listed above, the

exponential map is surjective from τ(g) onto the standard maximal torus of the

matrix group. From property (ii) of maximal tori, we know that for any g ∈ G, there

exists an x ∈ G and a T in the standard maximal torus of G, such that g = xTx−1.

Surjectivity of the exponential map implies T = et for some t ∈ τ(g). Then

g = xTx−1 = xetx−1 = extx
−1

.

Since xtx−1 ∈ g, it follows that exp: g → G is surjective (where G is one of the

compact, connected groups SO(n), SU(n), U(n), Sp(n) from above).

Although we mentioned path-connectedness of these four matrix groups, our

discussion allows for an easy proof of this fact. By surjectivity of the exponential
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map onto these groups, and from property (vi) of the exponential map, it follows

that every element A ∈ G, where eα = A for α ∈ g, can be connected to the identity

by the path eαt.

We mentioned above that there are special orthogonal and special unitary

groups, but no special symplectic group. It turns out that there is no need for a

special symplectic group, since the determinant of an element in the symplectic group

is 1, as we now show.

Theorem 7. The determinant of an element in Sp(n) is 1.

Proof: Let A ∈ Sp(n). Since the exponential map is surjective from sp(n) onto

Sp(n), there exists an element α ∈ sp(n) such that eα = A. But since α ∈ sp(n),

α + α∗ = 0 from construction of the Lie algebra of Sp(n). Among other things,

this implies that there are no real entries along the diagonal, i.e. Re(trace(α)) = 0.

Recall that the Lie algebra of SLn(H) had two equivalent definitions, one of which

was {M ∈ Mn(H) | Re(trace(M)) = 0}. Therefore α ∈ sln(H) and so sp(n) ⊂ sln(H).

But the exponential map takes elements of sln(H) into SLn(H), as we showed in the

proof of Theorem 4. This implies that A = eα ∈ SLn(H), so that det(A) = 1. Since

A was an arbitrary element of Sp(n), we conclude that Sp(n) ⊂ SLn(H). �
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11. Weyl Group of Sp(n)

Definition 11.1. The normalizer of a nonempty subset H of a group G is the sub-

group

NG(H) = {g ∈ G | gHg−1 = H}.

In fact, if H is a subgroup of G, then H is normal in NG(H).

Definition 11.2. Let T be a maximal torus in some compact matrix group G. We

define the Weyl group of G as NG(T )/T .

It turns out that under this definition, the Weyl group of a matrix group is well

defined, for if we used another maximal torus T ′, then by the property that maximal

tori are conjugate by an element in the matrix group, the conjugation map by this

element would induce an isomorphism of these maximal tori and their normalizers,

and therefore their Weyl groups.

Lemma 1. There are only two automorphisms of the circle group T
1 = S1.

Proof: Let φ : S1 → S1 be an isomorphism, then φ(1) = 1. Furthermore, since

φ(−1)2 = φ(1) = 1 implies φ(−1) = −1 or φ(−1) = 1, injectivity of φ implies

φ(−1) = −1. Next we see that φ(i)2 = φ(−1) = −1 and similarly φ(−i)2 = −1, so

φ(i) can take two possible values, namely i or −i, which leaves the remaining choice

for φ(−i). We see that this gives rise to the only two automorphisms of S1, the

identity map and the conjugation map: z 7→ z and z 7→ z, respectively. �

Theorem 8. The Weyl group of Sp(1) is NSp(1)(T
1)/T1 ∼= Z2.

Proof: From Proposition 7, the standard maximal torus in Sp(1) is T1 = (eiθ) ∼= S1.

From the previous lemma, we want to find the elements of Sp(1) which induce the

two automorphisms of the circle group by conjugation. If conjugation by q ∈ Sp(1)

induces the identity automorphism, then q commutes with every element in T
1, and
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must be in T
1 (since j and k do not commute with i). If q ∈ Sp(1) induces the other

automorphism, then

q(x+ yi)q−1 = x− yi.

So we seek q ∈ Sp(1) with qiq−1 = −i. But q = a+bi+cj+dk with a2+b2+c2+d2 = 1.

Since q ∈ Sp(1), q−1 = q. So,

qiq−1 = (a+ bi+ cj+ dk)i(a− bi− cj− dk)

= (a2 + b2 − c2 − d2)i+ 2(ad+ bc)j− 2(ac− bd)k.

Setting this equal to −i implies a = b = 0. Thus q = cj+ dk, so that the normalizer

of T1 in Sp(1) is

NSp(1)(T
1) = T

1 ⊔ {cj+ dk | c2 + d2 = 1} and NSp(1)(T
1)/T1 ∼= Z2. �

Lemma 2. There are 8 automorphisms of the torus T2 = S1 × S1.

Proof: From Lemma 1, we know there are two automorphisms of the circle group.

Similarly, the 8 automorphisms of the 2-torus are those that permute and/or conjugate

the two factors. In particular,

(

z1 0
0 z2

)

7→
(

z1 0
0 z2

)

,
(

z1 0
0 z2

)

7→
(

z1 0
0 z2

)

,
(

z1 0
0 z2

)

7→
(

z1 0
0 z2

)

,
(

z1 0
0 z2

)

7→
(

z1 0
0 z2

)

,(*)

(

z1 0
0 z2

)

7→
(

z2 0
0 z1

)

,
(

z1 0
0 z2

)

7→
(

z2 0
0 z1

)

,
(

z1 0
0 z2

)

7→
(

z2 0
0 z1

)

,
(

z1 0
0 z2

)

7→
(

z2 0
0 z1

)

.

�

Theorem 9. The Weyl group of Sp(2) is NSp(2)(T
2)/T2 ∼= D4.

Proof: We will first show how to determine the normalizer of T2 ⊂ Sp(2). Since

there are only 8 automorphisms of the 2-torus, we will show that there are elements

of Sp(2) that induce these automorphisms by conjugation. In particular, we need to

find q ∈ Sp(2) such that qT2q−1 = qT2q∗ = T
2. Let us first consider whether or not
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the automorphisms exchange the two circle groups that make up T
2, i.e. if we let Adq

be the conjugation map by q ∈ Sp(2), we are looking to see if




1 0

0 −1





Adq−−→





1 0

0 −1





or if




1 0

0 −1





Adq−−→





−1 0

0 1



 .

Relating this to what we found in (*) of Lemma 2, the former represents the auto-

morphisms that do not exchange the circle groups (shown in the first line of (*)),

while the latter represents those automorphisms that do (shown on the second line

of (*)). Thus,





q1 q2

q3 q4



 ·





1 0

0 −1



 ·





q1 q3

q2 q4



 =





|q1|2 − |q2|2 q1q3 − q2q4

q3q1 − q4q2 |q3|2 − |q4|2



 .

Setting this equal to
(

1 0
0 −1

)

yields |q1| = |q4| = 1 and |q2| = |q3| = 0. On the other

hand, if we set this equal to
(

−1 0
0 1

)

, it follows that |q1| = |q4| = 0 and |q2| = |q3| = 1.

This follows from the fact that |q1|2 + |q2|2 = 1 and |q3|2 + |q4|2 = 1 since the rows

of the matrix ( q1 q2
q3 q4 ) form an orthonormal basis of H2. This tells us that an element

in the normalizer of the standard maximal torus in Sp(2) is either diagonal or has

entries only in the off-diagonal positions. To determine more information about each

qn, we must consider how the above matrices act on, say, ( i 0
0 i ). We have:





q1 0

0 q4



 ·





i 0

0 i



 ·





q1 0

0 q4



 =





q1iq1 0

0 q4iq4





or




0 q2

q3 0



 ·





i 0

0 i



 ·





0 q3

q2 0



 =





q2iq2 0

0 q3iq3



 .



36

From this, if we write qn = an + bni+ cnj+ dnk, we get that

(†) qniqn = (a2n + b2n − c2n − d2n)i+ 2(andn + bncn)j+ 2(bndn − ancn)k.

Therefore, if qniqn = i, we see that cn = dn = 0 in (†) since |qn|2 = 1. So, qn = eiθn ,

for some θn ∈ [0, 2π). This is the automorphism that is the identity map on one of

the S1 factors of T2 = S1 × S1.

However, if qniqn = −i, then in (†), it must be that an = bn = 0. Thus, qn =

cnj + dnk = eiθnj for some θn. Of course, this is the automorphism that takes the

complex conjugate of one of the S1 factors in T
2. We conclude that the normalizer

of T2 in Sp(2) is:

NSp(2)(T
2) =

{ (

eiθ1 0
0 eiθ2

)

,
(

eiθ1 j 0

0 eiθ2

)

,
(

eiθ1 0
0 eiθ2 j

)

,
(

eiθ1 j 0

0 eiθ2 j

)

,

(

0 eiθ1

eiθ2 0

)

,
(

0 eiθ1 j

eiθ2 0

)

,
(

0 eiθ1

eiθ2 j 0

)

,
(

0 eiθ1 j

eiθ2 j 0

)

| θ1, θ2 ∈ [0, 2π)
}

.

These elements correspond with those automorphisms of the 2-torus we found above

in (*).

Therefore, the Weyl group, NSp(2)(T
2)/T2, contains 8 elements. To further character-

ize the Weyl group, notice that NSp(2)(T
2) is not commutative:





eiθ1 0

0 eiθ2j



 ·





0 eiθ3

eiθ4 0



 =





0 ei(θ1+θ3)

ei(θ2−θ4)j 0









0 eiθ3

eiθ4 0



 ·





eiθ1 0

0 eiθ2j



 =





0 ei(θ2+θ3)j

ei(θ1+θ4) 0





so the Weyl group cannot be commutative. Furthermore, it is not difficult to see that

the only two elements of NSp(2)(T
2) that have order four are:





0 eiθ1j

eiθ2 0



 and





0 eiθ1

eiθ2j 0




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Therefore, the Weyl group has only two elements of order 4. The remaining elements

(besides the identity) have order 2. This is enough information to completely classify

the Weyl group of Sp(2): NSp(2)(T
2)/T2 ∼= D4. �

Lemma 3. There are 2nn! automorphisms of the n-torus, Tn = S1 × · · · × S1.

The same reasoning applies here as it did before. Write (z1, z2, . . . , zn) to rep-

resent each factor of S1 × · · · ×S1. Then we have the choice to send each zi to either

zi or zi. This gives us our 2
n choices. Now, we may permute these objects (i.e. send

some zi to zj). Of course, the number of ways to permute n objects is n!. Since these

choices are independent, we get 2nn! automorphisms.

Corollary 2. The normalizer of the maximal torus in Sp(n) contains 2nn! compo-

nents.

Proof: This is just a generalization of the proof of the Weyl group of Sp(2), we just

find the elements of Sp(n) that induce, by conjugation, these 2nn! automorphisms of

the maximal torus. In the proof of the Weyl group of Sp(2), that in order to induce

complex conjugation, we need to conjugate by eiθj, see (†) in the proof of Theorem 9.

If we are given an automorphism of Tn that takes the complex conjugate of entries

a1, a2, . . . , ak and permutes the entries b1, b2, . . . , bl, then we can construct an element

of Sp(n) that induces the given automorphism by conjugation in the following manner.

Begin with the maximal torus Tn as a diagonal matrix as in Definition 8.1. For each ai,

multiply the (ai, ai)-entry of Tn on the right with j. This will give an element of Sp(n)

which induces the automorphism that conjugates the entries a1, a2, . . . , ak. To have

this matrix in Sp(n) also permute the entries b1, b2, . . . , bl, take the resulting matrix

from the first step and permute the columns b1, b2, . . . , bl as they are permuted in the

given automorphism of Tn. This process will give an element of Sp(n) that induces

the given automorphism by conjugation. The computations of the Weyl groups of

Sp(1) and Sp(2) illustrate this idea.
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It follows that the Weyl group of Sp(n) is isomorphic to the semidirect product

(Z2)
n
⋊ Sn. �

In computing the normalizers of the standard maximal torus in Sp(n), we ob-

served the following:

Observation 4. Let T
n be the standard maximal torus in Sp(n). Then the 2nn!

components of NSp(n)(T
n) are all disjoint and isomorphic to T

n. In other words,

inside Sp(n), there are 2nn! disjoint Tn.

One may wonder, since U(n) and Sp(n) have the same maximal torus, if the

Weyl groups are also the same. However, the answer is no. This is because the

normalizers of the maximal tori in their respective groups are different, although the

maximal tori are the same. In our constructions of the normalizers of the maximal

tori in Sp(n) (Theorems 8 and 9), we were able to show that every automorphism of

the n-torus was induced by conjugation with certain elements of Sp(n). This is not

the case with U(n), particularly because individual elements commute. For example,

there are no elements of U(1) that induce the complex conjugation automorphism of

its maximal torus, S1. To see this, notice that for z ∈ U(1) and eiθ ∈ S1, zeiθz−1 =

zz−1eiθ = eiθ.

Perhaps this was not very insightful since S1 ∼= U(1). We will consider U(2)

and its maximal torus T
2 ∼= S1 × S1. Recall that there are 8 automorphisms of T2

shown in (*) of Lemma 2. Since we were not able to induce the complex conjugation

automorphism of S1 above, we do not expect to be able to do so in this case either.

In the computation of Theorem 9, we showed that an element of Sp(2) which induces

an automorphism of T2 by conjugation must be either diagonal or have only elements

in the off-diagonal positions. The same argument applies for the U(2) case. But
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



z1 0

0 z4



 ·





eiθ1 0

0 eiθ2



 ·





z1 0

0 z4



 =





eiθ1 0

0 eiθ2









0 z2

z3 0



 ·





eiθ1 0

0 eiθ2



 ·





0 z3

z2 0



 =





eiθ1 0

0 eiθ2



 .

So we cannot induce the complex conjugation automorphisms. This argument

generalizes for U(n) as it did in Corollary 2 for Sp(n), and we see that the number

of elements in the normalizer of U(n) come from only permuting the individual fac-

tors of the n-torus. Therefore, the normalizer of the maximal torus in U(n) has n!

components and the Weyl group is isomorphic to Sn.
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12. Clifford Algebras

Definition 12.1. A Clifford Algebra, denoted Ck, is a finite-dimensional real algebra

generated by the elements e1, e2, . . . , ek which satisfy the following relations:

(⋄) emen =















−enem, if n 6= m

−1, if n = m.

We also include the element e0 = 1, meaning we set C0 = R.

By real algebra, we mean a real vector space which is also an associative ring

with a multiplicative identity such that (ax)(by) = (ab)(xy) for all a, b ∈ R and x, y

in the algebra. Ck is a real vector space of dimension 2k, whose basis is obtained by

taking 1, each er, and products of them.

Proposition 8. C1
∼= C, C2

∼= H, C3
∼= H⊕H, C4

∼= M2(H), and C5
∼= M4(C).

Proof: Let ( q1 0
0 q2

) represent (q1, q2). To determine C1 through C4, we use the follow-

ing identifications:

(†) e1
χ−→ ( i 0

0 i ) e2
χ−→ ( j 0

0 j ) e3
χ−→ ( k 0

0 −k ) e4
χ−→ ( 0 k

k 0 )

Of course e0 is identified with the identity matrix. It is not hard to see that the

matrices satisfy the relations of the ei’s given above in (⋄), so the map is injective. In

order to prove the isomorphisms we claimed above, it remains to show that the map is

surjective, which is clear for C1 and C2. For C3, it suffices to show that we can obtain

the standard basis of H⊕H through linear combinations of products of the ei’s. The

standard basis of H⊕H is {(1, 0), (i, 0), (j, 0), (k, 0), (0, 1), (0, i), (0, j), (0,k)}. Notice

that

−1

2





k 0

0 −k



 ·





j 0

0 j



+
1

2





i 0

0 i



 =





i 0

0 0



 .

The remaining basis elements are obtained in a similar manner.



41

To show C4 = M2(H), we can use the result for C3 and the observation that multi-

plication of the basis elements of C3 above by ( k 0
0 −k ) · ( 0 k

k 0 ) = ( 0 1
−1 0 ) will achieve the

off-diagonal basis elements.

For C5, we must use the identifications:

e1
χ−→
(

i 0 0 0
0 −i 0 0
0 0 i 0
0 0 0 −i

)

e2
χ−→
(

0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

)

e3
χ−→
(

0 i 0 0
i 0 0 0
0 0 0 −i
0 0 −i 0

)

(‡)

e4
χ−→
(

0 0 0 −1
0 0 −1 0
0 1 0 0
1 0 0 0

)

e5
χ−→
(

0 0 0 −i
0 0 −i 0
0 −i 0 0
−i 0 0 0

)

It is routine to verify that the matrices satisfy the relations of the ei’s given in (⋄).

Since the only element of C5 that is mapped to I under χ is 1, we have that χ is an

injective homomorphism. We will now show surjectivity. As before, we only need to

show that we can achieve every basis element of M4(C).

First, χ(1
2
(1+e1e4e5)) = diag(0, 1, 1, 0) and χ(1

2
(e2e3e4e5−e1e2e3)) = diag(0,−1, 1, 0),

so by adding these and dividing by 2 we get diag(0, 0, 1, 0). Multiplication on the

right and/or left by χ(e4) will permute the 1 throughout the center positions, i.e. we

can get an individual 1 into any of the positions marked with a cross:

(

0 0 0 0
0 × × 0
0 × × 0
0 0 0 0

)

Multiplying one of these basis elements by χ(e2) on the right or left allows us to get

a 1 into each position marked with a cross:

(

0 × × 0
× 0 0 ×
× 0 0 ×
0 × × 0

)

Multiplying one of these matrices by χ(e2) on the right or left finishes the process of

getting an individual 1 into any position with zeros elsewhere. We can get an i into

any position as well by multiplying diag(0, 0, 1, 0) found above by χ(e1) and repeating

the process. �
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We will define an automorphism, α, of Ck by:

α(ei1ei2 · · · eit) = (−1)tei1ei2 · · · eit =















ei1ei2 · · · eit , if t is even

−ei1ei2 · · · eit , if t is odd.

We also define a conjugation on Ck:

(ei1ei2 · · · eit) = (−1)teiteit−1 · · · ei1 .

Notice that this agrees with the complex/quaternionic conjugation we have already

described, since

1 = 1, er = −er, x+ y = x+ y and x · y = y · x for x, y ∈ Ck

By identifying R
k with span{e1, . . . , ek}, we see that

Sk−1 = {a1e1 + · · ·+ akek | a21 + · · ·+ a2k = 1} ⊂ R
k ⊂ Ck.

For any u ∈ Sk−1, we will show u · u = 1. Let u = a1e1 + · · ·+ akek, then

u · u = (a1e1 + · · ·+ akek) · (a1e1 + · · ·+ akek)

= (a1e1 + · · ·+ akek) · (−a1e1 − · · · − akek)

= a21 + · · ·+ a2k = 1, since u ∈ Sk−1.

Thus, u is a unit in Ck. If we let C∗
k denote the group of units in Ck, it follows that

Sk−1 ⊂ C∗
k . In particular, the subgroup generated by Sk−1, denoted 〈Sk−1〉, is also

contained in C∗
k .

Definition 12.2. Pin(k) = 〈Sk−1〉 ⊂ C∗
k .

Let u ∈ Pin(k). Then u = u1u2 · · · um, where ui ∈ Sk−1. Thus,

α(u) = α(u1u2 · · · um)
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= α(u1) · · ·α(um) since α is a homomorphism.

But since ui ∈ Sk−1, ui = a1ie1 + · · · + akiek where a21i + · · · + a2ki = 1. From this, it

follows that α(ui) = α(a1ie1 + · · ·+ akiek) = −ui, which implies:

α(u) =















u, if m is even

−u, if m is odd.

Furthermore, u−1 = (u1u2 · · · um)
−1 = (−1)mum · · · u2u1 = u1u2 · · · um which shows,

as above:

α(u−1) =















u−1, if m is even

−u−1, if m is odd.

These observations lead us to define an even/odd grading on Pin(k) depending on

whether or not an element u ∈ Pin(k) is a product of an even or odd number of

elements of Sk−1:

Pin(k)+ = {u ∈ Pin(k) | α(u) = u}

Pin(k)− = {u ∈ Pin(k) | α(u) = −u}.

It is clear that Pin(k) = Pin(k)+ ∪ Pin(k)− with Pin(k)+ ∩ Pin(k)− = ∅.

For u, v ∈ Pin(k), notice that

α(uv) = α(u)α(v) =















uv, if u, v ∈ Pin(k)+ or u, v ∈ Pin(k)−

−uv, if u ∈ Pin(k)+, v ∈ Pin(k)− or vice versa.

Definition 12.3. Spin(k) = Pin(k)+.

The previous discussion shows that Spin(k) is a subgroup of Pin(k).
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Definition 12.4. For u ∈ Pin(k) and x ∈ R
k, we define the function ρ : Pin(k) →

O(k) by

ρu(x) = α(u)xu.

Theorem 10. ρ : Pin(k) → O(k) is a 2-to-1 surjective homomorphism [1, 2].

The outline of the proof is as follows. Since O(n) is generated by reflections and ρu is

a reflection in R
n through the hyperplane perpendicular to u, ρ is a homomorphism

of Pin(n) onto O(n) with ker ρ = {−1, 1}.

Theorem 11. Spin(k) = ρ−1(SO(k)). Furthermore, Spin(k) is a normal subgroup of

Pin(k) which is closed, compact, and path connected [1].

Define the map δ : Ck−1 → Ck by δ(er) = erek, for r ∈ {1, 2, . . . , k − 1}. This

definition is sufficient because we specify where the basis elements of Ck−1 go under

the map δ. Then

δ(er)
2 = (erek)

2 = erekerek = −ererekek = −1

δ(er)δ(es) = (erek)(esek) = −ekeresek = ekeserek = −(esek)(erek) = −δ(es)δ(er).

So δ extends to an algebra homomorphism since it maintains the relations in (⋄).

Recall our even/odd grading of Pin(k) preceding Definition 12.3, and notice that

we may define the same even/odd grading on Ck. Then, eiekejek = −eiejekek = eiej,

so, in fact, δ gives an isomorphism of Ck−1 onto the even graded elements of Ck.

Proposition 9. For x ∈ Ck and A ∈ Mn(K), the isomorphism χ from (†) and (‡) in

Proposition 8 and the isomorphism δ satisfy the following properties:

(1) δ(x) = δ(x)

(2) χ(A∗) = χ(A)

Proof: To prove both of these, it is sufficient to show they hold on the basis elements.
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For (1), δ(ei) = eiek = −eiek = δ(−ei) = δ(ei).

For (2), we must check the property holds on the basis matrices, A, above in (†) and

(‡). Let χ(A) = ei. It is easy to see that for each A that A∗ = −A, in which case

χ(A∗) = χ(−A) = −χ(A) = −ei = χ(A). �

Theorem 12. We have the following isomorphisms:

Sp(1) ∼= Spin(3)

Sp(1)× Sp(1) ∼= Spin(4)

Sp(2) ∼= Spin(5).

Proof: Let ι represent the inclusion map, and consider the compositions

Sp(1)
ι−→ H

χ−→ C2
δ−→ C3

Sp(1)× Sp(1)
ι−→ H⊕H

χ−→ C3
δ−→ C4

Sp(2)
ι−→ M2(H)

χ−→ C4
δ−→ C5.

Every matrix A ∈ Sp(1), Sp(1)× Sp(1), or Sp(2), has the property that A ·A∗ = I,

which gives

1 = δ(1) = δ(χ(I))

= δ(χ(A · A∗))

= δ(χ(A) · χ(A)) from part (2) of Proposition 9

= δ(χ(A)) · δ(χ(A))

= δ(χ(A)) · δ(χ(A)) from part (1) of Proposition 9

The discussion preceding Definition 12.3 showed that if x ∈ Spin(k), then x was a

linear combination of elements of Pin(k)+ (the even graded elements of Pin(k)) and

that x ·x = 1. But since δ(χ(A)) · δ(χ(A)) = 1, we obtain all even graded units whose
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inverse is their conjugate. Therefore,

Spin(3) ⊆ (δ ◦ χ)(Sp(1))

Spin(4) ⊆ (δ ◦ χ)(Sp(1)× Sp(1))

Spin(5) ⊆ (δ ◦ χ)(Sp(2))

Since both (δ ◦χ)(Sp(1)) and Spin(3) are closed, path-connected manifolds of dimen-

sion 3, with one contained in the other, they must be equal [2]. The same result

follows because both (δ ◦ χ)(Sp(1) × Sp(1)) and Spin(4) are closed, path-connected

manifolds of dimension 6 and because both (δ ◦ χ)(Sp(2)) and Spin(5) are closed,

path-connected manifolds of dimension 10. �

From Theorems 10 and 11, we know that Spin(k) is a double cover of SO(k).

Then the isomorphisms we just proved show that Sp(1) (respectively Sp(1) × Sp(1)

and Sp(2)) is a double cover of SO(3) (respectively SO(4) and SO(5)). Baker [1]

shows that the Lie algebra of Spin(k) is isomorphic to the Lie algebra of SO(k). This

allows us to use the fact that smoothly isomorphic Lie groups have isomorphic Lie

algebras [5], whereby we conclude that sp(1) ∼= so(3), sp(1)×sp(1) ∼= so(4), and that

sp(2) ∼= so(5).

Furthermore, since the fundamental group, π1(Sp(n)), is trivial, it follows that

Sp(1) (respectively Sp(1) × Sp(1) and Sp(2)) is a universal cover of SO(3) (respec-

tively SO(4) and SO(5)). We may say that π1(SO(3)) ∼= π1(SO(4)) ∼= π1(SO(5)) ∼=
Z2 and that SO(3) looks like the real-projective space RP

3.
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13. An Example

We will calculate the exponential of the following matrix:

A =





i j

j −i



 ∈ sp(2).

It is straightforward to find

Ψ2(A) =

(

i 0 0 1
0 −i −1 0
0 1 −i 0
−1 0 0 i

)

.

Solving for the eigenvalues of the resulting complex matrix yields:

det(Ψ2(A)− λ · I) =
∣

∣

∣

∣

i−λ 0 0 1
0 −i−λ −1 0
0 1 −i−λ 0
−1 0 0 i−λ

∣

∣

∣

∣

= λ2(λ2 + 4) = 0.

=⇒ λ = 0,±2i.

We may solve for the eigenvectors:

For λ = 0 :

Ψ2(A) ·
(

x1
x2
x3
x4

)

=

(

0
0
0
0

)

=⇒















x1 = x4i

x2 = x3i

=⇒ the corresponding eigenvectors are

(

i
0
0
1

)

and

(

0
−i
−1
0

)

.

Similarly for the remaining eigenvalues:

For λ = 2i we get the eigenvector

(

i
0
0

−1

)

and for λ = −2i we get the eigenvector

(

0
−i
1
0

)

.
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Let B be the matrix whose columns are formed from the eigenvectors of Ψ2(A). Thus,

B =

(

i 0 i 0
0 −i 0 −i
0 −1 0 1
1 0 −1 0

)

and B−1 =
1

2

( −i 0 0 1
0 i −1 0

−i 0 0 −1
0 i 1 0

)

.

Therefore, Ψ2(A) = B · diag(0, 0, 2i,−2i) ·B−1 by diagonalization. Since Ψn is a ring

homomorphism and B and B−1 are images of some quaternionic matrices under Ψ2,

we then have

A = Ψ−1
2 (B · diag(0, 0, 2i,−2i) · B−1)(13.1)

= Ψ−1
2 (B) ·Ψ−1

2 (diag(0, 0, 2i,−2i)) ·Ψ−1
2 (B−1)

=
1

2





i i

−j j



 ·





0 0

0 2i



 ·





−i j

−i −j



 .

By using Property (ii) of the exponential map, we can compute eA:

eA = exp(
1

2





i i

−j j



 ·





0 0

0 2i



 ·





−i j

−i −j



 )

=
1

2





i i

−j j



 ·





1 0

0 e2i



 ·





−i j

−i −j





=
1

2





1 + e2i k(1− e−2i)

−k(1− e2i) 1 + e−2i



 .

To verify that this matrix is in Sp(2), first notice that

(eA)∗ =
1

2





1 + e−2i k(1− e2i)

−k(1− e−2i) 1 + e2i



 .

Then it is not difficult to check that eA · (eA)∗ = I.
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14. Conclusions

In the previous example, if B and B−1 were not images of some quaternionic

matrices under Ψ2, we would have to consider

eΨ2(A) = B · ediag(0,0,2i,−2i) · B−1 = B · diag(1, 1, e2i, e−2i) · B−1.

and then use Proposition 2 which says that

eA = Ψ−1
2 (eΨ2(A)) = Ψ−1

2 (B · diag(1, 1, e2i, e−2i) · B−1).

However, since B and B−1 were images of some quaternionic matrices under Ψ2,

we were able to diagonalize the complex matrix Ψ2(A), and use that to diagonalize

the initial matrix A, as in equation (13.1).

This example provides a possible application of the map Ψn to define a linear

algebra over the quaternions. By transforming a quaternionic matrix into a complex

matrix via Ψn, we may diagonalize the complex matrix (assuming it is diagonalizable)

and write it in the form PDP−1, where P is the matrix formed by the eigenvectors

of the complex matrix. If P and P−1 are both images under Ψn of some quaternionic

matrix, we then apply Ψ−1
n to obtain a diagonalization of the quaternionic matrix we

began with.

In terms of calculating the exponential of a matrix inMn(H), Corollary 1 reduces

the computation to finding the exponential of a matrix in the Lie algebra sln(H).

Although this does reduce the computation slightly, further study could potentially

reduce this problem even more.



50

References

[1] Baker, A. (2002). Matrix groups: An introduction to Lie group theory. London: Springer-Verlag.

[2] Curtis, M. (1984). Matrix groups, Second edition. New York: Springer-Verlag.

[3] Hall, B. (2003). Lie groups, Lie algebras, and representations: An elementary introduction. New

York: Springer-Verlag.

[4] Stillwell, J. (2008). Naive Lie theory. New York: Springer Science + Business Media.

[5] Tapp, K. (2005). Matrix groups for undergraduates. Providence, RI: American Mathematical

Society.




