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Abstract. This paper proposes the analysis of the influence of terms that express feelings in the 

automatic detection of topics in social networks. This proposal uses an ontology-based 

methodology which incorporates the ability to identify and eliminate those terms that present a 

sentimental orientation in social network texts, which can negatively influence the detection of 

topics. To this end, two resources were used to analyze feelings in order to detect these terms. 

The proposed system was evaluated with real data sets from the Twitter and Facebook social 

networks in English and Spanish respectively, demonstrating in both cases the influence of 

sentimentally oriented terms in the detection of topics in social network texts.  

1. Introduction 

Today, the social networks is recognized and, as a consequence, the increase in the number of users 

interacting in these networks, which causes the accumulation of large volumes of unstructured textual 

data. For this reason, social networks are a very important source of information, so it is to be expected 

that enterprise, researchers, etc., spend time and resources in their study. However, the great 

accumulation and lack of structure of the texts makes it practically impossible to process and analyze 

them automatically on a massive scale. This is the reason for previously organizing texts taking into 

account the subject matter [1]. 

The detection of topics from unstructured texts allows to organize these texts by subject, which 

facilitates its later analysis integrated with conventional data. In [2] a multilingual methodology for the 

automatic detection of topics in textual data is proposed. Through experimentation, the viability of the 

proposal was demonstrated, although it should be stressed that the results are not good enough when the 

texts come from social networks. This is because the detection of topics in more elaborate texts (digital 

libraries, news websites, etc.) is different when texts belong to social networks. In such systems, users 

express ideas, facts and feelings on any subject using colloquial language, so it is expected that terms 

appear in the texts with high frequency for expressing feelings related to certain products, services, etc. 

[3]. 

Motivated by the previous problem, this paper analyzes the influence of the terms that express 

feelings in the automatic detection of topics in social networks. For this purpose, a new approach is 

proposed to improve the methodology for the automatic detection of the main topics present in textual 

data proposed in [4], which uses data mining techniques, resources related to feeling analysis, and a 
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multilingual knowledge base. The new proposal makes it possible to identify and eliminate 

sentimentally oriented terms, with the aim of improving the results of the system on social network texts. 

The basic idea is to carry out a filtering that eliminates the words that express feelings during the 

semantic pre-processing stage     of the method. To do this, the lexical resources SentiWordNet [5] and 

WordNet Affect [6] are used separately and together, to compare the results obtained. Four sets of data 

were used for the experimentation, which belong to the Twitter and Facebook social networks, in 

English and Spanish. 

2. Previews Studies  

The detection of topics from large volumes of texts is a widely analyzed topic in the literature from 

various points of view. These include the use of methods such as classification algorithms, Latent 

Dirichlet Allocation (LDA) and grouping algorithms, among others. In the case of classification 

algorithms, it is necessary to have a set of training data to train the classifier, while LDA and grouping 

algorithms do not require a previously classified corpus. 

There are many studies related to the detection of topics through the use of supervised and semi-

supervised hierarchical grouping algorithms, not so for unsupervised algorithms. Such are the cases 

proposed in [7] [8], where the authors propose approaches based on the use of expert information, in 

order to improve the results in the detection of main topics. 

From the unsupervised point of view, [9] presents a proposal for the automatic detection of topics in 

textual data based on ontologies. The lexical resource named WordNet Domains [10] was used in order 

to homogenize the syntactic representation of the concepts in the texts and thus considerably reduce the 

dimensionality of the problem. The Reuters-21578 data set, which contains texts related to news 

publications, was used for the experimentation. The results show the viability of the proposal, where the 

Silhouette Coefficient values are better when the proposed methodology is applied. It should be noted 

that, although Reuters-21578 texts are real data, they are long, well elaborated and also belong to a 

restricted domain. If one considers that texts in social networks are short texts and users mainly express 

their feelings on a given topic, these texts should be pre-processed in a different way in order to extract 

the present topics. 

In social networks, topic detection has been widely used for textual data analysis. Many solutions 

have appeared for textual analysis in social networks, such as feeling analysis [11], content filtering 

[12], [13], user interest modeling [14], as well as interest event tracking [15], [16]. In [17], a comparison 

is made between the content of Twitter texts and a traditional means of communication, the New York 

Times. For this purpose, unattended topic modeling using the Twitter-LDA model is used to discover 

these topics in short messages. 

On the other hand, several works present a model where the detection and analysis of topics merge 

with the analysis of feelings [18]. In all of them, the detection of topics is carried out without considering 

the influence that the terms have with a certain sentimental orientation in that task. 

This paper analyses the influence of sentimentally oriented terms in the detection of topics in social 

networks. For this purpose, a filter is applied during semantic pre-processing with the aim of eliminating 

the terms that express feelings, which can introduce noise in the detection of topics. This proposal is 

totally new since, unlike the mentioned works where the detection of topics is merged with the analysis 

of feelings, in this case what is done is to discard the terms related to feelings, remaining only the terms 

that provide useful information for the automatic detection of the main topics. 

3. Methods  

As mentioned above, this paper analyzes the influence of sentimentally oriented terms on the automatic 

detection of topics on social networks. Bearing in mind that textual data from social networks are written 

in a more colloquial way, and users tend to express their feelings and opinions about certain products, 

services, entities, attributes, etc., it is useful to detect and eliminate those terms with a certain sentimental 

orientation, since such terms do not provide useful information for the detection of topics. 

A summary of each of the phases of the proposed system is presented below, for more details see 

[19]. For the specific case of the semantic pre-processing phase, the filter that allows to identify and 

discard the terms related to feelings is highlighted. 
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3.1 Syntactic pre-processing 

First, the processes of grammatical category labeling and entity recognition are executed with the 

Stanford POS [19] and Stanford NER tools, respectively [20]. Then, the tokenization filter is applied 

and the necessary filters are applied to eliminate the terms that belong to the set of empty words, those 

that are not identified as nouns by the grammatical tagger, those that are identified as nouns by the entity 

identifier, as well as those terms that are not found in the Multilingual Central Repository (MCR) 

knowledge base [21], since all of them do not provide useful information for the detection of topics 

 

3.2 Semantic pre-processing 

Once the texts are syntactically pre-processed, the semantic analysis is carried out. In this case, the 

objective of semantic pre-processing is to homogenize the syntactic representation of the concepts 

present in the text. The aim is to replace the WordNet Domains [7] tags with which the WordNet senses 

are tagged by the terms present in the original texts. As already mentioned, the study analyzes the 

influence of sentimentally oriented terms in the detection of topics. For this reason, Section IV deeply 

explains the process related to the identification and elimination of sentimentally oriented terms. 

 

3.3 Hierarchical Grouping 

Once the texts are homogenized, the hierarchical grouping of the texts is carried out from the WordNet 

Domain labels. The approach proposed in [1] is used to represent the characteristics. In this paper, only 

the hierarchical grouping algorithm Complete Link is analyzed using the distance of the cosine as a 

similarity measure. 

 

3.4 Group labelling 

When the grouping phase ends, the process of selecting labels from the groups is carried out, which is a 

very important task, especially in applications related to data analysis, where the end user needs to know 

what a particular group is about [20]. In the present study, the Arithmetic Mean is used to determine the 

most relevant labels of each group of texts. 

4. Experimentation  

Following, the experimentation will allow to demonstrate the validity of the proposal.  

 

Four data sets, Table 1, belonging to Twitter and Facebook Social Networks were selected. The Twitter 

data were obtained from the training set in CSV format and consists of seven fields, including the text 

of the tweets which will be used in this paper. It should be mentioned that these data were selected 

because they are oriented to the Analysis of Feelings, and constitute a source of great importance for the 

experimentation. 

On the other hand, the Facebook database offers a total of 72 tables. The information collected is all 

information related to the user's personal and affiliation data, as well as, the interactions they make in 

their profile and with other users. In this case, Comments of the users are included. 

It should be mentioned that besides the language, the texts from Twitter differ with those from 

Facebook in the following aspects: 

Facebook texts, although they deal with different topics, mainly constitute subjects related to the 

university environment, since the users selected from this social network are students of a university. 

The length of the Twitter texts is restricted to 140 characters, while Facebook texts have no 

restrictions. 

 

 

 

 

 

4.1 Data sets
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Table 1. Description of the Experimental Data Sets  

 

Set Number of documents Source  Language  Intervention  # different terms Total terms 

1 80000 Twitter English Tweet 4568 20.369 

2 200000 Twitter English Tweet 6985 254.325 

3 80000 Facebook Spanish Comment 3541 14.352 

4 200000 Facebook Spanish Comment 4587 377.587 

 

In this section, the procedure for evaluating the functioning of the method for the automatic detection 

of topics is explained by applying the filter to eliminate the terms that express feelings with the different 

resources and without applying it. For this purpose, the Silhouette Coefficient [22] 1 was used as a 

measure. This measure makes it possible to analyze the quality of the groups created by the hierarchical 

grouping algorithms. 

The experimentation was carried out using the Complete Link method and making cuts for the 

following quantities of groups (18, 30, 44, 64, 80, 110 and 160), and for each case, the value of the 

Silhouette Coefficient was determined when the filter is not applied to eliminate feelings, as well as 

when it is applied making use of the different resources.  

Tables 2, 3 and 5 show the Silhouette Coefficient values of each experimental set and the different 

quantities of groups, both when the filter is not applied to eliminate the terms that express feelings (NF) 

and when it is applied using SentiWordNet (SWN), WordNet Affect (WA) and the combination of both 

(SWN-WA). It is possible to note that, better results are obtained when the filtering of feelings is applied 

than when it is not (values in bold). 

 

Table 2. Silhouette Coefficient of the Set 1 

 

Resource/ 

Groups 

18 30 44 64 80 110 160 

Express feelings 0.01 0.08 0.20 0.23 0.23 0.22 0.19 

SentiWordNet 0.02 0.2 0.17 0.19 0.25 0.26 0.23 

WordNet Affect 0.01 0.078 0.16 0.17 0.21 0.24 0.21 

combination SWN-WA 0.015 0.068 0.23 0.25 0.23 0.24 0.23 

 

Table 3. Silhouette Coefficient of Set 2 

 

Resource/ 

Groups 

18 30 44 64 80 110 160 

Express feelings 0.03 0.068 0.11 0.19 0.32 0.18 0.19 

SentiWordNet 0.07 0.078 0.12 0.21 0.36 0.32 0.36 

WordNet Affect 0.06 0.025 0.14 0.22 0.28 0.32 0.24 

combination SWN-WA 0.05 0.085 0.14 0.23 0.24 0.17 0.23 

 

Table 4. Silhouette Coefficient of Set 3 

 

Resource/ 

Groups 

18 30 44 64 80 110 160 

Express feelings 0.14 0.23 0.33 0.44 0.39 0.39 0.40 

SentiWordNet 0.18 0.24 0.41 0.49 0.47 0.53 0.50 

WordNet Affect 0.24 0.22 0.36 0.43 0.45 0.41 0.41 

combination SWN-WA 0.45 0.26 0.41 0.49 0.55 0.54 0.50 

4.2 Evaluation

5. Results & Discussions
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Table 5. Silhouette Coefficient of Set 4 

 

Resource/ 

Groups 

18 30 44 64 80 110 160 

Express feelings 0.18 0.21 0.33 0.40 0.45 0.44 0.41 

SentiWordNet 0.14 0.24 0.47 0.52 0.55 0.55 0.51 

WordNet Affect 0.15 0.25 0.40 0.44 0.39 0.44 0.43 

combination SWN-WA 0.17 0.25 0.40 0.52 0.51 0.50 0.50 

 

Figures 1 and 2 show the graphs of the Silhouette Coefficient with respect to the number of groups 

and the resource used to detect the terms with sentimental orientation respectively, using in both cases 

the Kruskal-Wallis test [23]. The conclusions of the analysis are summarized below: 

From 72 groups onwards the Silhouette Coefficient values are stabilized, showing significant 

differences with the previous quantities. 

There is a remarked difference between the results obtained with the SWN and SWN-WA resources, 

and those obtained with the WA resource and when no filter is applied to detect terms with sentimental 

orientation; although there are no significant differences between SWN and SWN-WA if considering 

that the use of SWN-WA entails the use of another lexical resource. 

On the other hand, Figure 3 shows the graph of the Silhouette Coefficient with respect to the social 

network from which the texts come. The Wilcoxon test [24] was carried out and it can be concluded that 

there is a big difference for the social networks used, as Facebook provides the best results. This is 

largely due to the fact that a large part of the users of this network belong to a university context, so that 

the conversation domain is more restricted. 

 

 
 

Figure 1. Graph between groups and the Silhouette Coefficient 

 Re
tra

cte
d



ICE4CT 2019

Journal of Physics: Conference Series 1432 (2020) 012073

IOP Publishing

doi:10.1088/1742-6596/1432/1/012073

6

 
 
 
 
 
 

 
 

Figure 2. Graph between the Silhouette Coefficient and the resources used 

 

 
 

Figure 3. Graph between the Silhouette Coefficient and the social networks used 

 

6. Conclusions  

The experiments carried out with both Twitter and Facebook to show the viability of the system. 

Experiments were performed without applying the filter to eliminate feelings and then applying it with 

two lexical resources related to the analysis of feelings. In each case, cuts were made in the quantities 

of groups already mentioned and the Silhouette Coefficient was calculated. The results achieved when 

the filter was applied improve the results obtained when the filter is not applied. The resource with which 

a better performance was obtained was SentiWordNet, since, although the combination of both resources 

improves SentiWordNet in certain cases, the differences are not significant considering that all the 

concepts of WordNet Affect are incorporated. 
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