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ABSTRACT
Most parametric fundamental frequency estimators make the im-
plicit assumption that any corrupting noise is additive, white Gaus-
sian. Under this assumption, the maximum likelihood (ML) and
the least squares estimators are the same, and statistically efficient.
However, in the coloured noise case, the estimators differ, and the
spectral shape of the corrupting noise should be taken into account.
To allow for this, we here propose two schemes that refine the noise
statistics and parameter estimates in an iterative manner, one of them
based on an approximate ML solution and the other one based on re-
moving the periodic signal obtained from a linearly constrained min-
imum variance (LCMV) filter. Evaluations on real speech data indi-
cate that the iteration steps improve the estimation accuracy, there-
fore offering improvement over traditional non-parametric funda-
mental frequency methods in most of the evaluated scenarios.

Index Terms— fundamental frequency, coloured noise, maxi-
mum likelihood, pre-whitening, least-squares, LCMV filter

1. INTRODUCTION

The problem of estimating the fundamental frequency (a.k.a. pitch)
of a periodic signal has received considerable attention during recent
decades, and is of particular importance in many forms of audio and
speech processing, such as speaker identification [1], audio coding
[2], music transcription [3], and speech decomposition [4]. As op-
posed to correlation-based methods (e.g. YIN [5], RAPT [6]), para-
metric estimators [7] exploit a parametric model of the signal struc-
ture, which, if correct, allows for estimators that are more robust and
that offer better resolution [8]. Many forms of parametric estima-
tors, e.g., those based on subspace orthogonality [9], assume that the
additive noise is white and Gaussian distributed (WGN), something
that is rare in practice. A common consequence of this is that the
found estimate is a rational number of the actual fundamental fre-
quency when they are applied in practical noise scenarios, causing
so-called octave errors. This effect may be alleviated by taking the
spectral shape of the additive noise into account, which can, for ex-
ample, be done by modelling the noise as an autoregressive (AR)
process. Formulated mathematically, the problem may thus be ex-
pressed as follows: A set of harmonically related sinusoids, with
frequencies {ωl}, are assumed to be observed corrupted by an addi-
tive AR noise, e(n), for n = 0, ..., N − 1, such that

x(n) = s(n) + e(n) =

L∑
l=−L,l 6=0

αle
jωln + e(n), (1)

where L is the number of harmonics and αl = α∗−l denotes the
complex amplitude of the lth harmonic. For voiced speech segments,
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it is often assumed that the harmonics are exact integer multiples of
the fundamental ω0, i.e., ωl = ω0l, leading to the so-called harmonic
model. Under the assumption that the additive noise may be well
modelled as an AR process, it further holds that

e(n) = −
P∑
i=1

aie(n− i) + w(n), (2)

where {ai}Pi=1 are the noise AR parameters and w(n) is a driving
zero-mean WGN process with variance σ2

w.
Regrettably, jointly estimating the parameters detailing both the

speech ({ωl} , {αl} , L) and the noise
(
{ai} , σ2

w

)
is computation-

ally prohibitive, being a multimodal and multidimensional optimiza-
tion problem [10], although, reminiscent of the mixed-spectrum esti-
mation problem presented in [11], the problem described herein may
be solved in a cascaded approach, where the sinusoidal parameters
and the AR noise parameters are estimated separately. However, the
problems differ in two significant ways. Firstly, in [11], the signal is
assumed to consist of independent sinusoids (i.e., not harmonically
related) in AR noise, whereas we strive to exploit the harmonic struc-
ture of the sinusoids to allow for improved estimates [12]. Secondly,
in [11], a single iteration of the procedure was sufficient for con-
vergence, since estimating independent sinusoids under the WGN
assumption is asymptotically efficient, even for coloured noise [13]
but not for fundamental frequency estimation.

In the problem considered herein, estimating ω0 without taking
the AR structure into account will increase the risk of selecting an
erroneous peak as the estimate, causing the noted octave error [14],
and from the above discussion it is suggested that the estimates of
the noise and signal parameters should rather be done in an itera-
tive manner. This may be done by first estimating the sinusoidal
frequencies without exploiting the harmonic structure, which could
then be incorporated using a weighting reminiscent of the extended
invariance principle (EXIP) [15]. An alternative, which is exam-
ined here, is to first form an estimate of the noise shape, and then
use this in a pre-whitening step prior to estimating ω0 (such a filter-
ing step will not change the frequency content of the signal, merely
the corresponding amplitudes [14]). However, in order to allow
for reliable estimates, accurate noise AR parameters are required.
For this purpose, accurate noise statistics are needed and this topic
has attracted significant interest, for instance in classical algorithms
such as minimum statistics (MS) [16] and minimum MSE based on
speech presence probabilities (MMSE-SPP) [17], both which per-
form well when the noise is fairly stationary. However, for non-
stationary noise types, such as babble noise, the noise parameters
accuracy and the pre-whitening performance can be improved by
taking into account prior spectral information on the AR-parameters
of speech and noise sources [18, 19]. In this paper, extending upon
the work in [11, 19, 14], we investigate two schemes for reducing the



likelihood of octave errors using an iteratively refined pre-whitening
filter. Both proposed methods are based on estimating the error se-
quence, from which a new pre-whitening filter may then be directly
obtained.

2. MODEL, PROBLEM AND PROPOSED ESTIMATOR

To introduce notation and properly formulate the problem, we pro-
ceed to introduce the fundamental frequency estimator along with
useful matrix and vector definitions, and discuss how the noisy sig-
nal can be pre-whitened. Consider a signal segment of N samples,

x =
[
x(0) x(1) · · · x(N − 1)

]T
, (3)

with (·)T denoting the transpose. Then, (1) may be written as

x = s + e = ZL(ω0)α+ e, (4)

with e defined similar to x, and

ZL(ω0) =
[
z(ω0) z∗(ω0) · · · z(ω0L) z∗(ω0L)

]
, (5)

z(ω) =
[
1 e−jω · · · e−jω(N−1)

]T
, (6)

α =
1

2

[
A1e

jψ1 · · · ALe
jψL ALe

−jψL
]T
, (7)

where Al > 0 denotes the (real-valued) amplitude and ψl ∈ [0, 2π)
the initial phase. For a not-voiced speech segment (including un-
voiced speech and pauses), the observed signal model thus reduces to
x = e. Both models may be expressed jointly as x = uZL(ω0)α+
e, where u = 1 for a voiced segment, and 0 otherwise. For white
Gaussian noise, the ML estimate of ω̂0 is

ω̂0 = argmax
ω0

xTΠZL(ω0)x, (8)

where ΠZL(ω0) = ZL(ω0)
[
ZHL (ω0)ZL(ω0)

]−1
ZHL (ω0), which

depends on the (unknown) candidate model order, L. This is the esti-
mator that we will here refer to as the NLS (nonlinear least-squares)
estimator. Fortunately, (8) may be solved efficiently in an order-
recursive manner [8], after which a suitable order may be selected
using a model selection criteria such as the Bayesian Information
Criteria (BIC) [20, 21]. The resulting estimate would only be sta-
tistically efficient if e was white. As we are here concerned with
coloured noise, the AR noise parameters need to be first estimated
and used to pre-whiten the signal using the filter

A(ω) = 1 +

P∑
i=1

aie
−jωi. (9)

In order to estimate the noise parameters, the noise spectral density
(PSD) φe(k), k = 0, 1, ..., N − 1, can be estimated using algo-
rithms such as MS, MMSE-SPP, the parametric NMF (Par-NMF)
[19], or the model-based method introduced in [18]. Using the es-
timated noise PSD, the noise autocovariance sequence is then es-
timated as re(n) = 1

N

∑N−1
k=0 φe(k) exp

(
j 2π
N
nk
)
, 0 ≤ n ≤ P .

Finally, a Levinson-Durbin recursion of order P is applied on re(n)
to determine the {ai}Pi=1 filter coefficients. Then, this pre-whitening
filter is applied to x, and the initial ω̂0 is obtained from (8).

What has been described up to now, does not involve a reestima-
tion step, and we now proceed to detail on how the parameters are
reestimated. In a first approach, using the harmonic structure, for a
given ω̂0, the least squares (LS) estimate of the amplitudes may be
formed as [9]

α̂ = [ZHL (ω̂0)ZL(ω̂0)]
−1ZHL (ω̂0)x. (10)

Using the resulting estimate, the additive noise may be estimated by
removing the harmonic model contribution from the observed sig-
nal, such that ê = x− ZL(ω̂0)α̂. From this estimate, the AR noise

parameters ˆ{ai}
P

i=1 may be reestimated using the autocorrelation
method (see, e.g., [22]) of AR modeling, which may then be used to
form a new pre-whitened signal vector, from which a new estimate
ˆ̂ω0 can be obtained. This process can then be repeated until conver-
gence, which is here defined as when the cost function (8) between
two consecutive iterations is below a given threshold value. We refer
to this method as the approximate ML approach.

The second possibility is to apply an optimal filter, capable of
extracting a desired periodic signal, which satisfies the harmonic
model. For this purpose, we make use of the noise covariance ma-
trix, defined as Re = E

[
eeT

]
, where E [·] is the mathematical

expectation operator. The applied filter will be driven by the esti-
mated fundamental frequency ω̂0 and by the estimated model order
L̂. A linear filter is applied to x in order to extract an arbitrary signal
sample s(n−m), i.e.,

ŝ(n−m) = hTx = hTZL(ω̂0)α+ hT e, (11)

where h = [h0 h1 . . . hN−1]
T . It is seen that the filter affects both

the speech and noise components. In order to obtain a distortionless
estimate of the voiced speech sample, the constraint hTZL(ω̂0) =
bTmZL(ω̂0) is imposed, which implies that the harmonics of the de-
sired signal will not be distorted. Here, bTm corresponds to the mth

column of the N × N identity matrix. The problem for extracting
a sample of the desired periodic signal is to minimize the residual
noise variance (i.e., E

[
(hT e)2

]
) with the above constraint, i.e.,

min
h

hTReh s.t. hTZL(ω̂0) = bTmZL(ω̂0). (12)

The filter resulting from this optimization problem is the linearly
constrained minimum variance (LCMV) filter [23] and is given by

hLCMV = R−1
e ZL(ω̂0)

(
ZHL (ω̂0)R

−1
e ZL(ω̂0)

)−1

bTm. (13)

The constraints of the problem can also be modified to estimate the
entire speech vector as

ŝ = HTx = HTZL(ω̂0)α+ HT e, (14)

which for being distortionless must satisfy HTZL(ω̂0) = ZL(ω̂0).
This leads to the optimization problem

min
H

Tr
{

HTReH
}

s.t. HTZL(ω̂0) = ZL(ω̂0). (15)

The solution of this problem is given by

HLCMV = R−1
e ZL(ω̂0)

(
ZHL (ω̂0)R

−1
e ZL(ω̂0)

)−1

ZHL (ω̂0) (16)

It is worth noting that one may here directly use the Gohberg-
Semencul (GS) formula (see, e.g., [22]) to form the matrix inverses
in closed form using the already estimated noise AR parameters:

R̂−1
e =

1

σ2
w




1 0

a1
. . .

...
. . .

. . .
aP . . . a1 1



1 a1 . . . aP

. . .
. . .

...
. . . a1

0 1



−


0 0

aP
. . .

...
. . .

. . .
a1 . . . aP 0



0 aP . . . a1

. . .
. . .

...
. . . a0

0 0


 (17)



The harmonic signal is then estimated as ŝ = HT
LCMVx, yielding the

noise estimate ê = x− ŝ, from which noise AR parameters can then
be reestimated. A new pre-whitening filter is applied and a new esti-
mate ˆ̂ω0 is reestimated. As in the ML approach, a similar reiteration
between estimating the noise AR parameters and estimating the fun-
damental frequency to drive the LCMV filtering is possible, being
repeated until convergence of the cost function (8). We refer to this
as the LCMV filtering approach.

In both approaches, when the not-voiced model is favored (i.e.,
L̂ = 0), the estimated noise vector is ê = x, and if in the next
iteration the segment is still detected as not-voiced, the process is
stopped for that segment.

3. EXPERIMENTAL SETUP

We now proceed to experimentally evaluate the performance of the
introduced method as compared to some well-known non-parametric
methods, namely YIN, RAPT, and the Cepstrum-based method in-
troduced in [24], here denoted Cepstrum. The speech material used
for evaluation is the ten sentences in the Keele database [25], resam-
pled to 8 kHz. This database has an annotated ground truth, which
corresponds to an estimate obtained using RAPT. In the evaluation,
we discard labeled segments with a negative value, i.e., we only con-
sidered voiced and not-voiced segments which have certainty of the
annotated values (see [25] for further details). The ground truth val-
ues were obtained for segment lengths of 26.5 ms, with a shift of
10 ms between them. The same segment length and rate are used
for all the methods. The signals are corrupted by additive babble,
factory, and F-16 noise types from the NOISEX-92 database [26], at
iSNRs of -5, 5, and 15 dB. The iSNR indicates the level of the clean
speech signal relative to the noise component in the noisy signal, i.e.
iSNR =

σ2
s
σ2
e

, where σ2
s is the variance of the speech signal, and σ2

e

is the variance of the noise signal.
To assess the performance, both the fundamental frequency es-

timation accuracy and the voicing detection are of interest. Firstly,
we use gross error rate (GER) to compute the proportion of seg-
ments where both the reference and the estimated values result in
a voiced segment, and differ in more than 20%. The percentage of
voiced/not-voiced detection errors is known as the voicing decision
error (VDE). It is desirable to have low values of both the GER and
the VDE, however some estimators may have a high VDE even if
they presented a low GER as many not-voiced segments could be
wrongly classified as voiced, and vice-versa. Therefore, in [27],
a performance measure known as the full frame error (FFE) was
proposed, which considers all kinds of possible errors: GERs, not-
voiced segments wrongly classified as voiced, and voiced segments
misclassified as not-voiced.

The ω0 estimation is done on the interval [60,400] Hz for all
methods. For the NLS estimator, a maximum model order ofL = 27
is used, and the not-voiced case, i.e., L = 0 is considered as well.
To allow that the fast NLS estimator yields accurate estimates, the
signal is first pre-whitened. The AR pre-whitening order in (9) is
set to P = 25. The applied pre-whitener is the one based on the
parametric-NMF noise PSD estimate described in [19], for which a
dictionary that contains typical speech and noise spectral envelopes
is required. To build the dictionary, speech and noise codebooks
were trained offline using a standard vector quantization technique
(i.e., the Lloyd algorithm) [28]. The training is done on LSF co-
efficients on segments of 26.5 ms duration, with a time shift be-
tween segments of 10 ms. The quantized LSF coefficients are con-
verted back to linear prediction coefficients of order 12. Once the
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Fig. 1. Fundamental frequency ground truth and estimates with-
out (top) and with (bottom) the proposed LCMV filtering iteration
scheme.

speech and noise codebooks are obtained, the spectral envelopes cor-
responding to each codebook entry can be arranged as columns of
the dictionary matrix (as described in [19]). In our case, a speech
codebook of 32 entries was trained on 54 minutes of several sen-
tences from the CMU Arctic database [29], from 4 different speak-
ers (2 female and 2 male), resampled from 16 to 8 kHz. A noise
codebook of 16 entries was trained on samples from the NOISEX-
92 database of babble, F-16, factory, and street noise, resampled at 8
kHz. It is important to note that the noise samples used for the train-
ing are not the same ones used for the evaluation, and also that the
speech codebook involves different speakers from the evaluation.

4. EXPERIMENTAL RESULTS

We first demonstrate that the proposed reiteration scheme is able to
correct wrong initial estimates. Figure 1 illustrates the ground truth
and the estimated fundamental frequencies of 650 overlapping seg-
ments (approx 6.5 s) of a female speech signal excerpt of the Keele
database. The clean signal is added factory noise at an iSNR of 15
dB. The ground truth is plotted in red, where a value of 0 corresponds
to a not-voiced segment. In the top figure, the estimates which were
obtained from the NLS estimator (after applying the pre-whitening),
without the reiteration steps, are displayed. It may be seen that many
segments which are not-voiced are wrongly estimated as voiced. Ap-
plying reestimation using the LCMV filtering technique (bottom fig-
ure), one may note that many of those segments are now correctly
detected as not-voiced.

Next, the performance as a function of the iSNR is investigated,
computed using 6 Monte-Carlo simulations, for each noise type, at
each iSNR and for each one of the Keele files. The results for the
three noise types in terms of GER, VDE, and FFE are shown in Fig-
ure 2, including with the corresponding 95% confidence interval. As
YIN does not perform voicing detection, it is here coupled with the
voicing decisions of the summation of residuals harmonics (SRH),
as was also done in [30]. The NLS-NMF notation implies no re-
estimation, where ω0 is estimated only one time from (8), after the
pre-whitening filter from (9) is applied. The NLS-NMF Iter1 and
Iter2 notation correspond to the iterative scheme based on the ap-
proximate ML approach and the LCMV filtering approach, respec-
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Fig. 2. The GER, voicing detection errors and total frame error of the estimated fundamental frequency, for different SNRs, for the Keele
database with different noise types.

tively. We have found that convergence in both approaches typically
requires 4 to 5 iterations for a voiced segment and 2 to 3 for a not-
voiced one. It is important to point out that these approaches result
in independent ω0 estimates between all segments, as opposed to the
other methods which include a final step of refinement, using, for
instance, dynamic programming or a best local estimate selection.

First, it is noted that both presented iterative schemes result in
similar performance. Furthermore, the improvements from applying
the reiteration step are more evident at higher SNRs (i.e., 5 and 15
dB), as the confidence intervals are not overlapping such as in the
-5 dB case. Next, it is observed that the Cepstrum method presents
the lowest GER, although it results in higher voicing detection errors
than the NLS estimator, even if the reiteration is not applied. Both
the YIN and RAPT results are worse in terms of GER than the NLS
estimator, even without the reiteration, at -5 and 5 dB. RAPT seems
to better in terms of GER at 15 dB compared to NLS if the reiteration
is not applied, however the performance from the approximate ML
and the LCMV filtering reestimation is improved. Lower voicing
detection errors are seen from the proposed methods under babble
noise conditions, even without the reestimation, as compared to the
three non-parametric estimators. The NLS method, even without
the re-estimation, also has lower VDE as compared to YIN, in the
F16 and factory noise scenarios. Comparing to RAPT, the proposed
methods (with and without the re-estimation) have lower VDE at -5
dB, for both F16 and factory noise. However, at 5 and 15 dB, similar
voicing detection errors are observed when using the re-estimation
schemes. It is important to remember that RAPT makes use of a final
dynamic programming stage, which also takes the neighbor values
into account, which is not the case for the NLS estimator. In terms of
full frame errors, in babble noise conditions, the proposed methods,
even if there was no reiteration, have better performance than RAPT

and YIN. Similar performance to the Cepstrum method is seen at -5
dB, while at 5 dB and 15 dB, the performance of NLS with reesti-
mation is better. For factory and F16 noise scenarios, the proposed
reiteration scheme yields lower FFE as compared to Cepstrum and
YIN, at all SNRs, and also compared to RAPT at -5 and 5 dB. It may
be noted that RAPT seems to be slightly better at 15 dB, although
it should be recalled that the ground truth estimates were obtained
with that method.

5. DISCUSSION

This paper considered the topic of fundamental frequency estima-
tion in coloured noise scenarios. Most estimators make an implicit
assumption that the corrupting noise is an additive, white Gaussian
process, for which case the least squares estimate is statistically ef-
ficient. In practice, the additive noise shape should be taken into
account in order to avoid octave errors, which may be done using a
pre-whitening scheme using the estimated noise parameters. In this
work, we do so by forming an AR model for the noise corrupting
the speech segments, allowing us to form the required pre-whitening
filter. By then estimating the harmonic components, the estimate
of the additive noise may be improved, allowing for an improved
pre-whitening filter, which in turn allows for an improved pitch esti-
mate. By iteratively refining the estimates in this manner, one may
reduce the risk of octave errors noticeably. Evaluated on measured
speech data, we conclude that the NLS estimator reduces the num-
ber of full frame errors in most of the scenarios and therefore can
offer better performance than the state-of-the-art non-parametric es-
timators, although only when the reiteration scheme is applied. Even
without taking the correlation of consecutive estimates into account
(i.e., tracking capabilities), the proposed method is more robust to
the noise.
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[5] A. D. Cheveigné and H. Kawahara, “Yin, a fundamental fre-
quency estimator for speech and music,” The Journal of the
Acoustical Society of America, vol. 111, no. 4, pp. 1917–1930,
2002.

[6] D. Talkin, “A robust algorithm for pitch tracking,” Speech
coding and synthesis, vol. 495, pp. 518, 1995.

[7] L. Shi, J. K. Nielsen, J. R. Jensen, M. A. Little, and M. G.
Christensen, “Robust Bayesian pitch tracking based on the
harmonic model,” IEEE/ACM Transactions on Audio, Speech,
and Language Processing, vol. 27, no. 11, pp. 1737–1751, Nov
2019.

[8] J. K. Nielsen, T. L. Jensen, J. R. Jensen, M. G. Christensen, and
S. H. Jensen, “Fast fundamental frequency estimation: Mak-
ing a statistically efficient estimator computationally efficient,”
Signal Processing, vol. 135, no. Supplement C, pp. 188 – 197,
2017.

[9] M. G. Christensen and A. Jakobsson, Multi-Pitch Estimation,
Synthesis Lectures on Speech and Audio Processing. Morgan
& Claypool Publishers, 2009.

[10] S. M. Kay and V. Nagesha, “Maximum likelihood estimation
of signals in autoregressive noise,” IEEE Transactions on Sig-
nal Processing, vol. 42, no. 1, pp. 88–101, Jan 1994.

[11] J. Li and P. Stoica, “Efficient mixed-spectrum estimation with
applications to target feature extraction,” IEEE Transactions
on Signal Processing, vol. 44, no. 2, pp. 281–295, Feb 1996.

[12] F. Elvander, J. Ding, and A. Jakobsson, “On Harmonic Ap-
proximations of Inharmonc Signals,” arXiv:1910.07016, 2019.

[13] P. Stoica, A. Jakobsson, and J. Li, “Cisoid parameter estima-
tion in the colored noise case: asymptotic Cramér-rao bound,
maximum likelihood, and nonlinear least-squares,” IEEE
Transactions on Signal Processing, vol. 45, no. 8, pp. 2048–
2059, 1997.

[14] A. E. Jaramillo, J. K. Nielsen, and M. G. Christensen, “A study
on how pre-whitening influences fundamental frequency esti-
mation,” in ICASSP 2019 - 2019 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing (ICASSP),
May 2019, pp. 6495–6499.
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