
 

  

 

Aalborg Universitet

Reliability Evaluation in Microgrids with Non-exponential Failure Rates of Power Units

Peyghami, Saeed; Fotuhi-Firuzabad, Mahmoud ; Blaabjerg, Frede

Published in:
I E E E Systems Journal

DOI (link to publication from Publisher):
10.1109/JSYST.2019.2947663

Publication date:
2020

Document Version
Accepted author manuscript, peer reviewed version

Link to publication from Aalborg University

Citation for published version (APA):
Peyghami, S., Fotuhi-Firuzabad, M., & Blaabjerg, F. (2020). Reliability Evaluation in Microgrids with Non-
exponential Failure Rates of Power Units. I E E E Systems Journal, 14(2), 2861-2872. [8892731].
https://doi.org/10.1109/JSYST.2019.2947663

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners
and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

            ? Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
            ? You may not further distribute the material or use it for any profit-making activity or commercial gain
            ? You may freely distribute the URL identifying the publication in the public portal ?

Take down policy
If you believe that this document breaches copyright please contact us at vbn@aub.aau.dk providing details, and we will remove access to
the work immediately and investigate your claim.

Downloaded from vbn.aau.dk on: November 24, 2020

https://doi.org/10.1109/JSYST.2019.2947663
https://vbn.aau.dk/en/publications/98ad8405-0558-49cc-a6da-62bd67b14256
https://doi.org/10.1109/JSYST.2019.2947663


 

 

Abstract—This paper explores the impacts of non-

exponentially distributed failures on reliability of microgrids. 

Failure rate of some components such as power electronic 

converters is not constant, while they play a major role in 

microgrids. Consequently, their failure characteristics will affect 

the microgrid reliability. Hence, the conventional reliability 

evaluation approaches based on Mean Time To Failure (MTTF) 

may introduce inaccurate inputs for decision-making in 

planning and operation of microgrids. In this paper, different 

approaches are employed for evaluating the reliability of 

microgrids with non-constant failure rates. The obtained results 

indicate that the system reliability remarkably depends on the 

failure characteristics and considering mean or steady state 

probabilities instead of failure statistics may introduce 

erroneous reliability prediction results. Numerical case studies 

are provided to illustrate the impacts of failure characteristics 

on the availability of single power units as well as the reliability 

of microgrids. 

Index Terms—Reliability, Risk, Availability, Exponential 

failure rate, Non-exponential failure rate, Bathtub shaped 

failure rate, Adequacy, Wear-out, Microgrid. 

NOMENCLATURE 

Acronyms: 

MTTF Mean Time To Failure [year] 

MTTR Mean Time To Repair [year] 

LOLE Loss Of Load Expectation 

EENS Expected Energy Not Supplied 

CDF Cumulative Distribution Function 

DC Direct Current 

yr Year 

DG Distributed Generation  

PV Photovoltaic  

FC  Fuel Cell 

IC Interlinking Converter between DC microgrid 

and grid 

μT Micro-Turbine 

Variables: 

λ Failure rate 

μ Repair rate 

α Weibull distribution scale factor 

β Weibull distribution shape factor 

ρ Equivalent transition rates in the method of 

device of stages 

ω Weight factor for equivalent transition rates in the 

method of device of Stages 

n Number of equivalent states in the method of 

device of stages 

η Exponential distribution rate parameter 

𝜇̅, σ Log-normal distribution parameters 

Ψ General CDF  

ψ General PDF 

t Time [year] 

h Hazard function 

P Probability vector of states in Markov process 

Pi Probability of state i in Markov process 

X Stochastic transitional matrix in Markov process 

N Number of states in Markov process 

A Availability  

Ai Availability state i 

U Unavailability 

G Stochastic performance process in semi-Markov 

process 

gi Performance of state i in semi-Markov process of 

G 

M Number of states in semi-Markov process 

Tij Conditional sojourn time in state i if the next state 

is j 

Fij Conditional sojourn time Tij CDF 

Ti Unconditional sojourn time in state i 

Q Kernel matrix in semi-Markov process 

Qij Element at the ith row and jth column of Q  

ζij Probability of being in state j if the process starts 

at state I in semi-Markov process 

𝑝̅𝑗 Steady state probability of ith state in semi-

Markov process 

 f Probability density function 

C1 Condition 1: MTTF = 3.3 and MTTR = 0.05 yr 

C2 Condition 2: MTTF = 6.6 and MTTR = 0.10 yr 

CPi Available generation capacity in ith day of year 

Li Peak load in ith day of year 

LLi Load level based on generation capacity 

di Number of days the system load stays in the 

range of LLi 

Ei Energy Curtailed in ith day of year 

I.  INTRODUCTION 

RID modernization is essential to ensure reliable and 

secure power delivery with low to zero carbon emmision. 

It requires deploying new technologies and infrastructure and 

also deregulating the electricity sector. Some established  

technologies have a significant role in modernizing power 

systems including distributed generations  especially 
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renewable resources, distributed energy storages, electronic 

distribution systems and electric vehicles [1]. Microgrids and 

smart-grids provide suitable infrastrucure for integrating and 

operating such thechnologies [2]–[4]. Notably, power 

electronics plays an underpinning role in energy conversion 

process of  aforementioned technologies [1]. Howevre, 

increasing use of power electronics poses new challenges to 

reliable planning and operation of power systmes. 

Reliability evaluation in power systems is of main concern 

for power system planners and operators. Any decision-

making in design, planning, operation, and maintenance of 

power systems requires appropriate assessment tools, 

component reliability models, and component reliability data. 

Approximate assessment approaches, inaccurate reliability 

models and data may cause non-optimal decision making or 

unreliable design and planning consequences. However, lack 

of reliability models and data together with the complexity of 

large power systems have been the main challenges for power 

system engineers [5]. Hence, justified approximations have 

been performed to analyze the reliability of such a complex 

and large system [6], [7]. Furthermore, the average values of 

reliability data such as MTTF and MTTR are typically 

utilized [2], [5], [7]–[10] in power system reliability 

assessment. 

In modern power systems especially in microgrids, power 

electronic converters are one of the main components, while 

they are prone to non-exponential failures including infant 

mortality and wear-out failures [11]–[16]. Furthermore, 

power switches and capacitors are the most fragile 

components of power converters [17]–[21] which are prone to 

wear-out failures. These components, in many cases, are not 

repairable. Hence, they will be replaced with a new one 

whenever they fail according to, e.g., a run-to-failure 

replacement strategy. As a result, their failure characteristics 

not only is non-constant (due to the wear-out failures), but 

also depends on a time to failure which is a random variable.  

Therefore, using expected values of failure characteristics for 

reliability and risk assessment may cause erroneous results 

and consequently non-optimal decision-making for design, 

planning and operation of power systems.    

The impact of non-constant failure/repair rates on a 

component reliability has been studied in [6], [22]–[31]. In 

[24], [25], the concept of availability prediction considering 

time-dependent failure/repair rates in a general system has 

been presented. In [6], [22], [28], the impact of non-

exponential down-time (non-constant repair rate) on the 

power system reliability has been addressed. However, the 

failure rate of components has been assumed to be constant. 

Furthermore, in [6], [28], the steady state availability values 

have been employed for system reliability analysis. 

Moreover, a Weibull-Markov model is presented in [29], [30] 

for evaluating the reliability of power systems with non-

constant transition rates. In this approach, even non-constant 

failure/repair rates are employed, the steady state probabilities 

are used for reliability assessment in power systems. 

However, the instantaneous availability may be higher or 

lower than its steady state value in the early lifetime, which 

introduces erroneous reliability prediction for some time 

periods.  

A piece-wise approximation of a time-varying failure 

function has been employed in [23], [27], [31], where the 

failure rate is considered to be constant in discrete time slots. 

However, the failure function may be changed if a failure 

happens at any time. This issue will introduce high reliability 

prediction error in power converters since its components will 

be replaced by a new one in the case of failure occurrence.  

Furthermore, the aging failures has been incorporated in 

the power system reliability assessment in [26]. In [26], the 

availability of a components is predicted based on two types 

of  failures including repairable and ageing failures. The 

availability due to the repairable failure is predicted based on 

Markov model. Moreover, the availability of the aging failure 

is estimated based on the posteriori probability function, 

which is the probability of failure at any time period after 

instant t given that the component has survived until t [26]. In 

this approach, it is assumed that the components aging 

remains over the operation period and the component has 

survived until t. However, it has not been addressed how to 

predict the availability if the component fails at any random 

time before t, and how to incorporate the replacement rate in 

the availability prediction. 

Therefore, according to the state-of-the-art research, 

incorporating the non-exponential failures in power system 

analysis are classified into two categories: (1) the non-

exponential failures impact is considered at the steady state 

values of component availability, e.g., in [6], [28]–[30], (2) 

the increasing aging process impact on the component 

availability without considering the component replacement, 

e.g., in [23], [26], [27], [31]. As a result, both categories 

cannot accurately model the availability of components which 

are prone to non-exponential failures such as power 

converters. Therefore, the decision-making based on 

aforementioned approaches may cause erroneous results. 

Thereby, this paper explores the impact of non-

exponentially distributed failures including early life, useful 

life and wear-out failures on the reliability of power systems. 

Different failure characteristics are considered modeling the 

infant mortality, wear-out and random failures. The power 

units availability is evaluated using different approaches 

including Markov model based on MTTF values, method of 

devise of stages, semi-Markov model, and steady state semi-

Markov model. Moreover, the well-known power system 

reliability indices as LOLE and EENS are employed to 

evaluate the reliability of a microgrid. In the following, 

Section II presents the different approaches predicting the 

power unit availability. Numerical case studies are provided 

in Section III to compare the system availability employing 

different approaches and illustrate the impacts of non-

constant failure rates on single unit availability. The effect of 

non-constant failure rates on a microgrid reliability and risk is 

explored in Section IV for a two-unit generation microgrid. 

Furthermore, Section V explores the impact of converter 

wear-out failure on the reliability of a DC microgrid with 

different energy sources. Finally, the outcomes are 

summarized in Section VI.  



 

 

II.  AVAILABILITY MODELING 

The term availability is used to predict the probability in 

which a repairable component is found in the operating state 

at some time t in the future given that it started in the 

operating state at t = 0. This probability depends on the 

failure and repair rate of component. For exponential failure 

and repair distributions, the availability is directly calculated 

by Markov chain. However, availability of systems with non-

exponential failure rate cannot be calculated by Markov 

methods. Hence, other methods such as devise of stages and 

semi-Markov approach should be employed. This section 

introduces three methods for availability calculation in 

repairable systems which are Markov chain, device of stages 

and semi- Markov approach. 

A.  Markov approach – conventional approach  

This method is applicable for the components/systems 

with the constant (exponential) failure and repair rates. The 

state space model of a single unit component is shown in Fig. 

1 where departure rates of λ and μ are the failure and repair 

rates respectively.  

In a general case, with N states, the probability of each 

state can be found by using: 

 
( ) ( )

( ) ( ) ( ) ( )1 2

P P X

P , , ...,
N

d
t t

dt

t P t P t P t

=

 =  

 , (1) 

where, P(t) is a vector of instantaneous state probabilities and 

X is a stochastic transitional matrix as: 
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X

' ' ' '

ij
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ij

j
ij j i
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X i j
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i j i j

=

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
− =

= 




  . (2) 

For a single unit system shown in Fig. 1, the probability of 

states 1 and 2 can be obtained as: 

 

( ) ( )( ) ( ) ( )
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 
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 .  (3) 

Hence, the availability of the system is the probability of 

being in UP state which is equal to P2(t) as: 

 ( ) ( )2
A t P t=  . (4) 

Hence, the steady state availability can be found from the 

limiting state probability of Up state as: 

 ( )2
A P



 
=  =

+
 . (5) 

B.  Method of device of stages 

If a state has a non-exponential distribution, it can be 

divided into some exponentially distributed states, where the 

number of states, way of their connection and the distribution 

function parameters can be defined by Method of stages [28]. 

According to this approach, non-exponential repair rate in the 

system given in Fig. 1 can be represented by a set of 

exponentially distributed stages, where the series connection 

is used for Weibull distribution with shape factor β ≥ 1 as 

shown in Fig. 2(a), and parallel connection is used for 

Weibull distribution with β ≤ 1 as shown in Fig. 2(b) [6]. 

Where the parameters n, number of stages, ρ, departure rate 

of stages, ω1 and ω2, the probability of being in stage 1-1 and 

1-2, can be found by matching the first two moments of 

Weibull distribution and the distribution of sum of n 

exponential distributions [6]. 

This approach is applied in this paper for the systems with 

non-exponential failure rates as shown in Fig. 3. After 

decomposing the states into exponential stages, the 

probability of each state can be obtained similar to the Marko 

approach represented by (1) and (2). Furthermore, the 

probability of Up or Down state will be found by adding up 

the probability of the corresponding stages. 

λ

μ
2

Up

1

Down

 
Fig. 1.  State space Markov model of single unit. 
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Fig. 2.  Decomposition of non-exponential repair rate to; (a) stages in 

series with Weibull distribution with shape factor β ≥ 1, (b) stages in 

parallel with Weibull distribution with shape factor β ≤ 1. 
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Fig. 3.  Decomposition of non-exponential failure rate to; (a) stages in 
series with Weibull distribution with shape factor β ≥ 1, (b) stages in 

parallel with Weibull distribution with shape factor β ≤ 1. 
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Fig. 4.  State space representation of a single unit, (a) state transition 

model, (b) semi-Markov stochastic process, (c) semi-Markov model. 

 



 

 

C.  Semi-Markov approach 

Semi-Markov process is another approach to model and 

analyze the availability of non-exponentially distributed 

systems [32], [33].  Consider a system with two states of Up 

and Down as shown in Fig. 4(a) with a stochastic 

performance process of G(t) = {g1, g2}. The system remains 

in state i = {1, 2} with random time of Tij, j = {1, 2}, j ≠ i, and 

CDF of Fij(t), which is conditional sojourn time in state i if 

the next state is j. A graphical representation of this process is 

shown in Fig. 4(b). In the semi-Markov process, the sojourn 

times Tij can be arbitrary distributed while the time between 

transitions must exponentially be distributed. 

In order to analyze the semi-Markov process, kernel 

matrix Q can be defined as (6), where Qij is the one-step 

transition probability from state i to state j as given in (7). For 

instance, the state space representation of the semi-Markov 

model for stochastic process G(t) with two states is shown in  

Fig. 4(c). The corresponding kernel matrix Q is given in (8), 

where Q12 and Q21 can be calculated using (9) according to 

the CDF of sojourn times at states 1 and 2. Fij is the CDF of 

sojourn time at state i under condition that it transfers to state 

j.   

 ( ) ( )Q
ij

t Q t =     (6) 

 ( ) ( )
' 'connected to ' '

Probability &ij ij k j ik
k i

Q t T t T t

  
=     

  
  (7) 

 ( )
( )

( )
12

21

0

0
Q

Q t
t

Q t

 
=  
  

  (8) 

where, 
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( ) ( )  ( )

12 12 12

21 21 21

Probability

Probability

Q t T t F t

Q t T t F t

=  =

=  =
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The probability of being in state j if the process starts at state 

i, ζij can be obtained as [32]: 
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2
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1

t
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d
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d
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=
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where δij is: 

 
1

0
ij

i j

i j


=
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
 . (11) 

Fi is the unconditional sojourn time CDF in state i which can 

be found as: 

 
1

n

i ij

j

F Q
=

= . (12) 

Finally, if the successful states of system include the states k, 

k+1,…, M and the state M being the initial state, the 

instantaneous availability A(t,k) of the system at any instant t 

is found by: 

 ( )( , )
M

Nj

j k

A t k t
=

= . (13) 

For instance, the availability of single-unit system shown in 

Fig. 4(a) is the probability of state 2 as: 

 ( )22
( , )A t k t=  . (14) 

D.  Steady-state semi-Markov approach 

The steady state availability of each state is found by: 

 ( ) k k

j j

j

p T
A k

p T
=


, (15) 

where Tj is the expected value of the unconditional sojourn 

time in state j. 𝑝̅j is the steady state probability of the state j in 

the semi-Markov process [32], [33]. 

III.  AVAILABILITY OF A SINGLE-UNIT SYSTEM 

This section provides numerical analysis to illustrate the 

viability of different approaches in availability prediction.  

Furthermore, the system availability under non-

exponential failure rates are illustrated and compared with the 

conventional approach considering constant failure rates. 

Three distribution functions are considered including 

Exponential, Weibull and Lognormal distributions as reported 

in TABLE I. In the following studies, two conditions are 

considered as; C1) MTTF = 3.3 and MTTR = 0.05 yr, and 

C2) MTTF = 6.6 and MTTR = 0.1 yr. Under both conditions 

the system has an identical limiting state availability defined 

as (16) if the system is exponentially distributed. 

 
MTTF

A
MTTR MTTF

=
+

  (16) 

In the following, three cases are considered with different 

failure characteristics for C1 and C2. 

    1)  Exponential failure rate 

In this case, exponential failure rates are considered and 

the system availability is calculated employing the three 

introduced approaches. As shown in Fig. 5, the availability of 

semi-Markov, devise of stages and conventional approaches 

are identical. Furthermore, the steady state availabilities 

under conditions C1 and C2 are the same. The transient 

behavior is different; however, the settling times are almost 

negligible. Hence, for exponential failures the steady state 

probabilities can be used for availability and risk analysis.  

    2)  Non-exponential failure rate – wear-out 

In this case, the system availability under wear-out failure 

characteristics are calculated and shown in Fig. 6. The solid 

and dashed lines show the results under two conditions of C1 

and C2 respectively. C1 and C2 respectively model the wear-

out failures with Weibull distribution in TABLE I (α1 = 3.76, 

β1 = 2.2) and (α2 = 7.45, β2 = 3). If the failure rates are 

considered to be constant and equal to the reciprocal of the 

corresponding distribution MTTF, the availability approaches 

TABLE I 

FAILURE DENSITY FUNCTIONS 

Distribution Density function CDF 
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the steady state in a very short time as shown in Fig. 6. While 

in device of stages considering stages in series with an 

exponential failure rate , according to [6], the settling time 

will be almost 3 and 9 years under conditions C1 and C2 

respectively. Furthermore, the semi-Markov approach also 

gives similar results. The small variation between semi-

Markov and device of stages comes from approximating the 

non-exponential distribution with some series of 

exponentially distributed stages. However, the obtained 

results shown in Fig. 6 imply that the instantaneous 

availability in the case of non-constant failure rate has 

different behavior during transients. Consequently, 

employing the steady state availability for reliability and risk 

analysis imposes unnecessary cost of risk in the case of non-

exponential failure rates. 

    3)  Non-exponential failure rate – early lifetime 

In this case, the system availability is calculated 

considering early lifetime failure under condition C1 with 

Weibull distribution (α1 = 2.21, β1 = 0.6). The three 

approaches are compared in Fig. 7. Semi-Markov and device 

of stages show that the instantaneous availability is lower 

than the one obtained by assuming constant failure rate. 

Furthermore, the transient response of availability employing 

the device of stages is different from the semi-Markov result. 

This fact is due to the approximation in modeling the non-

exponential distributed stages in parallel according to [6]. 

Furthermore, the system availability considering three 

different distributions modeling the early lifetime failures are 

shown in Fig. 8. This figure shows that the system availability 

significantly depends on the failure distribution function. For 

instance, under lognormal distribution (μ = 0.7, σ = 1), the 

availability is very close to the corresponding exponential 

distribution, while Weibull distribution causes much 

difference within transient period as well as at steady state. 

Moreover, comparing the results of the two lognormal 

distributions shows that the failure distribution can 

significantly affect the system reliability. Therefore, 

considering early lifetime failures to be exponentially 

distributed, the designed system may not be reliable since the 

actual availability will be lower than its exponential 

counterpart. 

This section illustrates the impact of non-constant failure 

rates on the single-unit availability. Obtained results shows 

that assuming constant failure rates can either impose 

unnecessary cost of risks or result in unreliable designed 

system. Furthermore, the results show that the Markov proves 

is a suitable approach for availably prediction of systems with 

constant failure/repair rates. Even the introduced methods 

give the same results, the Markov process is a straight 

forward solution. However, in the case of non-constant 

failure/repair rates, employing the Markov process with 

expected values of failure/repair rates causes remarkable 

availability prediction error. Hence, the method of device of 

stages and semi-Markov approach can be used for availability 

prediction in these cases. Meanwhile, the method of device of 

stages may cause small error due to the approximating the 

non-exponential distribution function with combination of 

Time (yr)

C2

C1A
(t

)

 

Fig. 5.  Availability of single-unit system with exponential failure rate – 

C1: MTTF = 3.3, MTTR = 0.05, C2: MTTF = 6.6, MTTR = 0.1. 
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Fig. 6.  Availability of single-unit system with non-exponential failure 

rate modeling wear-out with Weibull distribution for C1(α1 = 3.76, β1 = 

2.2) and C2 (α2 = 7.45, β2 = 3). 
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Fig. 7.  Availability of single-unit system with wear-out failure rate of 

Weibull distribution for C1(α1 = 2.21, β1 = 0.6). 
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Fig. 8.  Availability of single-unit system employing semi-Markov 

approach with non-exponential failure rates modeling early lifetime 

failures. 

 



 

 

exponential distribution functions. Therefore, if higher 

reliability prediction is required, the semi-Markov approach 

should be employed even though it is a time-consuming 

process specially for large scale systems. Moreover, the 

method of device of stages with low calculation burden can 

be employed if the induced error is acceptable. Furthermore, 

for the units with different failure mechanisms, the 

availability associated with each mechanism can be predicted 

based on the failure characteristics. For instance, a power 

converter may have three major failure mechanisms including 

failure of power switch, capacitor and cooling system. The 

power switch and capacitor availabilities can be predicted by 

semi-Markov approach since they are prone to wear-out 

failures, while the cooling system availability can be 

estimated by Markov process due to its constant failure rate.  

In the following, the impact of different non-exponential 

failures on the system-level reliability of microgrids is 

illustrated.  

IV.  FAILURE CHARACTERISTICS IMPACT ON TWO-UNIT 

GENERATION SYSTEM RELIABILITY 

This section evaluates the adequacy of a two-unit 

generation microgrid as shown in Fig. 9 with different failure 

characteristics. From generation system adequacy point of 

view, the system load can be aggregated in a single bus 

connected to the generation units, and the other components 

can be assumed to be fully reliable [7]. The microgrid 

reliability studies aim to evaluate the generation capacity 

adequacy to supply the load with a minimum level of loss of 

load which is called adequacy evaluation.  

A.  Adequacy evaluation  

The term adequacy is associated with the existence of 

sufficient generation facilities to satisfy the grid demand. The 

most useful adequacy measurement is Loss Of Load 

Expectations (LOLE) which is the number of days/hours 

within a period of time the grid demand cannot be supplied 

due to the generation shortage [34]. LOLE can be calculated 

as [7], [34]: 

 ( )
1

n

i i i

i

LOLE P CP L
=

= −   (17) 

where, CPi is the available generation capacity, Li is the peak 

load and Pi(CPi-Li) is the probability of loss of load in the ith 

day. For instance, the Markov representation of a two-

generation system with two 50 kW units is shown in Fig. 10. 

According to this model, the system risk, LOLE can be 

calculated as: 

 ( ) ( )1 3 2 2 3
1 1LOLE d A d A A= − + − −   (18) 

where, d1 and d2 are the number of days during a year that the 

grid demand stays in 50 kW ≤ LL1 ≤ 100 kW and 0 kW ≤ LL2 

< 50 kW respectively. A load model is provided in Fig. 9 and 

employed in this section for LOLE analysis.  
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Fig. 9.  Single line diagram of a two identical unit-based microgrid. 
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Fig. 10.  State space representation of two-unit generation system. 

TABLE II 

DISTRIBUTION FUNCTION PARAMETERS 

Failure 

Shape 
Function Distribution 

MTTF = 6.6 

MTTR = 0.1 

MTTF = 3.3 

MTTR = 0.05 

Bathtub 

f1(t) Weibull α = 2.5, β = 0.7 α = 0.1, β = 0.9 

f2(t) Exponential η = 0.135 η = 0.48 

f3(t) Weibull α = 10, β = 7 α = 8.5, β = 5 

Random f4(t) Exponential η = 0.15 η = 0.3 

Wear-out 
f5(t) Weibull α = 10, β = 5 - 

f6(t) Exponential η = 0.245 - 

Early 

lifetime 1 

f7(t) Lognormal 𝜇̅= 0.615, σ =1.6 𝜇̅ = 0.2, σ =1.1 

f8(t) Exponential - η = 0.23 

Early 

lifetime 2 

f9(t) Weibull α = 2.5, β = 0.7 α = 0.5, β = 0.7 

f10(t) Exponential η = 0.1 η = 0.166 

In the following, different failure characteristics are 

assumed for the generation units and the system risk is 

calculated. These failure characteristics are shown in Fig. 11. 

The MTTF of failure distributions are considered to be 0.15 

and 0.3 failure/year and the corresponding repair rates are 

selected to be 10 and 20 repair/year. The reason of choosing 

these repair rates is to carry out a fair comparison amongst 

different alternatives, since they give the same limiting state 

availability if the MTTF and MTTR are employed for risk 

assessment like the conventional approach. The failure 

distributions employed in this study are explained in the 

following. 

B.  Failure characteristics 

Bathtub shaped failure: most of system components 

generally have failure rate characteristics like the one shown 

in Fig. 11(a) known as bathtub curve, in which the failure rate 

is decreasing in the early lifetime which models the infant 

mortality failures. The second part is constant and associated 

with the random failures. In the last part, the increasing 

failure rate is related to the wear-out failure. The failure 

density function is defined as: 



 

 

 ( ) ( ) ( ) ( )( )1 2 3
1

3
f t f t f t f t= + +   (19) 

where,  f1(t), f2(t), f3(t) are given in TABLE II. 

Random failure: In most engineering systems, it is 

considered that the system is working in the middle part of 

bathtub curve, where it faces the random failures associated 

with sever and unpredictable stresses arising from sudden 

environmental shocks. These failures are exponentially 

distributed as (20), and f4(t) is given in TABLE II. 

 ( ) ( )4
f t f t=   (20) 

Wear-out failure: Increasing failure rates in wear-out 

phase is a result of depletion process due to the abrasion 

fatigue and creep on the device or system components. It can 

be modeled by Weibull distribution (β >1). In some cases, 

such as power electronic converters [11], the system faces the 

random and wear-out failures due to the degradation of its 

fragile components during operation. The failure rate of such 

systems is modeled by (21) where f5(t) and  f6(t) are the 

Weibull and Exponential distributions as given in TABLE II. 

 ( ) ( ) ( )( )5 6
1

2
f t f t f t= +   (21) 

Early lifetime failure: In some cases, such as wind turbine 

systems, the failure rates are decreasing during operation 

[12]–[15]. The failure of such systems are modeled by (22)-

(24). In (22), f7(t) is a lognormal distribution with the 

parameters given in TABLE II.  

 ( ) ( )7
f t f t=   (22) 

Furthermore, the failure density function given in (23) models 

the early lifetime and random failures with lognormal and 

exponential distributions. The functions of f7(t), f8(t) are 

defined in TABLE II. 

 ( ) ( ) ( )( )7 8
1

2
f t f t f t= +   (23) 

Another failure density function is considered as (24) where 

early lifetime failures are modeled by f9(t) as Weibull 

distribution (β <1) and f10(t) as random failures by 

exponential distribution as summarized in TABLE II. 

 ( ) ( ) ( )( )9 10
1

2
f t f t f t= +   (24) 

C.  Numerical analysis and discussion  

Considering the non-constant failure rates, the state space 

representation of the system is shown in Fig. 12(a), where Fij 

is the CDF of sojourn time in state i in which the system 

transits to state j. F12 and F23 are the exponentially distributed 

repair CDFs with repair rate of 2μ and μ respectively where μ 

is the reciprocal of MTTR given in TABLE II. F32 is the 

failure CDF in which one out of two units fails and F21 is the 

failure CDF if anther operating unit fails. The relation 

between failure density functions in TABLE II with F32 and 

F21 are explained in the Appendix. Employing the failure 

density functions, the kernel matrix can be obtained by (6) 

according to the semi-Markov model represented in Fig. 

12(b). Hence the system availability, employing semi-Markov 

process for the two-unit system is calculated based on (13). 

Furthermore, the system risk LOLE is obtained by (17). The 

obtained results are explained in the following.  

The instantaneous availability of state 3 (A3), in which 

both units are Up, is shown in Fig. 13 for different failure 

characteristics. These results imply that the instantaneous 

availabilities of different failure characteristics diverge from 

the availability of constant (exponential) failure rate even 

though they have the same MTTF and MTTR. Furthermore, 

the availability of state 2 (A2) in which one out of two units is 

Up, is shown in Fig. 14. According to the results illustrated in 

Fig. 13 and Fig. 14, the availability of a system with non-

constant failure rate remarkably depends on the failure 

distribution. Furthermore, estimating the system availability 

using MTTF of the failure distribution causes significant error 

on the outcomes. 
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Fig. 11.  Hazard rate of units, (a) bathtub shaped failure, (b) wear-out and constant failure, (c) Lognormal based early lifetime failure, and (d) Weibull 

based early lifetime failure. 
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Fig. 12.  State space representation of two-unit generation system, (a) state 
transition model with non-exponential failure rates, and (b) semi-Markov 

model. 
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Fig. 13.  Instantaneous availability of state 3: both of units are Up; impact of 

(a) bathtub failure and wear-out, (b) early lifetime failure. 

The LOLE of the two-unit microgrid with different failure 

distributions is calculated based on (17). Since the annual 

load model is utilized, hence, the LOLE is estimated at the 

end of each year according to the minimum availability of 

system states during that year. The obtained results are shown 

in Fig. 15. The interpretation of the results is provided in the 

following.  

a) The system LOLE with constant failure rates is equal to 

2.86 days/year. As shown in Fig. 15, the LOLE with 

exponential failure rate has a constant value during 

operating time. This fact is due to the short transient time 

of availabilities in this case as shown in Fig. 13 and Fig. 

14 given for constant failure rate.  

b) According to [6], the steady state availability values for a 

system having non-exponential distributions are identical 

to those with exponential distributions. However, 

according to Fig. 13 and Fig. 14, the steady state values 

of availabilities are not identical for different failure 

distributions. Moreover, the transient time of some 

distributions are quite longer than that of constant failure 

rate. Therefore, estimating the LOLE of non-

exponentially distributed systems based on the limiting 

state probabilities of its exponential counterpart, will not 

provide accurate risk values. This fact is shown in Fig. 

15 implying that the LOLE of non-exponential 

distributions is less or more than the exponential one 

depending on the failure characteristics. As a 

consequence, risk assessment and management based on 

assuming constant failure rates may not guarantee having 

a reliable system. Therefore, any decision making in 

planning, operation and maintenance of power systems 

require accurate reliability and risk analysis. 

c) Instead of limiting state probabilities of corresponding 

exponentially distributed failures discussed in (b), one 

may use the steady state probabilities of semi-Markov 

approach in (15). These steady state values have been 

written by blue in each case in Fig. 15.  It can be seen 

that the steady state values provide an under-/over-

estimated risk values based on the failure characteristics. 
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Fig. 14.  Instantaneous availability of state 2: one out of two units is Down; 

impact of (a) bathtub failure and wear-out, (b) early lifetime failure. 
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Fig. 15.  LOLE of 2-unit microgrid with the failure rates given in Fig. 11; 

impact of (a) bathtub shape hazard rate and wear out, (b) early lifetime 

failure. 

d) The system risk (LOLE) under non-exponential failure 

rates remarkably depends on the failure distribution. For 

instance, the LOLE under failure characteristics of wear-

out is lower than the LOLE of constant failure rate. 

Moreover, the system risk in the case of bathtub shaped 

failure with MTTF of 6.6 year is sometime higher and 

sometime less than the exponential one. In other cases, 

the system risk is notably greater than the exponentially 

distributed failures.  

e) According to the illustrated results in Fig. 15, the LOLE 

is proportional to the failure rates. For instants, the 

failure rate of bathtub shaped distributions is high in the 

early and end lifetime as shown in Fig. 11(a) 

consequently, the system risk is also high in these 

periods as illustrated in Fig. 15(a). Moreover, in the early 

lifetime failure distributions given in Fig. 11(c) and (d), 

the high failure rates in early lifetime results in high 

LOLE in the same period as shown in Fig. 15(b). 

V.  RELIABILITY OF A POWER ELECTRONIC BASED 

MICROGRID 

In this section, the impact of converter wear-out failure on 

the reliability of a DC microgrid is predicted according to the 

generation system adequacy concept. The generation system 

adequacy can be measured by LOLE as defined in (17), 

which is the number of hours per year that the demand cannot 

be supplied due to the generation shortage. Furthermore, the 

amount of energy curtailed, Ei, due to the generation capacity 

shortage can be used as another index of adequacy, which is 

defined as: 

 
1

n

i i

i

EENS P E
=

=  . (25) 

The DC microgrid is shown in Fig. 16 which comprises 

different energy resources including a 30 kW PV, 2×25 kW 

FC, one 40 kW μT. Furthermore, it is connected to the grid 

through a 50 kW IC converter. Moreover, the annual load 

variation curve, so-called load duration curve, is model by a 

straight line joining the 130 kW of maximum peak load and 

the 40 kW of minimum peak load as shown in Fig. 16. The 

PV system contains four strings with 26 series connected 

285-W PV panels per each string. The output power of PV 

system is predicted according to EN 50530:2010 [35] 

employing measured solar irradiance and ambient 

temperature in Arizona (see Fig. 17 (a and b)). For generation 

system adequacy evaluation, the output power of PV system 

is divided into 15 levels, and the annual probability of each 

power level is shown in Fig. 17 (c).   

The failure and repair data of the DGs are summarized in 

TABLE III. Furthermore, the failure rate of converters for 

different DGs are shown in Fig. 18. The availability of each 

generation unit including its prime mover and converter is 

obtained by Markov process and semi-Markov approach 

respectively. Fig. 19 shows the DGs unavailability function 

with constant failure rates as well as taking into account the 

aging of converters. The aging failure is modeled by the 

Weibull distribution as summarized in TABLE III. The 

converter’s aging characteristics is assumed to be the same 

for all DGs for the sake of comparison. As shown in Fig. 19, 

the wear-out of converters will affect the converter 

unavailability. In order to illustrate the impact of converter 

aging on the system-level reliability, the LOLE and EENS are 

estimated according to (17) and (25).  
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Fig. 16.  Single line diagram of a DC microgrid. 
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Fig. 17. Annual mission profiles of (a) solar irradiance, (b) ambient 

temperature, and (c) probability of PV system output power. 

TABLE III 

DGS AND CONVERTERS RELIABILITY DATA 

DG Prime Mover Converter 

Failure 

type 

Constant 

failure rate 

[f/yr] 

Repair 

time 

[hr] 

Constant 

failure rate 

[f/yr] 

Wear out failure 

parameters* 

(α [yr], β) 

Repair 

time 

[hr] 

PV 0.15 80 0.35 7, 3.5 100 

FC 0.20 150 0.15 7, 3.5 100 

IC 1.00 5 0.20 7, 3.5 100 
μT 0.30 200 0.25 7, 3.5 100 

*Wear-out failure is modeled by the Weibull distribution function. 
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Fig. 18.  Failure rate of converters for different DGs in the DC microgrid 

shown in Fig. 16 with and without converter wear-out. 
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Fig. 19.  Total unavailability of DGs (converter and prime mover) in the DC 

microgrid shown in Fig. 16. 

Fig. 20 shows the system level reliability indices of 

microgrid considering the impact of individual converter 

wearing-out and the aging of all converters. Following Fig. 

20, the microgrid reliability indices LOLE = 7.8 hr/yr and 

EENS = 46.7 kWh/yr considering constant failure rate of the 

DGs as a base case. As shown in Fig. 20, the PV and FC 

converters aging have almost negligible impact on the LOLE 

and EENS. This is due to the fact that the probability of 

output power of PV at different power level is quite low as 

shown in Fig. 17 (c). Moreover, the capacity of each FC unit 

is lower than others, and hence, its impact on system 

reliability is not considerable. The aging of μT converter and 

IC can increase the LOLE by 1.2 hr/yr and 2.2 hr/yr as shown 

in Fig. 20 (a), which can remarkably affect the system 

reliability depending on the application of microgrid. 

Furthermore, the EENS due to the μT converter aging is quite 

low as shown in Fig. 20 (b), while the IC can increase the 

EENS by 23 kWhr/yr which is almost 150% of the base case. 

This is due to the fact that the IC has the largest capacity in 

the system. Considering the aging of all of the converters, the 

LOLE will be increased by 3.7 hr/yr and the EENS will be 

increased by 34 kWhr/yr as shown in Fig. 20. 

As a result, the aging of converters can remarkably affect 

the microgrid reliability depending on their applications. For 

instance, the PV converter aging impact on LOLE and EENS 

is negligible. However, the IC aging has the highest impact 

on the system reliability. Therefore, the accurate reliability 

modeling of converters as one of the fragile components of 

microgrids is of high importance for microgrid design and 

planning. Employing the constant failure rates of components 

may cause inaccurate reliability estimation, and consequently 

non-optimal decision-making. Especially, for some 

applications such as more-electric air crafts and hospitals, the 

accurate reliability modeling is a must.  

VI.  CONCLUSION  

This paper has explored the impact of non-exponentially 

distributed failures on the microgrid reliability. Different 

reliability modeling approaches have been presented, and the 

availability of a single power unit with different failure 

characteristics has been investigated. Obtained results show 

that the availability of non-exponentially distributed systems 
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Fig. 20.  Obtained system-level reliability indices in the DC microgrid 

shown in Fig. 16 considering wear-out of individual converters and all 

converters; (a) LOLE and (b) EENS. (w/o: without) 

 



 

 

is not identical to the corresponding exponentially distributed 

system with the same expected time to failure and repair. 

Therefore, employing MTTF values in system reliability 

analysis will introduce inaccurate results.  

Furthermore, the adequacy of a microgrid with non-

exponential failure rates has been evaluated employing LOLE 

and EENS based risk indices. The obtained results show that 

the LOLE and EENS significantly depend on the failure 

characteristics, and hence, employing MTTF based 

availability or semi-Markov steady state availability may 

cause erroneous reliability and risk results. Hence, optimal 

decision-making for planning and operation of microgrids 

with high penetration of non-exponentially distributed units, 

i.e., power converters requires considering the corresponding 

failure characteristics. The future work will focus on 

extending the time-dependent reliability assessment of a 

large-scale power electronic based power systems.   

VII.  APPENDIX 

The state space representation of a two-unit system is 

shown in Fig. 21(a). As the units have the same capacity, in 

order to reduce the calculation burden, the states b and c – in 

which one out of the two units is Down – can be merged to 

one state, i.e., state 2, as shown in Fig. 21(b). Following the 

definition given in Section II.C, F’32 is the CDF of sojourn 

time in state 3 if the next state is state 2. The probability of 

transition from state 3 to state 1 considering the failure of 

only one unit can be obtained by: 

 ( )    32 1 2 2 1

'
, ,F t Probability T t T t Probability T t T t=   +    (26) 

where T1 and T2 are random sojourn times in state 3 if the 

system transits to state b and c respectively. The probabilities 

in (26) can be calculated by the sojourn times CDF in state 3 

as:  

 ( ) ( ) ( ) ( ) ( )32 3 3 3 3

0 0

'

t t

b c c b

t t

F t dF u dF u dF u dF u

 

= +      (27) 

Considering the same density functions for T1 and T2 as (28), 

the F’32 can be obtained as (29). 

 ( ) ( ) ( )3 3b c
F t F t F t= =   (28) 

 ( ) ( )( ) ( ) ( ) ( )2
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Fig. 21.  State space representation of two-unit generation system, (a) 

Markov model with exponential failure rates, (b) semi-Markov model. 

Similarly, F’12 can be obtained by CDF of transitions from 

state 1 to b and c. Moreover, F’21 is the CDF of sojourn time 

in state 2 given that it will transit to state 1. The sojourn time 

in state 2 is equal to the time being in states b and c where the 

next state is 1. Therefore, F’21 is defined as (30): 
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1 1
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F t T t

T t
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  (30) 

where T3 and T4 are random sojourn times in state b and c 

respectively under the condition that 1 is the next state. 

Considering same density functions for T3 and T4 as (31), the 

F’21 can be obtained as (32). 

 ( ) ( ) ( )1 1c b
F t F t F t= =   (31) 

 ( ) ( )21

'F t F t=   (32) 

Similarly, F’23 can be obtained by CDF of transitions from 

state b and c to 3. 

REFERENCES 

[1] H. E. Johan, G. W. Steven, and H. Ramtin, “Third EGrid Workshop 

Maps the Grid of the Future: Attendees Engage to Examine the Role of 
Power Electronic Applications in Modern Electric Power Systems,” 

IEEE Power Electron. Mag., vol. 6, no. 1, pp. 48–55, 2019. 

[2] S. Wang, Z. Li, L. Wu, M. Shahidehpour, and Z. Li, “New Metrics for 
Assessing the Reliability and Economics of Microgrids in Distribution 

System,” IEEE Trans. Power Syst., vol. 28, no. 3, pp. 2852–2861, Aug. 

2013. 

[3] IEEE PES Task Force on Microgrid Stability Analysis and Modeling, 

“Microgrid Stability Definitions, Analysis, and Modeling,” 2018. 

[4] S. Peyghami, P. Davari, H. Mokhtari, and F. Blaabjerg, “Decentralized 
Droop Control in DC Microgrids Based on a Frequency Injection 

Approach,” IEEE Trans. Smart Grid, vol. 99, no. To be published/DOI: 

10.1109/TSG.2019.2911213, pp. 1–11, 2019. 

[5] J. Setréus, P. Hilber, S. Arnborg, and N. Taylor, “Identifying Critical 

Components for Transmission System Reliability,” IEEE Trans. Power 

Syst., vol. 27, no. 4, pp. 2106–2115, 2012. 

[6] R. Billinton and R. Allan, “Reliability Evaluation of Engineering 

Systems.” New York: Plenum press, 1992. 

[7] R. Billinton and R. N. Allan, “Reliability Evaluation of Power 

Systems,” Second Edi., vol. 30, no. 6. Plenum Press, 1984. 

[8] E. Tomasson and L. Soder, “Generation Adequacy Analysis of Multi-

Area Power Systems With a High Share of Wind Power,” IEEE Trans. 

Power Syst., vol. 33, no. 4, pp. 3854–3862, Jul. 2018. 

[9] J. Setréus, “Identifying Critical Components for System Reliability in 

Power Transmission Systems,” (Doctoral dissertation) KTH Royal 

Institute of Technology, 2011. 

[10] F. A. Bhuiyan and A. Yazdani, “Reliability Assessment of a Wind-
Power System with Integrated Energy Storage,” IET Renew. Power 

Gener., vol. 4, no. 3, p. 211, 2010. 

[11] H. S. Chung, H. Wang, F. Blaabjerg, and M. Pecht, “Reliab. Power 

Electron. Convert. Syst.,” First Edi. London: IET, 2015. 

[12] J. Ribrant and L. M. Bertling, “Survey of Failures in Wind Power 

Systems With Focus on Swedish Wind Power Plants During 1997–
2005,” IEEE Trans. Energy Convers., vol. 22, no. 1, pp. 167–173, Mar. 

2007. 

[13] F. Spinato, P. J. Tavner, G. J. W. van Bussel, and E. Koutoulakos, 
“Reliability of Wind Turbine Subassemblies,” IET Renew. Power 

Gener., vol. 3, no. 4, p. 387, 2009. 

[14] J. Carroll, A. McDonald, and D. McMillan, “Reliability Comparison of 
Wind Turbines With DFIG and PMG Drive Trains,” IEEE Trans. 

Energy Convers., vol. 30, no. 2, pp. 663–670, Jun. 2015. 



 

 

[15] K. Fischer, K. Pelka, A. Bartschat, B. Tegtmeier, D. Coronado, C. 
Broer, and J. Wenske, “Reliability of Power Converters in Wind 

Turbines: Exploratory Analysis of Failure and Operating Data from a 

Worldwide Turbine Fleet,” IEEE Trans. Power Electron., vol. 34, no. 

7, pp. 6332–6344, 2018. 

[16] S. Peyghami, H. Wang, P. Davari, and F. Blaabjerg, “Mission Profile 

Based System-Level Reliability Analysis in DC Microgrids,” IEEE 

Trans. Ind. Appl., no. DOI:10.1109/TIA.2019.2920470, pp. 1–13, 2019. 

[17] S. Yang, A. Bryant, P. Mawby, D. Xiang, L. Ran, and P. Tavner, “An 

Industry-Based Survey of Reliability in Power Electronic Converters,” 

IEEE Trans. Ind. Appl., vol. 47, no. 3, pp. 1441–1451, May 2011. 

[18] K. Ma, Z. Qin, and D. Zhou, “Active Thermal Control for Improved 

Reliability of Power Electronics Systems,” in Reliability of Power 
Electronic Converter Systems, Institution of Engineering and 

Technology, 2015, pp. 195–222. 

[19] H. Wang, M. Liserre, F. Blaabjerg, P. de Place Rimmen, J. B. Jacobsen, 
T. Kvisgaard, and J. Landkildehus, “Transitioning to Physics-of-Failure 

as a Reliability Driver in Power Electronics,” IEEE J. Emerg. Sel. Top. 

Power Electron., vol. 2, no. 1, pp. 97–114, Mar. 2014. 

[20] M. Andresen, G. Buticchi, and M. Liserre, “Study of Reliability-

Efficiency Tradeoff of Active Thermal Control for Power Electronic 

Systems,” Microelectron. Reliab., vol. 58, pp. 119–125, Mar. 2016. 

[21] J. Falck, C. Felgemacher, A. Rojko, M. Liserre, and P. Zacharias, 

“Reliability of Power Electronic Systems: An Industry Perspective,” 

IEEE Ind. Electron. Mag., vol. 12, no. 2, pp. 24–35, Jun. 2018. 

[22] R. Billinton, “Distribution System Reliability Performance and 

Evaluation,” Int. J. Electr. Power Energy Syst., vol. 10, no. 03, pp. 

190–200, 1988. 

[23] Hairong Sun and J. J. Han, “Instantaneous Availability and Interval 

Availability for Systems with Time-Varying Failure Rate: Stair-Step 
Approximation,” in in Proc. IEEE Pacific Rim International 

Symposium on Dependable Computing, 2002, pp. 371–374. 

[24] M. Grottke, H. Sun, R. M. Fricks, and K. S. Trivedi, “Ten Fallacies of 
Availability and Reliability Analysis,” in Proc. ISpringer nternational 

Service Availability Symposium, 2008, pp. 187–206. 

[25] K. S. Trivedi and R. M. Geist, “Decomposition in Reliability Analysis 
of Fault-Tolerant Systems,” IEEE Trans. Reliab., vol. R-32, no. 05, pp. 

463–468, 1983. 

[26] W. Li, “Incorporating Aging Failures in Power System,” IEEE Trans. 

Power Syst., vol. 17, no. 3, pp. 918–923, 2002. 

[27] A. Abiri-Jahromi, M. Fotuhi-Firuzabad, and E. Abbasi, “An Efficient 

Mixed-Integer Linear Formulation for Long-Term Overhead Lines 
Maintenance Scheduling in Power Distribution Systems,” IEEE Trans. 

Power Deliv., vol. 24, no. 4, pp. 2043–2053, 2009. 

[28] C. Singh and R. Billinton, “Reliability Modelling in Systems with Non-
Exponential Down Time Distributions,” IEEE Trans. Power Appar. 

Syst., vol. PAS-92, no. 2, pp. 790–800, Mar. 1973. 

[29] J. F. L. van Casteren, M. H. J. Bollen, and M. E. Schmieg, “Reliability 
Assessment in Electrical Power Systems: The Weibull-Markov 

Stochastic Model,” IEEE Trans. Ind. Appl., vol. 36, no. 3, pp. 911–915, 

2000. 

[30] C. L. Anderson and M. Davison, “An Aggregate Weibull Approach for 

Modeling Short-Term System Generating Capacity,” IEEE Trans. 

Power Syst., vol. 20, no. 4, pp. 1783–1789, Nov. 2005. 

[31] S. Peyghami, P. Davari, H. Wang, and F. Blaabjerg, “Reliability and 

Risk Assessment in a Power Electronic Based Power System (PEPS): 

Using Non-Constant Failure Rates of Converters - IEEE Conference 

Publication,” in Proc. IEEE ECCE EUROPE, 2018, pp. 1–10. 

[32] W. R. Nunn and A. M. Desiderio, “Semi-Markov Processes: An 

Introduction,” Cent. Nav. Anal., pp. 1–30, 1977. 

[33] A. Lisnianski, I. Frenkel, and Y. Ding, “Multi-State System Reliability 

Analysis and Optimization for Engineers and Industrial Managers.” 

London: Springer London, 2010. 

[34] M. Čepin, “Assessment of Power System Reliability: Methods and 

Applications.” Springer Science & Business Media, 2011. 

[35] EN 50530:2010 + A1:2013, “Overall Efficiency of Grid Connected 

Photovoltaic Inverters,” 2013. 

 

Saeed Peyghami, (S’14–M’17) was 

born in Tabriz, Iran on 1988. He 

received the B.Sc., M.Sc. and Ph.D. 

degrees all in electrical power 

engineering from the Department of 

Electrical Engineering, Sharif University 

of Technology, Tehran, Iran, in 2010, 

2012, 2017 respectively. He was a 

Visiting Ph.D. Scholar with the 

Department of Energy Technology, Aalborg University, 

Denmark in 2015 to 2016, where he is currently a 

Postdoctoral researcher. His research interests include power 

electronics, microgrids, renewable energies, and reliability. 

 

 

M. Fotuhi-Firuzabad (F’ 2014) 

Obtained B.Sc. and M.Sc. Degrees in 

Electrical Engineering from Sharif 

University of Technology and Tehran 

University in 1986 and 1989 

respectively and M.Sc. and Ph.D. 

Degrees in Electrical Engineering from 

the University of Saskatchewan, 

Canada, in 1993 and 1997 respectively. He is a professor of 

Electrical Engineering Department and president of Sharif 

University of Technology, Tehran, Iran.  He is a member of 

center of excellence in power system control and 

management in the same department. His research interests 

include power system reliability, distributed renewable 

generation, demand response and smart grids. He is the 

receipient of several national and international awards 

including World Intellectual Property Organization (WIPO) 

award for the outstanding inventor, 2003, and PMAPS 

International Society Merit Award for contributions of 

probabilistic methods applied to power Systems in 2016. Dr. 

Fotuhi-Firuzabad is a visiting professor at Aalto University, 

Finland. He serves as the Editor-In-Chief of the IEEE 

POWER ENGINEERING LETTERS. 

 

Frede Blaabjerg (S’86–M’88–SM’97–

F’03) was with ABB-Scandia, Randers, 

Denmark, from 1987 to 1988. From 

1988 to 1992, he got the PhD degree in 

Electrical Engineering at Aalborg 

University in 1995. He became an 

Assistant Professor in 1992, an 

Associate Professor in 1996, and a Full 

Professor of power electronics and 

drives in 1998. From 2017 he became a Villum Investigator. 

He is honoris causa at University Politehnica Timisoara 

(UPT), Romania and Tallinn Technical University (TTU) in 

Estonia. 



 

 

His current research interests include power electronics and 

its applications such as in wind turbines, PV systems, 

reliability, harmonics and adjustable speed drives. He has 

published more than 600 journal papers in the fields of power 

electronics and its applications. He is the co-author of four 

monographs and editor of ten books in power electronics and 

its applications. 

He has received 29 IEEE Prize Paper Awards, the IEEE 

PELS Distinguished Service Award in 2009, the EPE-PEMC 

Council Award in 2010, the IEEE William E. Newell Power 

Electronics Award 2014 and the Villum Kann Rasmussen 

Research Award 2014. He was the Editor-in-Chief of the 

IEEE TRANSACTIONS ON POWER ELECTRONICS from 

2006 to 2012. He has been Distinguished Lecturer for the 

IEEE Power Electronics Society from 2005 to 2007 and for 

the IEEE Industry Applications Society from 2010 to 2011 as 

well as 2017 to 2018. In 2018 he is President Elect of IEEE 

Power Electronics Society. He serves as Vice-President of the 

Danish Academy of Technical Sciences. He is nominated in 

2014, 2015, 2016 and 2017 by Thomson Reuters to be 

between the most 250 cited researchers in Engineering in the 

world. 

 

 


