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Plasmon enhanced light scattering into
semiconductors by aperiodic metal nanowire
arrays

H. U. ULRIKSEN,* T. SØNDERGAARD, T. G. PEDERSEN, AND K.
PEDERSEN

Department of Materials and Production, Aalborg university, Skjernvej 4, 9220 Aalborg East, Denmark
*huu@nano.aau.dk

Abstract: Light scattering from nanostructures is an essential ingredient in several optical
technologies, and experimental verification of simulations of light scattering is important. In
particular, solar cells may benefit from light-trapping due to scattering. However, light that is
successfully trapped in an absorbing media such as e.g. Si necessarily escapes direct detection.
We present in this paper a technique for direct measurement and analysis of light scattering from
nanostructures on a surface, exemplified with aperiodic patterns of Ag strips placed on a GaAs
substrate. By placing the structures on the flat face of a half-cylinder, the angular distribution of
light scattered into the azimuth plane can be directly detected, including directions above the
critical angle that would be captured if the substrate had the form of a slab. Modelling of the
scattered light by summing up contributions from each strip agrees with the experimental results
to a very detailed level, both for scattering backward and into the substrate.

© 2019 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Metallic nanoparticles have been intensively studied due to the strong scattering at the particle
plasmon frequency [1–3]. A special case is nanostructures on a surface which is of interest for
applications such as optical nanoantennas [4] and light-trapping in thin-film solar cells [1,2]. High-
refractive-index substrates are of particular interest since they have a large effect on the scattering
properties. These applications rely not only on the strong scattering of nanostructures but also the
ability to control the direction of the scattered light. The scattering and absorption cross-sections
of plasmonic metal nanoparticles have previously been studied both theoretically [5–8] and
experimentally [5, 9, 10], and the mechanisms governing these properties are well understood.
For thin-film solar cells in particular, the angular distribution of light scattered on a nanostructure
is important in order to trap as much light as possible. Hence, it is sought to maximize the
fraction scattered into the substrate and to scatter the light into angles above the critical angle.
The theoretical work in this area is extensive and covers a range of sample geometries, such
as a scatterer above or on a surface [8, 11–13] and a scatterer in a sandwich structure [6, 14].
Experiments measuring the angular distribution of light have primarily focused on emission from
a single scatterer using dark-field microscopy [15, 16] or special mirrors [17]. Other experiments
measure the angular distribution of light scattered off an ensemble of nanoparticles [18], but here
the single-particle angular distribution is lost and it is typically light scattered into air which is
measured.
For analysis and optimization purposes it is important to verify the simulated properties of

nanostructures. Such verification can be difficult, however, in the actual device geometry due to
light-trapping and absorption. For instance, the absorption in silicon (Si) is sufficiently high to
make it difficult to detect light scattered into the Si substrate, in particular with wavelengths of
interest for solar cell applications, and to obtain sufficient signal-to-noise ratio, while maintaining
the angular information. Hence, in this paper we present a practical and simple method to address
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these issues. A simple experiment is constructed where the angular spectrum of light scattered
into the semiconductor can be determined directly using an angle scanning setup [19]. This
is achieved by placing the structures on the flat side of a half-cylinder, near the center axis of
the cylinder. The scattering angles into the cylinder material can be determined by detecting
the angular spectrum transmitted through the cylindrical surface. As Gallium arsenide (GaAs)
has almost the same refractive index as Si just below the Si bandgap, but very low absorption,
the experiments are performed using a GaAs half-cylinder and a laser diode with a wavelength
of 980 nm. This allows us to directly observe the scattering angles as well as the scattering
cross-section of the structures. Hence, we demonstrate that the proposed method is a useful
and accurate tool for verification of simulated angular scattering profiles of relevance for e.g.
plasmon-enhanced solar cells.

2. Theory

Fig. 1. (a) Sample geometries for a single strip. (b) Scattering cross section as a function of
strip width for 3 different gap sizes. The dashed lines represent the strip width on the two
samples that have been fabricated. (c) Scattering per unit angle into both air and substrate
for a 130 nm strip. (d) Schematic illustration of the structure written on the flat side of the
half-cylinder.

2.1. A single strip

The scattering of light by a large number of Ag nanostrips on a GaAs surface will, in this
paper, be modelled by superposing scattered fields originating from each nanostrip. At normal
incidence and in-plane polarization perpendicular to the strips there is very little scattering in
the x-direction (see Fig. 1(a)), except for the generated near-field. The combination of a thick
substrate, a relatively large distance between strips, and the aperiodic structure, allows us to
neglegt multiple scattering between nanostrips, inter-strip coupling [20, 21] and surface-modes.
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The total scattered field is thus obtained as the scattered field from a single nanostrip multiplied
by a factor that takes into account the different propagation distances from each nanostrip before
the light reaches the detector.
The scattering by a single Ag nanostrip on a GaAs surface being illuminated by a normally

incident plane wave (see Fig. 1(a)) has been calculated by using the Green′s function surface
integral equation method (GFSIEM) [22] for 2D scattering problems. The nanostrip is assumed
to be of infinite length (along the z-axis), and the electric field is polarized along the x-axis. The
corners of the nanostrip are rounded with a 2-nm corner radius. The thickness of the nanostrip is
20 nm, and the wavelength is 980 nm. According to the literature [23, 24] a native oxide layer on
the GaAs is estimated to be from 0.5 nm to app. 2 nm depending on oxidation time. We take into
account the effect of this layer by adding a small air-gap between the strip and the GaAs surface.
The scattering cross section, i.e., the total scattered power normalized to the incident power per
unit area, is shown in Fig. 1(b) as a function of strip width. By normalizing the scattering cross
section with the strip width resonances can be easily identified. The resonances are due to the
excitation of surface plasmon polaritons propagating back and forth across the Ag strips (along
x) and being reflected at the strip edges. This leads to standing-wave resonances when the total
round-trip propagation and reflection phase is an integer multiple of 2π. The peaks in Fig. 1(b)
are due to excitation of the 1st and 3rd order standing-wave resonances. The 2nd order resonance
cannot be excited when using normally incident light due to symmetry considerations [22]. By
assuming an oxide layer thickness of 1-2 nm a peak is found at the strip width of app. 130 nm,
while a strip width of 250 nm being also considered in the paper is mid between resonances. The
scattered radiation pattern (or differential scattering cross section) for a 130-nm-wide strip is
shown in Fig. 1(c). Most of the scattered light goes into the semiconductor substrate, which
is a consequence of the large refractive index of GaAs compared with air [22]. In addition, a
large fraction of the scattered light is at angles that are above the critical angle of a GaAs-air
interface (≈ 17◦ at 980 nm). A plane wave being incident on a planar GaAs-air interface, i.e.,
from the GaAs side at an angle above the critical angle, would be totally internally reflected. In
the case of a GaAs film this means that the light would be trapped in the GaAs, which is useful
for a solar cell. The radiation pattern is almost the same as the one for a 30-nm-wide and 17-nm
thick strip (see [22]), which is because in both cases the strip width is significantly smaller than
the wavelength, and the radiation pattern is similar to that of a dipole in both cases.

2.2. Array of strips – reflection

To obtain a large signal-to-noise ratio of the measured scattered light, one strip is not enough.
Introducing more strips with equidistant spacing gives rise to sharp diffraction peaks, which, in
connection with the experiment, is undesirable as all information of the scattering profile for a
single strip is lost. To circumvent this we place the Ag strips in an aperiodic array to diffract the
light into a broad range of angles and thereby obtain information on the scattering profile. To
model the measured radiation pattern from the multiple strips we divide the model into two cases:
backscattered light and light scattered into the substrate. In each case we assume the structures to
be invariant along the z-axis.
For the backscattered case the model is straight forward. The detector is moved around the

half-cylinder at angles up to θ = 90◦ as illustrated in Fig. 2(a). At large distances from the strip
the scattered field will propagate roughly as a cylindrical wave and for each detector angle (θ),
see Fig. 2(b), the electric field at detector angle θ is calculated as

E(θ) = F
∑
p

S(αp) exp(−ik0rp) exp
(
−(xp−xc )2

w2

)
rp

. (1)

Here, F is a scaling factor, S(αp) is the square root of the single-strip radiation pattern (Fig. 1(c))
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Fig. 2. (a) Detector setup. (b) Sketch showing angles and distances used in the model for
reflection. (c) Sketch showing angles and distances used in the simple model for transmission.

at angle αp (see Fig. 2(b)), k0 is the free-space wave-number, and rp is the distance from strip
number p to the detector, also, xp is the strip position on the surface for strip p, xc is the position
of the center axis of the incident beam relative to the center of the write-field, and w is the width
of the incident Gaussian beam on the surface.

2.3. Array of strips – transmission

For light scattered into the substrate the problem is more complex for two reasons mainly. First,
the distance traveled by light from the individual strip to the detector varies a great deal due to
refraction and the curved backside. Second, the scattering intensity depends highly on the angle,
as seen in Fig. 1(c).

One could question the need to include the effects mentioned above for the forward scattering
and attempt a simpler approach much like Eq. (1). In such a simple model we assume that light
from each strip also travels to the sensor in a straight line, neglecting the curved backside and the
refraction of light as illustrated in Fig. 2(c). Again, the detector rotates around the fixed axis,
now at angles above θ = 90◦. The distance from strip to sensor, rp , is easily calculated, and if L2
(see Fig. 2(c)) is assumed the same for every strip, the distance travelled in GaAs follows directly.
The electric field at the detector angle θ is then calculated as

E(θ) = TF
∑
p

S(αp) exp(−ik0n1L1,p) exp(−ik0L2) exp
(
−(xp−xc )2

w2

)
rp

. (2)

T is the transmission coefficient of the GaAs to air interface, n1 is the complex refractive index
of GaAs, and L1,p = rp − L2 is the distance traveled in GaAs. As will be apparent in Sec. 4.4
this model does not describe the measured signal and the effect of the curved backside must be
considered.
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The issues arising from the curved backside are illustrated in Fig. 3. If a strip is placed at the
center of rotation, the distance travelled in the substrate is the same as the half-cylinder radius
(R), the distance travelled in air is L2 = L − R, and the detector angle θ is the same as the angle
of the scattered light detected. For strips placed off center all three are changed into θ ′, L ′1 and
L ′2. Due to the relatively small radius of the cylinder and the high refractive index of GaAs, all
three effects are significant and cannot be neglected.
To correct for these effects we introduce the two parameters δ and α′, both illustrated in Fig.

3. δ is the change in the optical path length in air and α′ is the change in angle, relative to the
detector angle, of the scattered light reaching the detector. Moreover, we found it necessary
to introduce a fitting-parameter (y′ in Fig. 3) to account for a mismatch in rotational axis and
surface. The angles in Fig. 3 are greatly exaggerated and are in the experiment very small, thus,

Fig. 3. Sketch of sample and detector system. The sketch is not to scale, L = 0.30 m and R =
2.7 mm.

both δ and α′ can be estimated via the matrix method in paraxial optics;
d0

α0

 =

1 L2

0 1




1 0
n1−n2
Rn2

n1
n2



1 L1

0 1



d ′

α′

 . (3)

We define the optical axis as the straight line between the rotational axis and the detector. d0 is the
height above the optical axis of the light-beam at the detector and is always zero as the detector
per definition is on the optical axis. α0 is the angle of the light-beam at the detector. d ′ is the
strip height above the optical axis and can for each strip be calculated as d ′ = y′cos(θ)+ x ′sin(θ),
where x ′ is the position of the strip on the surface, and y′ is the surface offset (see Fig. 3). We
calculate L1 = R − y′sin(θ) + x ′cos(θ) and L2 = L − R, where L is the distance from center of
rotation to the detector and R is the radius of the half-cylinder. n1 and n2 = 1 are the refractive
indices of the substrate and air, respectively. By solving Eq. (3) one obtains both α0 and α′. To
calculate δ we estimate d = L2tan(α0) and then δ = R −

√
R2 − d2. The corrected distance for

each strip in both substrate and air is then

L ′1 = (L1 − δ)/cos(α′)
L ′2 = (L2 + δ)/cos(α0).

(4)

Finally, the laser beam has a Gaussian beam profile with a width w, thus each strip is not
illuminated equally. We end up with an expression for the total electric field at each detector

                                                                                                  Vol. 27, No. 10 | 13 May 2019 | OPTICS EXPRESS 14312 

Received 21 Feb 2019; revised 9 Apr 2019; accepted 11 Apr 2019; published 2 May 2019 



position as

E(θ) = TF
∑
p

S(θ ′p) exp(−ik0n1L ′1,p) exp(−ik0L ′2,p) exp
(
−(x′p−xc )2

w2

)
L ′1,p + L ′2,p

. (5)

T is the transmission coefficient of the GaAs to air interface, F is a scaling factor, S(θ ′p) is the
square root of the scattering intensity per unit angle in direction θ ′p = θ + α′p. x ′p is the strip
position on the surface for strip p. Finally a simple moving average is applied to model the width
of the detector.
The sample is mounted on a 5-axis stage when the structures are written using e-beam

lithography. This gives an uncertainty on the positions of the write-fields relative to each other.
This write-field stitching error must be accounted for in the model, but will result in a large
number of variables if the position of all illuminated write-fields should be free to move. In order
to limit the number of free variables in the models, we assume z invariance and that only three
write-fields are illuminated. This is reasonable as the full width half maximum (FWHM) of the
laser beam is 160 µm. This limits the free variables of the back scatter model to two write-field
stitching, one beam-center and a scaling factor. For the forward scatter model we reuse the former
values and need only one free parameter, the GaAs surface offset. The GaAs half-cylinder was
grinded and polished by hand and imperfections in the shape of the half-cylinder are expected.
As a consequence, prior to the experiment, a calibration of the half-cylinder was performed by a
number of different diffraction gratings written on the half-cylinder. The gratings were made
using e-beam lithography. The measured diffraction angles for each grating were then compared
to the theoretical value to make a calibration curve. As a final remark, this method is not limited
to any particular ordering of the strips or specific polarization of light. However, the array must
be aperiodic with sufficient gap between strips. Within this limitation the proposed method can
be applied to general scattering geometries and any polarization of the incidence light.

2.4. Summary of model

The list below gives an overview of how the different parameters for the models are obtained.

General assumptions:

Three write-fields, z invariance and cylindrical waves.

Measured quantities:

Width of the beam, distance from the cylinder axis to the detector, radius of the
half-cylinder, calibration of the half-cylinder.

Model of the backscattered light

Free parameters: Write-field stitching error, beam-center position and scaling
factor.

Model of the forward scattered light

From backscattering model: Write-field stitching error, beam-center position and
scaling factor.
From literature: Refractive index of substrate.
Free parameters: The GaAs surface offset.
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Fig. 4. SEM image showing the full width of a 100 x 100 µm2 write-field with 130 nm Ag
strips. Write-field stitching errors are seen in the red squares.

3. Experimental

The experimental setup is shown in Fig. 2(a). Laser light with a wavelength of 980 nm from a
continuous laser-diode is focused with a 200 mm focal length lens onto the flat side of the half
cylinder at normal incidence. The FWHM of the beam at focus has been measured to 160 µm.
We use a Si detector mounted on an arm with a length of L = 0.30 m that can be rotated around
the half-cylinder and all intensities are obtained from a single measurement. The half cylinder
used in the experiment has a radius of R = 2.7 mm and is made of crystalline GaAs. The Ag
strips are made by a standard e-beam lithography and lift-off procedure and are placed near the
center on the flat side of the half-cylinder, with all strips parallel to the cylinder axis.

Specifically, two different samples have been fabricated, one with strips of 130 nm width and
one with 250 nm width, all with a thickness of 20 nm. The width of 130 nm is chosen as it is
expected to be at a plasmon resonance, whereas 250 nm is between two resonances, and a weak
plasmon effect is expected, see Fig. 1(b). The e-beam-setup has a writing area of 100 x 100 µm2,
so both the 130 nm area and the 250 nm area are made of several identical write-fields written
close together (see Fig. 1(d)).

The strips must be placed in an aperiodic manner and the exact position of each strip must be
known. This is possible using e-beam lithography and for this experiment we have chosen the
following position for each strip on a write-field of 100 x 100 µm2

xp = ±50µm
(

p
pmax

)1.4
, p = 1, 2, 3, ..., pmax (6)

where xp is the position of strip p and pmax is the number of strips in one half of the write-field.
The number of strips is determined by the required coverage

Both the 130 nm area and 250 nm area are designed to have a strip coverage of 10%, which
leads to 77 strips and 40 strips on a 100 x 100 µm2 area, respectively. For the 130 nm sample the
range of periods spans from 0.24 µm to 1.83 µm . A SEM image of a part of a 100 x 100 µm2

write-field with 130 nm strips is shown in Fig. 4. Also indicated in the red squares on Fig. 4 are
write-field stitching errors, which can lead to both an increase and a decrease in the distance
between the outer strips of two neighboring write-fields.
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Fig. 5. Measured intensity of the transmitted light for the setup illustrated in Fig. 2(a). The
incidence light is polarized transverse to the strips and results are shown for the aperiodic
array of 130 nm and 250 nm Ag strips and the same areas without strips.

4. Results

4.1. Direct transmission

The level of interaction between light and nanostructures, both in terms of scattering and
absorption, is an important property to investigate. Figure 5 shows the intensity of the directly
transmitted beam. The polarization of the incidence light is transverse to the strips and results
are shown both for the 130 nm and the 250 nm strips and for the same areas with no strips.
The asymmetry in the directly transmitted beam, especially for the clean surface, is related to
the beam quality of the laser diode used in the experiment. The reductions indicated in Fig. 5
represent the difference in directly transmitted light, with and without strips. It is calculated by
comparing the integrated intensity per unit angle between the critical angles (from 163◦ to 197◦)
for the same area, with and without strips. Thus, the reductions represent the light that is lost via
absorption, reflection and scattering into angles larger than the critical angle due to the Ag strips.
For the 130 nm wide strips (see Fig. 5) we see a larger decrease in transmitted light compared
to the case of 250 nm strips, i.e, ≈ 16% and ≈ 7%. This corresponds well with the expected
resonance for the 130 nm strip (see Fig. 1(b)). The difference in magnitude of scattering out of
the direct beam is also evident in Fig. 1(b), where the cross section per strip width on resonance
is twice as large as off resonance. This comparison is posible as both areas have a 10 % strip
coverage. The measured reduction contains both reflection, absorption and scattering, but at this
structure size, scattering is the dominating effect [6, 9].

4.2. Scattered light – reproducibility

We now turn our attention to the diffracted light, starting with the total scattered light and means
of tracking changes in the properties of nanostructures. Figure 6 shows the intensity of the light
scattered off the aperiodic array of 130 nm Ag strips on the GaAs surface and is defined as
Is = I − I0 where I is the measured intensity with strips and I0 is the measured intensity without
strips. The black line is the intensity from a new sample, whereas the red line is the intensity
from the same sample, but 80 days older. The scattered intensity for the 80 days old sample has
been multiplied by a factor of 8. Angles from 0◦ to 90◦ are backscattered light and from 90◦
to 180◦ is light scattered into the substrate and transmitted through the half-cylinder. The 90◦
to 180◦ intensity has been corrected for transmission and reflection losses. The green line is
the calculated scattering per unit angle for a single strip and is equivalent to the one shown in
Fig. 1(c). First, the ratio of backward to forward scattered light can be directly assessed and
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Fig. 6. Measured scattered intensity of the diffracted light from the aperiodic array of 130
nm Ag strips. The green line shows scattering per unit angle for a single 130 nm Ag strip on
a GaAs surface. The black line is the measured signal for a new sample, while the red line is
for an 80 days old sample multiplied by a factor of 8. The transmitted intensity has been
corrected for transmission and reflection losses.

compared with the calculated profile(see Fig. 1(c)). Second, we see that our measurements for
the new and 80-day old sample show the same complex peak pattern and intensity distribution
except for a scaling factor where the intensity is much lower for the old sample. Exposure to
the atmosphere is known to affect Ag nanostructures and both reduce plasmon effects and shift
resonances [25, 26] which, in this case, results in a large decrease in scattering cross-section
and thereby the scattered intensity. The interference between light scattered from the individual
strips is clearly visible as a large number of peaks forming a complex pattern. As illustrated,
this pattern is largely unaffected by the oxide layer, and the position of the peaks is reproducible.
Thus this method is a strong tool for tracking changes in the properties of the nanostructures.

4.3. Backscattered light

We now discuss the details of the diffraction pattern. First, we consider the backscattered light.
The red line in Fig. 7(a) shows the measured intensity of the backscattered light from the
aperiodic array of 130 nm Ag strips. The black line in Fig. 7(a) is the calculated backscattered
light using Eq. (1) and the green line shows the scattering per unit angle from a single 130 nm
Ag strip on a GaAs surface. We have restricted ourself to three write-fields in the model, which
are perfectly placed next to each other with no write-field stitching error (Fig. 4). The strips are
infinitely long and the beam is perfectly centered on the middle write-field. Both the measured
signal and the calculated spectra (F in Eq. (1)) have been scaled to a maximum intensity of one.
With these initial parameters our model shows some resemblance with the measured signal. Both
the strong onset of signal around 30 degree, which is caused by diffraction from the long period
part (1.83 µm) of the aperiodic array, and large scale features at high angle are modeled with
some success.
To improve our model we include the write-field stitching error and the position of the beam

center axis by allowing the two outer fields and the beam (xc) to move, still using Eq. (1).
Optimizing the position of the write-fields and the beam in the model resulted in the calculated
graphs in Fig. 7(b), again, both the measured signal and the calculated spectra have been scaled
to a maximum intensity of one. We obtained the best result with the following movements:
left write-field shift 0, right write-field shift 0.9 µm, and xc = 7 µm. The write-field shifts are
within the accuracy of 1-2 µm for the stage in the e-beam lithography setup. The center of
the half-cylinder surface can be found with comparable precision, and a xc value of 7 µm is
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Fig. 7. In both (a) and (b), the green lines shows the scattering per unit angle from a single
130 nm Ag strip on a GaAs surface. The red line is the measured signal from the aperiodic
array of 130 nm Ag strip and the black lines are the calculated signals using Eq. (1). In (b)
the positions of the write-fields and the beam center have been optimized to match modelling
and measurements.

Fig. 8. The green line shows the scattering per unit angle from a single130 nm Ag strip on a
GaAs surface. The red line is the measured signal from the aperiodic array of 130 nm Ag
strips and the black line is the calculated signal using Eq. (2). The model is corrected for
transmission and reflection losses. In the model we have used the write-field stitching error,
beam axis position and scaling factor obtained from the modelling of the backscattered light.
The dashed vertical line at ≈ 163◦ represents the critical angle for the GaAs-air interface.

within the expected range when also considering imperfections in the shape of the half-cylinder.
This has a large impact on the model for the backscattered light, which is now very close to the
measured signal. Both the peak positions and the intensity of each peak fit well with the measured
ones. The small differences probably originate from the fact that we only use three write-fields
and neglect write-fields above and below these three which also contribute to the signal.

4.4. Forward scattering

First, we compare the result of modelling using Eq. (2) with the measured signal for the aperiodic
array of 130 nm Ag strips. The result is presented in Fig. 8, where the black line is the model,
the red line is the measured signal and the green line is the scattering per unit angle for the
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Fig. 9. In both (a) and (b), the green lines shows the scattering per unit angle from a single
strip on which the respective models in (a) and (b) are based. The red line is the measured
signal from the the aperiodic array of 130 nm Ag strips and the black lines are the calculated
signals using Eq. (5) based on (a) free space dipole scattering and (b) the radiation pattern
from a 130 nm wide Ag strip on a GaAs surface (see Fig. 1(c)). The models are corrected
for transmission and reflection losses. In both models we have used the write-field stitching
error, beam axis position and scaling factor obtained from the modelling of the backscattered
light. The dashed vertical line at ≈ 163◦ represents the critical angle for the GaAs-air
interface.

single 130 nm Ag strip on GaAs. The critical angle for a GaAs-air interface is represented by the
vertical dashed line. The model is corrected for transmission and reflection losses and, finally, we
have used the write-field stitching error, beam axis position and scaling factor obtained from the
backscattering model. The modelling is based on a GaAs refractive index of n = 3.52+ i0.000083
at a wavelength of 980 nm, as obtained from interpolating Sopra SA data [27]. The result clearly
shows the need for a more detailed model for the forward scattered light. Despite the information
obtained from the backscattering, the simple model only agrees on the overall intensity of the
forward scattered light.

In Fig. 9 the results using the detailed model (Eq. (5)) are presented. The figure contains two
separate graphs, each with the measured signal from the aperiodic array of 130 nm Ag strips in
red, the modelling in black, the scattering per unit angle for a single 130 nm Ag strip in green
and a vertical black line representing the critical angle. In Figs. 9(a) and 9(b) the models are the
same but are based in 9(a) on S(αp) for a dipole in free space and in 9(b) on S(αp) for the 130
nm Ag strip on a GaAs surface (Fig. 1(c)). Like the previous simple model, the calculations are
corrected for transmission and reflection losses. The results have been obtain using the write-field
stitching error, beam axis position and scaling factor obtained from the backscattering model,
and by optimizing the surface offset (y′). We obtained the best result with a surface offset of y′ =
210 µm, which is reasonable considering the experimental setup where the rotational axis of
the detector and the center axis of the half-cylinder are aligned using the sample-stage with no
direct indication of overlap. The results are very convincing when using the radiation pattern in
Fig. 1(c), with good agreement between theory and experiment. For the model using free-space
dipole scattering, the peak pattern is equally well described, but some deviations with respect
to the intensity level appear. The peak pattern is fixed by the strips positions on the substrate
whereas the intensity is related to both the strips position and the scattering per unit angle used in
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the model.

5. Conclusion

A technique has been presented for verification of simulated light-scattering from surface
nanostructures, with particular focus on verification of the angular scattering profile of a single
scatterer. The technique is based on using multiple scatterers placed in an aperiodic array for
increasing the signal-to-noise ratio, and at the same time maintaining angular information of the
light-scattering from a single scatterer. By placing the scatterers on the flat face of a half-cylinder,
the light scattered into the surface is coupled out through the curved sides of the cylinder, such
that the angular profile of light scattered into the substrate can be measured. A thick substrate in
combination with the aperiodic array allows us to treat the scatterers as non-interacting, provided
we use a sufficiently large distance between neighboring scatterers. This leads to a detailed model
for scattering from the aperiodic array based on summing up contributions from each scatterer
using the scattering profile of a single scatterer, and taking into account the scattering direction
and light propagation distances in different media. The experiments are convincingly modelled,
both for the backward- and forward-scattered light. With the correct scattering profile for a single
strip, the complex experimental diffraction pattern is accurately reproduced. Importantly, the
comparison proved very sensitive to the single strip scattering profile used in the model. Thus, we
find that our technique enables sensitive experimental verification of simulated angular scattering
profiles.
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