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ABSTRACT This paper presents solutions for efficient multiplexing of ultra-reliable low-latency commu-
nications (URLLC) and enhanced mobile broadband (eMBB) traffic on a shared channel. This scenario
presents multiple challenges in terms of radio resource scheduling, link adaptation, and inter-cell interfer-
ence, which are identified and addressed throughout this paper. We propose a joint link adaptation and
resource allocation policy that dynamically adjusts the block error probability of URLLC small payload
transmissions in accordance with the instantaneous experienced load per cell. Extensive system-level simula-
tions of the downlink performance show promising gains of this technique, reducing theURLLC latency from
1.3 to 1 ms at the 99.999% percentile, with less than 10% degradation of the eMBB throughput performance
as comparedwith conventional scheduling policies.Moreover, an exhaustive sensitivity analysis is conducted
to determine the URLLC and eMBB performance under different offered loads, URLLC payload sizes, and
link adaptation and scheduling strategies. The presented results give valuable insights on the maximum
URLLC offered traffic load that can be tolerated while still satisfying the URLLC requirements, as well as
what conditions aremore appropriate for dynamicmultiplexing ofURLLC and eMBB traffic in the upcoming
5G systems.

INDEX TERMS 5G New Radio, link adaptation, scheduling, radio resource management, ultra-reliable
low-latency communications.

I. INTRODUCTION
The upcoming fifth generation (5G) New Radio (NR) will
provide support for a wide range of services and applica-
tions [1], [2]. Besides enhanced mobile broadband (eMBB),
supporting an evolution of today’s broadband traffic, 5G will
enable ultra-reliable low-latency communications (URLLC),
where small payloads must be correctly transmitted and
received in a very short time (up to 1 ms) with a success
probability of 99.999% [3]. Support for such unprecedented
requirements of latency and reliability will open the door to
novel use cases, including wireless control and automation in
industrial environments [4], inter-vehicular communication
for safety [5], smart grids [6], and real-time tactile Inter-
net services [7].

The strict requirements of URLLC call for a broad set
of enhancements covering different parts of the 5G radio
interface. The studies in [8]–[10] focus on addressing the
harmful effects of the radio channel, which represent a major

challenge to the reliability of the system. It is shown how
a combination of micro- and macroscopic spatial diver-
sity techniques plays an important role in dealing with the
large- and small-scale fading effects, and the co-channel
interference. To achieve low over-the-air transmission delay,
the use of short transmission time intervals (TTIs) is of
significant importance [11]. The study in [12] analyses the
downlink latency performance with different TTI durations
and load conditions where, in line with [13], the trade-
offs between spectral efficiency, latency and reliability are
observed. Under conditions of reliable control channels and
feedback, the use of retransmission techniques such as hybrid
automatic repeat request (HARQ) can substantially relax the
block error probability (BLEP) constraint that the URLLC
transmissions need to fulfil [14]. The advantage of using
multiple transmission attempts, as compared to a single (very
conservative) transmission, is a reduction of the average
amount of radio resources required to transmit the small data
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payloads [14]. Building on these studies, [15] presented mul-
tiple medium access control (MAC) layer enhancements for
URLLC, which are corroborated by extensive system-level
simulations of the downlink latency performance in a multi-
user and multi-cell wide-area environment. In scenarios with
only URLLC traffic, it is shown that the link adaptation
inaccuracies, as a consequence of the very sporadic traffic and
rapid interference variations, represent a major challenge.

The multiplexing of URLLC traffic with more traditional
eMBB traffic is also gaining increased attention in industry
and academia. In [16], a simplified analytical queuing analy-
sis shows how dynamic multiplexing of both services (in both
time and frequency domain) can significantly improve the
resource efficiency of the wireless system. Following the
same direction, [17] shows the benefits of punctured schedul-
ing techniques, which allow the latency-critical traffic to
overwrite the longer ongoing eMBB transmissions. Despite
these valuable findings, there are still some challenges and
open questions that require further study. Those include
(i) how to efficiently distribute the resources between eMBB
and URLLC while ensuring their respective quality-of-
service (QoS) requirements, and (ii) how to deal with
the larger inter-cell interference generated from scheduling
eMBB users. The first challenge is typically addressed by
the packet scheduler functionality. QoS-aware scheduling
techniques for cellular systems such as High Speed Packet
Access (HSPA) and Long Term Evolution (LTE) have been
exhaustively studied in the open literature, see e.g. [18], [19].
It is clear from those studies that users with tight latency con-
straints should be prioritized when allocating radio resources,
either by using hard priority or soft priority type-of solu-
tions. Regarding (ii), co-channel inter-cell interference is one
of the limiting factors in cellular networks, and has been
addressed in many papers, e.g. [20], [21]. In the context of
URLLC, [22] and [23] study inter-cell coordinated power
boosting and/or cell muting schemes as a way to achieve high
reliability and low latency in 5G, whereas [24] and [25] anal-
yse different deployment strategies (cell layout and frequency
reuse pattern) in order to meet the coverage requirements
in a factory automation scenario. Reliable transmission of
data under severe interference can also be handled to some
extent by selecting a sufficiently robust modulation and cod-
ing scheme (MCS) such that low BLEP is achieved [26].
Selecting an appropriate BLEP target is, however, not triv-
ial in dynamic multi-user environments, where multiple
URLLC transmissions may need to be accommodated in the
same TTI (with limited amount of frequency resources) [15].

Given the aforementioned challenges, this paper presents
enhancements for efficient support of URLLC and eMBB
in 5G cellular networks, focusing on the downlink. The
proposed solutions are derived for a highly-dynamic envi-
ronment, with multiple users and cells, time-varying traffic
and inter-cell interference. Building on the previous work
in [15], we consider the case where the network carries
only URLLC traffic, and cases where URLLC user equip-
ments (UEs) coexist with traditional best-effort eMBB traffic.

As it will be shown, the challenges for achieving the stringent
requirements of URLLC are rather different for those two
cases, calling for different solutions.

The contributions of this paper can be summarized as
follows:
• We present a QoS-aware and radio-channel-aware
packet scheduling mechanism, able to efficiently serve
the URLLC users in accordance with their QoS require-
ments, even in the presence of eMBB traffic.
Our packet scheduling framework closely interacts with
the link adaptation functionality, such that the BLEP of
the URLLC transmissions is dynamically adjusted in
coherence with the instantaneous URLLC load experi-
enced per cell.

• We propose an attractive channel quality indicator (CQI)
measuring procedure, which significantly improves the
URLLC link adaptation accuracy. The proposed proce-
dure applies a low-pass infinite impulse response (IIR)
filtering of the measured interference, which effectively
deals with the large load fluctuations due to the sporadic
URLLC traffic.

• As there is no such thing as a free lunch, we determine
the cost in terms of eMBB throughput for satisfying the
stringent URLLC latency and reliability requirements.

An extensive system-level evaluation is carried out to
quantify the benefits of the proposed enhancements. The
presented results offer insight on the maximum offered
URLLC traffic load that can be tolerated in the system, as well
as its sensitivity to the URLLC-eMBB traffic composition,
URLLC payload size, and link adaptation and scheduling set-
ting. The complexity of our system model prevents a purely
analytical evaluationwithout omittingmany important practi-
cal aspects. The performance is therefore assessed via highly
detailed system-level simulations, following the 5G NR eval-
uation methodology agreed in the 3rd Generation Partner-
ship Project (3GPP) [2]. The simulator includes explicit and
detailed modelling of the majority of radio resource manage-
ment (RRM) functionalities, and link-to-system mapping for
determining the error probability of each data transmission.
These mechanisms, as well as the proposed techniques are
based on underlying mathematical models, which are derived
and described in the paper. When conducting the simula-
tions, good practice in ensuring trustworthy and statistically-
reliable results is applied.

The rest of the paper is organized as follows: Section II
describes the considered network and traffic model, and the
performance metrics. Section III outlines the RRM consider-
ations, including the proposed radio resource scheduling and
link adaptation enhancements. The simulation assumptions
are outlined in Section IV. The performance results are shown
in V, followed by concluding remarks in Section VI.

II. SETTING THE SCENE
A. NETWORK LAYOUT AND TRAFFIC MODEL
We follow the 5G NR modelling assumptions for a wide-
area macro cellular scenario as outlined in [2]. This consists
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of C cells which are deployed in a sectorized manner, with
three sectors per site and 500 meter inter-site distance. A set
of U UEs are uniformly distributed across the network area.
Two different traffic compositions are considered: In case (i),
the U UEs are configured with URLLC type-of traffic. This
consists of small payload sizes of B Bytes (ranging from
32 to 200 Bytes [2]) that arrive for each URLLC UE in the
downlink direction, following a Poisson arrival process with
mean arrival rate λ [payload/s]. This traffic model is known
as FTP Model 3 in 3GPP [2]. Case (ii) consists of a mix
of URLLC and eMBB UEs. eMBB UEs are modelled with
background full buffer best-effort downlink traffic.

The following notation is used throughout the paper: set
of cells and UEs are denoted by C = {1, ...,C} and U =
{1, ...,U}, respectively. To distinguish the UE type, we define
Uurllc = {1, ...,Uurllc} ⊆ U as the set of URLLC UEs, and
U − Uurllc as the set of eMBB UEs. We use superscript Uc

to indicate the set of users connected to cell c. The URLLC
offered load, defined as Lurllc = Uurllc · B · λ/C , is used to
indicate the average amount of URLLC traffic that is offered
per cell. The time domain is slotted into subframes or TTIs,
each containing a set P = {1, ...,P} of physical resource
blocks (PRB) in the frequency domain.

B. FRAME STRUCTURE AND NUMEROLOGY
Users are dynamically multiplexed on a time-frequency grid
of resources, using orthogonal frequency division multiple
access (OFDMA) and frequency-division duplexing (FDD).
The physical layer numerology follows the agreements
in 3GPP for 5G NR: 15 kHz sub-carrier spacing (SCS),
14 OFDM symbols per 1 ms, and a PRB size of 12 sub-
carriers (180 kHz) as the baseline configuration, although
options with 2N scaling of the SCS (N ∈ [1, 2, ..., 5])
are also allowed in the standard [2]. The carrier bandwidth
configuration is 20 MHz, corresponding to P = 100 PRBs.
The 3GPP has also agreed on using different TTI durations in
accordance with the user-specific requirements. The possible
time-domain scheduling resolutions include a slot, composed
of 14 OFDM symbols; and mini-slots of 1 to 13 OFDM
symbols [2]. For the purpose of achieving low latency, we
assume that URLLC and eMBB UEs are scheduled on a
2 OFDM symbol (0.143 ms) mini-slot resolution. We refer
to [15], [17], and [27] for URLLC and eMBB system-level
performance results with different TTI durations.

Each data transmission to a user is indicated with a
scheduling grant. The scheduling grant contains information
on the specific time-frequency resource allocation for each
user, the employed MCS, and other transmission parame-
ters required to decode the data. In line with [28], the con-
trol channel (CCH) for transmitting the scheduling grant is
accommodated within the resources assigned to each user
(i.e. in-resource CCH). The coding rate of the in-resource
CCH is dynamically adapted in accordance with the user’s
channel condition, as expressed in the CQI report. We assume
that the in-resource CCH will carry similar information as
the LTE physical downlink control channel (PDCCH), and

we therefore use the PDCCH link-level performance [29]
as a reference. That is, a minimum of 36 resource ele-
ments (REs) in order to transmit the CCHwith a BLEP of 1%,
with additional repetition encoding in form of aggregation
levels 2, 4, 8, depending on the user’s channel condition.
One RE corresponds to one OFDM subcarrier symbol. Note
that the considered in-resource CCH allows for more flexible
scaling of the control channel overhead, as compared to LTE
where the PDCCH overhead is either 7%, 14%, or 21% [30].

On each scheduling opportunity, the resource allocation
to a user must be sufficiently large to accommodate the
in-resource CCH as well as a reasonable data payload and
reference symbols [27]. Table 1 summarizes the required
number of REs for the CCH depending on the user-specific
signal to interference and noise ratio (SINR), as well as the
corresponding minimum frequency-domain allocation size
assumed in this work.

TABLE 1. CCH overhead and scheduling format for a 2-symbol (0.143 ms)
TTI size [29].

.

C. LATENCY BUDGET
For each UE, data from higher layers are received at the
serving cell and stored in a user-specific transmission buffer
as illustrated in Fig. 1. The URLLC latency is measured
from the moment a URLLC payload arrives at the serving
cell until it is successfully received at the UE. Assuming a
first transmission error probability of Pe, the latency T for a
successfully received first transmission equals τ , expressed
as P(T = τ ) = 1− Pe, with

τ = max (τq; τf )+ τtx + τprx , (1)

where τq is the queuing delay of the URLLC payload at the
base station, τf is the so-called frame alignment, τtx is the
transmission time of the payload, and τprx is the process-
ing time at the receiver end. The receiver processing time
is constant. The frame alignment is uniformly distributed
between zero and the TTI length τtti, i.e. τf ∈ U (0, τtti).
The transmission of a URLLC payload takes at least
one TTI but may also take multiple TTIs depending on the
available resources, payload size, and radio channel condi-
tions, i.e. τtx is a discrete random variable with probability
mass function fulfilling

∑
∞

N=1 N · τtx = 1. The base station
queuing delay τq accounts for the time the data arrives at the
serving cell until it is considered for scheduling (transmis-
sion). The value of τq depends on the arrival rate of payloads
at the base station, the scheduling policy, as well as on how
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FIGURE 1. System model.

fast the payloads are transmitted, and thus it is also a random
variable. For networks with low offered load, τq → 0, as the
incoming payloads are transmitted much faster than they
arrive. As the offered load increases, queuing theory allows
to determine the distribution of τq under typically simplified
assumptions, e.g. fixed payload transmission time at the base
station (constant air interface capacity) or fixed amount of
concurrent payload transmissions per TTI [16]. However,
for a realistic radio system, the distribution of both τq and
τtx are very hard to analytically derive, as the rate at
which payloads are successfully transmitted (and received by
the UEs) is a multi-dimensional random process, depending
on the users’ experienced SINR condition, and therefore also
on the time-variant other-cell interference and radio propaga-
tion conditions.

For cases where the first transmission is erroneously
decoded by the UE, a HARQ retransmission is triggered. The
decoding error probability of a first HARQ retransmission is
denoted P′e, where it can be assumed that P′e � Pe due to the
HARQ soft combing gain. We can therefore express

P(T = τ + τHARQ) = Pe · (1− P′e), (2)

where τHARQ denotes the HARQ round trip time (RTT). Note
that (2) assumes that HARQ retransmissions are always pri-
oritized, and hence are not subject to queuing delays. In line
with [15], we assume τHARQ = 4 · τtti. Fig. 2 shows an
example time-line of the transmission of a URLLC payload.
For a matter of simplicity, we assume τtx = τtti = 0.143 ms
and τq = 0. Under these conditions, the maximum latency
corresponds to 6 · 0.143 ms = 0.86 ms, hence satisfying
the 1 ms latency target. In practice, τq ≥ 0 for each
URLLC transmission, and its effect will be closely analysed
when presenting the performance results in Section V.

III. RADIO RESOURCE MANAGEMENT CONSIDERATIONS
A. BASIC LINK ADAPTATION
The packet scheduler and link adaptation functionality play
an important role in fulfilling the users’ QoS requirements.
Dynamic link adaptation is assumed for all users (regardless
of the service type) by adjusting the used MCS per downlink

FIGURE 2. Diagram of URLLC downlink data transmissions, assuming one
HARQ retransmission and τq = 0.

transmission. The supported MCS index,m, for a certain user
is expressed as,

m = argmax
m
{Rm|Pe ≤ Ptarget }, (3)

corresponding to the largest supported data rate, Rm, by using
MCS index m without exceeding a block error probability
of Ptarget . The default setting for the BLEP target is
Ptarget = 0.1 (as also assumed for LTE CQI reporting [30]).
In practice, this is achieved by having the UEs measure
the experienced SINR, followed by evaluation of (3), given
knowledge of the BLEP vs SINR mapping curve for each
of the supported MCSs. However, due to UE SINR esti-
mation imperfections and CQI reporting delays (during
which the SINR conditions may change), the well-known
outer loop link adaptation (OLLA) algorithm is applied,
where the received CQI values are offset by a certain
factor O (a.k.a. the OLLA offset) [31]. Thus, in effect,
the offset O is subtracted from the estimated SINR before
selecting the MCS. This is feasible since the CQI table is
designed to have constant SINR offset between the entries.
Thus, if the SINR offset between the CQI table entries
is 1 dB, and the OLLA offset equals X dB, then the received
CQI index is offset by round(X ) steps before being used.
In line with [31], the factor O is increased by 1up upon
receiving a NACK from a previous transmission, while it is
decreased by 1down if receiving a ACK. Thereby, the long-
term average block error probability is controlled to con-
verge to P̄e = (1 + 1up/1down)−1. The MCS for the
eMBB users is adjusted to reach P̄e = 0.1 (10%). For the
URLLC UEs, the BLEP target should be sufficiently low
to fulfil their reliability and latency requirements, but also
not lower than that as this would mean using unneces-
sary transmission resources (i.e. PRBs), potentially harming
other users in the system [14], [15]. In the following, we
first describe the conventional resource allocation approach,
where the link adaptation for URLLC users is configured to
achieve a static average long term block error probability of
P̄e = 0.01 (1%) or P̄e = 0.001 (0.1%). Next, we present
an improved resource allocation method that dynamically
adjusts the BLEP of each individual URLLC transmission in
accordance with the instantaneous experienced load per cell.

B. RESOURCE SCHEDULING WITH FIXED
BLEP TARGET
The baseline resource allocation scheme works as follows:
on each TTI n, each cell c ∈ C independently allocates up
to P PRBs to its associated users Uc, taking into account the
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user-specific QoS class and radio-channel conditions [31].
The QoS-awareness is achieved by dividing the scheduling
procedure into two stages: a first one where PRBs are allo-
cated to the URLLC users with pending data transmission1;
and a second one where the remaining PRBs (if any) are
allocated to the Uc

−Uc
urllc eMBBUEs (i.e. hard priority type-

of scheduling). For each step, each PRB p is assigned to the
user u∗ that maximizes the well-known proportional fair (PF)
metric, i.e.,

u∗p = argmax
u

{
ru,p[n]
Tu[n]

}
, (4)

where n is the discrete time index for the scheduling interval,
ru,p is an estimate of the instantaneous supported data rate of
user u ∈ Uc in the p-th PRB, and Tu is its average delivered
user throughput in the past. The value of ru,p is estimated
based on the periodical frequency-selective CQI report sent
by each UE, whereas Tu[n] is calculated recursively using a
moving average filter and is only updated for users that have
data buffered [32]. The use of the scheduling metric in (4)
is especially relevant when multiple URLLC UEs need to
be scheduled in the same TTI, as it implicitly captures the
frequency-varying channel quality. The cell index has been
left out of (4) for the sake of simplicity.

On each scheduling interval, the allocation size
(i.e. number of PRBs) to a user can be as small as indicated
in Table 1, whereas the maximum allocation size is a func-
tion of the available resources, user pending data, and the
employed MCS. The MCS is selected in order to reach a
fixed BLEP target (P̄e = 0.1 for eMBB, and P̄e = 0.01 or
P̄e = 0.001 for URLLC).

C. RESOURCE SCHEDULING WITH DYNAMIC
BLEP ADJUSTMENT
Fig. 3 outlines the operation of the proposed resource alloca-
tion scheme with dynamic BLEP adjustment for the URLLC
transmissions. The scheduling procedure consists of three
steps. Steps 1 and 3 are inherited from Section III-B. In step 1,
each cell c allocates PRBs to its associated URLLC UEs
based on their experienced channel quality as expressed in
the CQI report. The key point in this step is that each URLLC
UE uwith pending data transmission receives an allocation of
size xu PRBs (xu ∈ [0, 1, ...,P] and

∑
u∈U c xu ≤ P), such that

the URLLC payload can be transmitted with a modest initial
BLEP target, e.g. P̄e = 0.01. Once the initial X c =

∑
u∈U c xu

PRBs have been allocated, step 2 consists on assigning a
proportion 0 (0 < 0 < 1) of the remaining P− X c PRBs to
the already allocated URLLC users. The additional resources
will allow to transmit the URLLC small payload with a more
conservative MCS (i.e. even further reduced BLEP). The
question is now: how to select and distribute the 0 · (P− X c)
PRBs among the different URLLC users? We assume that
each URLLC user u is allocated with γu additional PRBs,

1HARQ retransmissions are prioritized over new transmissions in line
with [31].

FIGURE 3. Scheduling procedure with dynamic BLEP adjustment.

where γu is calculated proportionally to the user’s initial
allocation size xu, i.e.,

γu =
0 · (P− X c)

X c
· xu . (5)

As an example, for 0 = 0.5, two URLLC users who receive
an initial allocation size x1 = 16 PRBs, and x2 = 21 PRBs,
would be scheduled on γ1 = 0.5 · (100− 37)/37 · 14 ≈ 12
and γ2 = 0.5 · (100− 37)/37 · 21 ≈ 18 additional PRBs
in step 2. The γu additional PRBs for each user are selected
following the PF rule as described in (4).

In step 3, the remaining (1 − 0) · (P − X c) PRBs
are allocated to the eMBB UEs. Note that for 0 = 1,
eMBB users will only be scheduled on TTIs where no
URLLC traffic is present. This setting provides the high-
est URLLC reliability, at the expense of the largest
eMBB throughput degradation; whereas the case with 0 = 0
corresponds to the baseline scheduling operation (as described
in Section III-B). In essence, the proposed resource allocation
technique aims at scheduling URLLC UEs with a modest
BLEP target, e.g. P̄e = 0.01 for URLLC, but can be
lower depending on the configured 0, and the experienced
URLLC traffic load on each scheduling instant.

D. ACCURATE CQI MEASUREMENTS
As mentioned, the UE selects a CQI based on the experi-
enced channel quality. The post-receiver SINR is typically
used for such purpose as it captures the potential interfer-
ence cancellation/suppression capabilities of the UE receiver.
For single-stream transmissions, as considered in this work,
a common expression for the post-receiver SINR experienced
by user u in a system with Nr receive antennas at the UE, and
Nt transmit antennas at the cells is [33],

9u,c =
�u,c‖guHu,cfc‖2 Pc∑

i∈I �u,i‖guHu,ifi‖2Pi + σ 2
n,u
, (6)

where sub-index c denotes the serving cell; I ⊆ C is the set
of cells that create interference to user u; �u,i denotes the
large scale fading (pathloss and shadowing); gu ∈ C1×Nr is
the receiver filter; Hu,i ∈ CNr×Nt represents the small scale
fading; fi ∈ CNt×1 is the transmit precoder; Pi is the transmit
power; and σ 2

n,u is the total background noise power received
by the user.

The nominator in (6) represents the power of the desired-
signal and it is measured using the cell-specific reference
signals transmitted by the serving cell [30]. In contrast,
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TABLE 2. Simulation assumptions.

the received interference and noise (denominator) is typi-
cally measured on radio resources used for data transmission,
meaning that it captures the time and frequency transmit-
power variations in accordance to the instantaneous load at
each interfering cell. Accurate link adaptation is therefore
challenging in scenarios with only URLLC traffic: Due to
the relatively small payloads, a URLLC transmission gener-
ally occupies a subset of the available PRBs within a TTI.
This fact, together with the sporadic nature of URLLC traf-
fic, result in a rapidly changing interference pattern, hence
making it difficult to accurately select and report a CQI
that fulfils the specified BLEP constraint upon the down-
link transmission. This problem is also well-known from
LTE system-level performance analyses in non-fully loaded
networks [34]. However, it is exacerbated in this scenario
as drastic variations occur from TTI to TTI and on a
PRB basis.

In LTE, the UE determines the CQI based on a finite
number of channel quality measurements obtained from a
relatively short measuring window [30]. Our proposal is to
modify the UE measurement procedure of the CQI report,
by including historical information of the experienced inter-
ference. On each TTI n, each UE umeasures the interference
with a certain PRB resolution (a.k.a. sub-band). The instanta-
neous interference measurement on the s-th sub-band is given
by,

yu,s[n] =
∑
i∈I

�u,i[n]‖gu[n]Hu,i,s[n]fi[n]‖2Pi,s[n]+ σ 2
n,u.

(7)

Note that (7) is basically the denominator of (6), but limited
to the n-th TTI and s-th sub-band. Each yu,s[n] measurement
is filtered with a low-pass first-order IIR filter, resulting in

the following smoothed value:

su,s[n] = α · yu,s[n]+ (1− α) · yu,s[n− 1], (8)

where α is the forgetting factor (FF) of the filter (0 < α < 1).
The per-sub-band CQI, which is periodically reported to the
serving cell, contains the low-pass filtered interference infor-
mation su,s[n] together with the latest desired-signal fading
information, i.e.:

9u,c,s[n] =
�u,c[n]‖gu[n]Hu,c,s[n]fc[n]‖2Pc

su,s[n]
, (9)

Note that the received power from the serving cell (nominator
of (9)) varies in a much lower time scale and, except for very
high UE speeds, it is possible to track the channel variations
with relatively high accuracy [30]. The FF α determines how
much weight is given to the latest interference measurement
as compared to the previous ones. Following the previous
work in [15], we use α = 0.01, which provides significantly
latency and reliability improvement.

IV. SIMULATION ASSUMPTIONS
The performance evaluation is based on dynamic
system-level simulations following the 3GPP 5GNRmethod-
ology [2]. The default simulation assumptions are sum-
marized in Table 2. The network layout, UE distribution
and traffic follow the description presented in Section II-A.
The network is composed of C = 21 cells, where
Uurllc = 210 URLLC UEs are uniformly distributed (10 UEs
per cell in average). eMBB background traffic is modelled
with 105 additional UEs (5 UEs per cell in average) with best-
effort full-buffer downlink traffic.

The simulator’s time-resolution is one OFDM symbol,
and it includes explicit modelling of the radio resource
management functionalities described in Section II and III.
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TABLE 3. URLLC RU[%] for different URLLC offered loads and URLLC payload sizes.

The simulator has been used to generate a large variety of LTE
and 5G NR performance results and has been calibrated with
system-level simulators from several 3GPP member compa-
nies. The basic methodology is outlined in the following: on
every TTI, the experienced SINR for each scheduled user is
calculated per RE, assuming a minimum mean square error
interference rejection combining (MMSE-IRC) receiver [35].
The MMSE-IRC receiver is modelled with the following
receiver filter expression,

gu = fHc H
H
u,cR

−1, (10)

where R is the interference covariance matrix, i.e.,

R = PcHu,cfcfHc H
H
u,c +

∑
i∈I

PiHu,ififHi H
H
u,i + σ

2
n,uI, (11)

where I is the identity matrix. Given the SINR per RE,
the effective exponential SINR model [36] is applied for
link-to-system-level mapping to determine if the transmission
was successfully decoded. Asynchronous adaptive HARQ
with Chase Combining is applied in case of failed transmis-
sions, and the SINRs for the different HARQ transmissions
are linearly added [37]. The maximum number of
HARQ retransmissions is limited to 6 for both URLLC and
eMBB UEs; although, in practice, URLLC transmissions
experience at most two HARQ retransmissions due to the low
initial BLEP target. Closed-loop single-stream single-user
2x2 MIMO transmission mode is assumed, i.e. benefiting
from both transmission and reception diversity against fast
fading radio channel fluctuations [8]. The use of closed-
loop MIMO schemes provide a valuable SINR gain over
open-loop schemes, even under the presence of errors in the
feedback channel [38]. Dynamic link adaptation is applied
for both data and the in-resource CCH, based on periodical
frequency-selective CQI reports from the UEs. The simulator
does not consider user mobility; however, the dynamic traffic
model and fast fading effects (calculated for a UE speed
of 3 km/h) provide significant variability to the channel
conditions. Unless otherwisementioned, we assume low-pass
IIR CQI measurements at the UE (Section III-D) for cases
with only URLLC traffic. Each cell independently schedules
its users with full priority for URLLC traffic.

For each URLLC UE, payloads of B Bytes are generated
in the downlink direction following a Poisson distribution
with arrival rate λ. Payload sizes of 32 Bytes, 50 Bytes and
200 Bytes are considered [2]. When presenting the results,

we will refer toURLLC offered load or simply offered load to
indicate the average amount of URLLC traffic that is offered
per cell.

The latency (defined in Section II-C) of each suc-
cessfully received URLLC payload is collected and used
to form empirical complementary cumulative distribution
functions (CCDF). For URLLC, the key performance indi-
cator (KPI) is the achievable latency with 99.999% probabil-
ity, i.e. the 10−5 percentile of the CCDF. For eMBB users,
the primary KPI is the 5th percentile and 50th percentile
(or median) of the downlink end-user throughput.

The simulation time corresponds to at least 5 million
successfully received URLLC payloads. Assuming that the
obtained latency samples are uncorrelated, this allows to
estimate the 99.999% percentile of the latency cumulative
distribution with an error margin of at most ±5%,2 with a
95% confidence level [39]. In practice, some correlation is
present among the latency samples, slightly increasing the
error margin of the results.

V. PERFORMANCE RESULTS
The URLLC latency and eMBB throughput performance is
evaluated under different offered load conditions, scheduling
policies, and URLLC payload sizes. The percentage of PRBs
allocated to URLLC traffic (we refer to this as URLLC
resource utilization (RU)) is summarized in Table 3. Here,
we assume a fixed BLEP target P̄e = 0.001 (0.1%) for
URLLC traffic and 0 = 0. As expected, the URLLC RU
increases with the URLLC offered load Lurllc. This growth
is non-linear for cases without eMBB traffic. Apart from the
larger volume of data that needs to be delivered, higher Lurllc
results in larger inter-cell interference and consequently lower
signal quality for URLLC users. In contrast, cases with full-
buffer eMBB traffic correspond to a fully loaded network.
This results in close-to linear increase of the URLLC RU
vs Lurllc, since the signal quality of the UEs does not change
with the offered load.

A. URLLC PERFORMANCE
We first focus on cases with 200 Byte URLLC payloads.
Fig. 4(a) shows the CCDF of the URLLC latency under
different offered load conditions, for the scenario without
eMBB traffic. At the 10−5 percentile, it is observed that

2The actual error margin depends on the steepness of the latency cumula-
tive distribution at the percentile of interest.
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FIGURE 4. URLLC latency distribution for different URLLC offered load conditions, and traffic configurations. P̄e = 0.001 for URLLC; 0 = 0; 200 Byte
payload.

the 1 ms latency requirement is fulfilled for all the consid-
ered offered loads of URLLC traffic. Specifically, a latency
of ∼0.86 ms is achieved, matching the latency budget
in Fig. 2. The different components contributing to the
URLLC latency are also depicted. The upper part of the distri-
bution (100 – 10−3 percentile) represents the case where the
URLLC payloads are immediately scheduled and correctly
received at the UE. With 10−3 probability (equivalent to
the URLLC-specific 0.1% BLEP target), the initial URLLC
transmissions are not correctly received at the UE side.
This triggers a HARQ retransmission, which is immediately
scheduled after receiving the HARQ NACK at the serving
cell. In addition to this, some temporary queuing delay is
experienced at the cells’ buffers when operating at a offered
load of 8 Mbps, hence degrading the URLLC latency.

Fig. 4(b) shows the URLLC latency distribution for cases
with eMBB traffic. It is observed that the 1 ms latency with
1 − 10−5 reliability is not fulfilled, even at low URLLC
offered loads. Even though URLLC transmissions are fully
prioritized by the packet scheduler, the larger inter-cell inter-
ference from scheduling eMBB users significantly degrades
the URLLC latency performance. This is highlighted in Fig. 5
which shows the distribution of the instantaneous post-
detection SINR of the URLLC users. Cases without eMBB
traffic experience a 7 dB SINR degradation at the median
when increasing the offered load from 1Mbps to 8Mbps. For
the scenario where the network is fully loaded with eMBB
traffic, the SINR is independent of the URLLC offered load,
and significantly worse than the cases with only URLLC traf-
fic. Lower SINR results in lower MCS for data transmissions
and higher CCH overhead. As a consequence, larger amount
of PRBs (see Table 3) is required to deliver the URLLC
payloads, having a negative impact on the queuing delay at
the cell and transmission delay (e.g. a URLLC payload not
fitting in a single TTI).

The URLLC latency and reliability performance is tightly
related to the scheduling and link adaptation settings.

FIGURE 5. Instantaneous per-user per-subcarrier SINR for different
URLLC offered load conditions, and traffic configurations.
P̄e = 0.001 for URLLC; 0 = 0; 200 Byte payload.

Fig. 6(a) summarizes the latency performance at the 1−10−5

percentile for different offered traffic loads. For the scenario
without eMBB traffic, we show settings with α = 0.01
and α = 1 of the low-pass CQI filtering enhancement.3

For the case where eMBB traffic is present, we include dif-
ferent configurations of the scheduling technique (0 > 0)
presented in Section III-C. It is observed that the pro-
posed CQI filtering scheme provides large gains, as low-
pass information of the experienced interference is implicitly
included in the CQI report. These benefits are especially
relevant at high load when the cell activity is higher and
more sporadic interference is experienced across the network.
For cases with eMBB traffic and 0 = 0, the configured
URLLC BLEP target has a large impact on the achievable
latency. At low URLLC offered load, it is advantageous

3Note that this technique is less relevant in scenarios where eMBB
background traffic is present, as stable full-load interference conditions are
experienced.
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FIGURE 6. Summary of (a) URLLC latency at the 1− 10−5-percentile, and (b) eMBB throughput at the 5th- and 50th-percentile. 200 Byte
payload.

to operate with P̄e = 0.001 (0.1%) in order to reduce
the occurrence of HARQ retransmissions (and the corre-
sponding HARQ processing delay). As the load increases,
non-negligible queuing starts to occur at the cells’ buffers,
which deteriorates considerably the latency performance.
Under such circumstances, it is beneficial to operate with
P̄e = 0.01 (1%) in order to increase the spectral efficiency
of the system and reduce the queue length. Due to these
tradeoffs, the proposed resource allocation algorithm (0 > 0)
provides much better latency performance. Recall from
Section III-C that the proposed scheduling technique aims at
scheduling URLLC UEs with a BLEP target of at most 1%,
but can be lower depending on the instantaneous URLLC
load at each cell. The 1 ms URLLC latency requirement
is fulfilled for offered loads up to 2 Mbps, although the
latency performance at higher URLLC offered loads is still
decent (≤1.4 ms). Settings with 0 = 1 provide the best
URLLC performance, whereas 0 = 0.3 still provide rel-
evant latency improvement with only minor impact on the
eMBB throughput performance, as will be presented next.

B. EMBB PERFORMANCE
Fig. 6(b) shows the 5th- and 50th- percentile of the
eMBB throughput under different scheduling and traffic set-
tings. As expected, the eMBB throughput decreases as we
increase the URLLC offered load. Configurations with0 = 0
achieve the highest eMBB throughput, whereas cases with
0 > 0 experience lower throughput at the expense of reduced
URLLC latency, as shown in Fig. 6(a). Particularly, the setting
with 0 = 0.3 offers significant latency reduction (e.g. from
∼1.3 ms down to ∼1.05 ms at 4 Mbps offered load) with a
small throughput degradation (≤10% for any URLLC offered
load condition). Furthermore, the proposed solution is highly
robust and flexible, as it brings relevant URLLC latency
and reliability improvements for a wide range of offered
load conditions without requiring fine adjustment of the link
adaptation settings.

FIGURE 7. URLLC latency performance for different payload sizes and
CCH settings. P̄e = 0.001 for URLLC; 0 = 0.

C. SENSITIVITY TO THE URLLC PAYLOAD SIZE
The sensitivity to the URLLC payload size is presented next.
As observed in Table 3, settings with smaller payload sizes
experience larger RU as compared to the 200 Byte payload
case, which is a consequence of the larger CCH overhead.
Under these circumstances, the considered in-resource CCH
brings relevant benefits, as it allows more flexible scaling
of the CCH as compared to LTE. Fig. 7 shows the URLLC
latency at the 1 − 10−5 percentile for 32 Byte and 50 Byte
payload sizes, with and without eMBB traffic. In order to
illustrate the benefits of the in-resource CCH, we include
cases where the maximum number of scheduled URLLCUEs
per TTI is limited to six.4 It is observed that the enforced CCH
restriction considerably degrades the URLLC performance.

4Common assumption for LTE performance evaluation, given the limited
PDCCH capacity [30].
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FIGURE 8. Proportion of allocated PRBs per TTI per cell for different
URLLC payload sizes and offered loads. No eMBB traffic.
P̄e = 0.001 for URLLC; 0 = 0.

As an example, the setting with 32 Byte payload does not
achieve the 1 ms latency requirement for Lurllc ≥ 6 Mbps,
even for cases without eMBB traffic. This degradation is
mainly due to the enforced CCH restriction, meaning that
radio resources are left unused due to the limited CCH
capacity. Some performance degradation is also observed
for settings with 50 Byte payload size; although the 1 ms
latency requirement is still fulfilled. In contrast, cases without
the enforced CCH restriction (fully flexible CCH) achieve
significantly better performance. The URLLC requirements
are fulfilled from low load to high load, also in cases where
eMBB traffic is present in the network. Such good perfor-
mance is mainly due to the lower amount of PRBs required
for the transmission of smaller payloads. This is reflected
in Fig. 8, where the empirical distribution of the allocated
PRBs per TTI for 1 and 8 Mbps offered load is shown for the
scenario with only URLLC traffic. Even though small pay-
load sizes experience larger average RU (Table 3), the vari-
ance of the allocated PRBs per TTI is much larger for cases
with a payload size of 200 Bytes. As an example, for cases
with 8 Mbps and 200 Byte payload, the 100% of the PRBs
are scheduled with a non-negligible 10−2 probability. This
results in large queuing and transmission delay, meaning that
URLLC transmissions are not immediately scheduled upon
arrival. This temporary queuing occurs less often for payload
sizes of 32 Bytes or 50 Bytes, which explains the much better
latency performance (for cases without CCH limitations).

Although not shown in the results, similar findings can
be obtained by fixing the URLLC payload size and varying
the available carrier bandwidth. For instance, doubling the
bandwidth would allow to increase by a factor of two or more
the URLLC load that can be tolerated in the system [16].
Hence, increasing the available bandwidth, or operating
with small payload sizes are two relevant approaches to
improve the resource efficiency of the system, i.e. allowing
high resource utilization while still achieving the stringent
URLLC requirements.

VI. CONCLUSIONS
In this paper, we have presented solutions for efficient multi-
plexing of URLLC and eMBB traffic on a shared channel.
Specifically, a dynamic resource allocation technique have
been proposed which provides a simple, yet effective method
to determine how the radio resources should be distributed
between the two service classes, in accordance with the
well-known tradeoffs between reliability, latency and spectral
efficiency. A detailed system-level analysis of the URLLC
and eMBB downlink performance shows significant gains
of the proposed solution, reducing the URLLC latency from
1.3 ms to 1 ms at the 99.999% percentile, with less than
10% degradation of the eMBB median throughput perfor-
mance, as compared to conventional scheduling techniques.
The main messages brought by this paper are the following:
(i) It is possible to multiplex URLLC with eMBB traffic such
that the URLLC requirements are fulfilled even under very-
high interference from serving the eMBB users. (ii) There is
a price to pay in terms of eMBB throughput performance in
order to achieve stringent latency and reliability requirements
of URLLC. And (iii) the URLLC performance is highly
sensitive to the traffic characteristics, particularly the relation
between the available carrier bandwidth, the offered load,
and the URLLC payload size. As an example, cases with
relatively large URLLC payload size (200 Bytes) fulfil the
requirements only for low or medium offered load conditions
(< 4 Mbps), whereas settings with smaller payload size
(32-50 Bytes) can operate at higher load (≥8 Mbps). In the
latter case, we have highlighted the importance of a flexible
control channel design in order to avoid problems of control
channel blocking, as known from LTE.

Future work must consider a more realistic modelling of
eMBB traffic, e.g. finite buffer traffic including the trans-
mission control protocol (TCP) flow control mechanisms.
Also, accounting for control channel errors and ACK/NACK
misdetections is of relevance to further assess the
URLLC latency and reliability performance.
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