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TOWARDS PERCEPTUALLY OPTIMIZED SOUND ZONES: A PROOF-OF-CONCEPT STUDY

Taewoong Lee, Jesper Kjær Nielsen, and Mads Græsbøll Christensen

Audio Analysis Lab, CREATE, Aalborg University, Aalborg, Denmark
{tlee, jkn, mgc}@create.aau.dk

ABSTRACT

The creation of sound zones has been an active research topic for ap-
proximately two decades. Many sound zone control methods have
been proposed, and the best approaches result in a target to interferer
ratio (TIR) of about 15 dB in a practical set-up. Unfortunately, this is
far from a TIR of about 25 dB which is currently believed necessary
to make sound zones commercially viable. However, state-of-the-art
sound zone control methods take neither the input signal character-
istics nor human auditory perception into account. In this paper, we
show how a recently proposed sound zone control framework called
VAST can be extended into perceptual VAST (P-VAST) which takes
input signal characteristics and human auditory perception into ac-
count. We also make a proof-of-concept simulation and an AB pref-
erence test which both show that P-VAST outperforms traditional
sound zone control methods in terms of perceptually meaningful
metrics such as STOI and PESQ in a fairly simple set-up.

Index Terms— Sound zones, human auditory system, masking
effect, variable span trade-off filter, personal sound

1. INTRODUCTION

Sound zones allow multiple people in the same acoustical space to
enjoy their own desired audio contents without using headphones.
Generally, two types of zones are considered: a bright zone and a
dark zone. The bright zone is a confined region in which a desir-
able sound field is reproduced as faithfully as possible, whereas the
dark zone is a confined region in which the sound field is suppressed
as much as possible. These two zones are created by controlling a
loudspeaker array, and multiple bright zones can be created by super-
posing the individual bright and dark zone solutions for every input
signal. Sound zones have many applications including outdoor con-
cert [1], mobile phones [2], car cabins [3], personal computer [4],
and other applications [5, 6].

The performance of sound zone control strategies is typically
measured in terms of either the acoustic contrast, the reproduction
error, or the target to interferer ratio (TIR). The acoustic contrast de-
scribes the ratio of the acoustic potential energy between the bright
and dark zones, and this is maximized in the control strategy known
as acoustic contrast control (ACC) [7]. On the other hand, the repro-
duction error, i.e., signal distortion, describes the difference between
the reproduced and desired sound fields, and this is minimized in the
control strategy known as pressure matching (PM) [8]. Finally, TIR
is a zone-specific measure describing the ratio of either the acous-
tic potential energy or loudness between the desired and interfering
sound fields in a given zone (see [9] for more on this). Unfortu-
nately, a high contrast and a low distortion cannot be optimized for
simultaneously. Instead, ACC maximizes the acoustic contrast and
the signal distortion, whereas PM minimizes both. This has been re-
cently shown in [10] where a framework referred to as variable span

trade-off filter (VAST) was proposed. VAST allows one to trade-off
the acoustic contrast for the signal distortion and vice versa.

To make sound zones commercially viable, the perceived sep-
aration between the desired and interfering sound fields in a zone
should be high enough, and the reproduction error should be small
enough. A recent listening experiment in [11] on both speech and
music signals found that at least 25 dB of TIR (loudness-based) is
needed to give a distraction score of at most 10 (out of 100) where
the distraction is defined as how much the interfering signal is tak-
ing the attention away from the desired signal [12]. Unfortunately,
BACC-PM [13, 14], which was recently proposed and used as the
sound zone control method in the above study, has only been re-
ported to give a TIR of around 15 dB in a practical set-up. On the
surface, this rather large gap between the reported and needed TIR
seems discouraging for the applicability of the sound zone technol-
ogy, but it is important to stress that the needed TIR should be seen in
the context of the control method being used rather than a universal
design criterion that all control methods should fulfill.

To the best of our knowledge, except [15] where the noise
masker has been introduced to hide the reproduced speech in the
dark zone and preserve the quality of that in the bright zone, existing
sound zone control methods such as [7,8,13,14,16–19] neither take
the input signal characteristics nor human auditory perception into
account. Instead, the control filters are typically found for white
input signals and physically meaningful metrics such as the mean
squared error and acoustic potential energy. The main advantage
of this approach is that the control filters can be calculated offline
using convex optimization methods, but this comes at the cost of
wasted control efforts on controlling frequencies which are perhaps
not present in the input signal or inaudible. For audio coding, a
famous demonstration at the AT&T Bell Labs in the early 1990s
showed that exploiting the input signal characteristics and human
auditory perception dramatically lowered the signal-to-quantization-
noise ratio required for perceptually transparent audio coding. In
particular, the demonstration, which is now often referred to as the
“13dB miracle” [20, 21], showed that the quantization noise corre-
sponding to a segment-wise SNR of 13 dB is inaudible if the noise
spectrum is shaped according to the human auditory system. Based
on this observation, the underlying hypothesis of our work is that
the requirements to the TIR can be dramatically lowered if the input
signal characteristic and the human auditory perception are taken
into account, and we here take a first step to confirm this hypothesis.

In this paper, we propose a new framework called perceptual
VAST (P-VAST) for creating sound zones which takes the input sig-
nal characteristics and the human auditory system into account. As
the name suggests, P-VAST is an extension of our recently proposed
VAST framework [10] which has many existing sound zone control
methods as special cases. Via simulations and a listening test on a
proof-of-concept implementation, we show that we can significantly
improve on perceptual metrics without improving physical metrics.



Fig. 1. The system setup of sound zones

2. WEIGHTED VAST FRAMEWORK

In this section, we describe the VAST framework from [10] and ex-
tend it with an arbitrary weighting on the reproduction error. This
will set us up for the introduction of P-VAST in Sec. 3. To de-
rive VAST, we initially consider the simple illustration in Fig. 1. In
the figure, the bright and dark zones are spatially sampled by MB

and MD microphone positions, respectively1. At the mth micro-
phone position or, equivalently, control point, the reproduced sound
pressure is a convolution between the input signal x[n], the L J-
dimensional control filters {ql}Ll=1, and the L K-dimensional room
impulse responses {hml}Ll=1, i.e.,

pm[n] =

L∑
l=1

K−1∑
k=0

J−1∑
j=0

x[n− k − j]hml[k]ql[j]

=

L∑
l=1

yTml[n]ql = yTm[n]q (1)

where we have defined

yml[n] = X[n]hml (2)

X[n] =

 x[n] · · · x[n−K + 1]
...

. . .
...

x[n− J + 1] · · · x[n−K − J + 2]

 (3)

ym[n] =
[
yTm1[n] · · · yTmL[n]

]T (4)

q =
[
qT1 · · · qTL

]T
. (5)

Note that yml[n] can be interpreted as the uncontrolled reproduced
pressure at microphone position m originating from loudspeaker l.

Sound zone control is about designing the control filters in q so
that the desired sound pressures at the MB and MD control points
are reproduced as faithfully as possible. For the control points in
the dark zone, the desired pressures are all 0 whereas the desired
sound pressures in the bright zone are here defined as a sound field
generated by a virtual source at a point z emitting x[n]. Thus, the
desired sound pressure at the mth control point is

dm[n] =

{
(hmz ∗ x)[n] m ∈MB

0 m ∈MD

, (6)

where MB and MD are the set of microphone indices for the
bright and dark zones, respectively, and hmz[n] is the impulse re-
sponse from the virtual source to the mth control point. Note that if
the desired signal is generated under assumed anechoic conditions,
the sound zone control method essentially also has to perform de-
reverberation in order to match the desired and reproduced sound

1Throughout this paper, the subscripts B and D represent the bright and
dark zones, respectively.

fields. The reproduction error at the mth microphone is traditionally
defined as the difference between the desired sound pressure and the
reproduced sound pressure, i.e.,

εm[n] = dm[n]− pm[n] . (7)

However, we will here consider the more general weighted repro-
duction error defined as

ε̃m[n] = (wm ∗ εm)[n] = d̃m[n]− p̃m[n] (8)

where, e.g., p̃m[n] means that we have filtered pm[n] with the
weighting filter wm[n], i.e.,

p̃m[n] = (wm ∗ pm)[n] =

L∑
l=1

ỹTml[n]ql = ỹTm[n]q . (9)

Note that the weighting filter is assumed known and is used to shape
the reproduction error according to some design criterion. We return
to this in Sec. 3.

Based on the above definitions, we can now define the weighted
signal distortion power S̃B(q) and the weighted residual error power
S̃D(q) as

S̃B(q) =
1

MBN

N−1∑
n=0

∑
m∈MB

|ε̃m[n]|22

= σ̃2
d − 2qT r̃B + qT R̃Bq (10a)

S̃D(q) =
1

MDN

N−1∑
n=0

∑
m∈MD

|ε̃m[n]|22 = qT R̃Dq, (10b)

where N is the number of observations and

σ̃2
d =

1

MBN

N−1∑
n=0

∑
m∈MB

|d̃m[n]|22

r̃B =
1

MBN

N−1∑
n=0

∑
m∈MB

ỹm[n]d̃m[n]

R̃C =
1

MCN

N−1∑
n=0

∑
m∈MC

ỹm[n]ỹTm[n] for C ∈ {B,D} .

We can now define an objective function as

J(q) = S̃B(q) + µS̃D(q) (11)

where µ ≥ 0 is a user-defined parameter which controls the rela-
tive importance of suppressing the residual error power. When the
weighting filter is the Kronecker delta function, the solution to this
optimization problem is known as the ACC-PM method [19]. As
argued in [10], however, it is typically not advantageous to mini-
mize this objective directly w.r.t. q, but instead w.r.t. a low-rank
approximation to q. Specifically, assuming R̃D has full rank, we
first compute the (generalized) eigenvalue decomposition [22]

R̃
−1
D R̃BULJ = ULJΛLJ (12)

where ΛLJ is a diagonal matrix containing the eigenvalues in de-
scending order and ULJ is an invertible matrix containing the cor-
responding eigenvectors. We then form the low rank approximation
to q as a linear combination of the first V eigenvectors, i.e.,

q ≈ UV aV (13)

and optimize the quadratic objective J(UV aV ) w.r.t. aV . The so-
lution to this optimization problem can be derived analytically and
is given by

aVAST = argmin
aV

J(UV aV) = [ΛV + µIV ]
−1 UT

V r̃B (14)



Table 1. Desired signal and masker for a control point m

Zone α (m ∈Mα) β (m ∈Mβ)

Desired signal d
(α)
m [n] d

(β)
m [n]

Masker d
(α)
m [n] d

(β)
m [n]

so that

qVAST(V, µ) = UV aVAST(V, µ) =

V∑
v=1

uTv r̃B
λv + µ

uv, (15)

where λv and uv are the vth eigenvalue and eigenvector, respec-
tively. Interestingly, we obtain the ACC and ACC-PM methods as
special cases of VAST for V = 1 and V = LJ , respectively. For
more on VAST and its special cases, we refer the interested reader
to [10]. Here, we will now focus on how the weighting filter can be
designed to take human auditory perception into account.

3. PERCEPTUAL VAST

As alluded to in the introduction, audio coding was revolutionized by
doing the coding according to simple mathematical models for hu-
man auditory perception. The human auditory system has a limited
time- and frequency resolution so a certain sound, the so-called mas-
kee, becomes less or inaudible in the presence of a stronger masker
close to the maskee in the time- and/or frequency domain [23]. This
phenomenon is generally referred to as masking, and it allows us
to make surprisingly large modifications to audio signals without
changing how they are perceived. In some applications as, e.g., in
the creation of sound zones, we have so many and often conflicting
design constraints that it is impossible to render all signal modifi-
cations inaudible. In this case, however, we can still minimize the
amount of distraction of the signal modifications by taking the hu-
man auditory system into account.

For simplicity, we here exclusively focus on taking into account
spectral or simultaneous masking which is also much more sig-
nificant than temporal or non-simultaneous masking2. The idea is
straight-forward: For a given segment and control point m, we com-
pute a masking curve based on the psychoacoustic model in [24].
This masking curve, which models the threshold below which all
interfering sounds are inaudible, is then inverted and used as the
weighting filter wm[n]. In terms of the weighted error ε̃m[n], this
means that we allow for bigger errors in those part of the spectrum
where the masker has a high power and penalize errors in those part
of the spectrum where the masker has a low or no power.

A fundamental question is, of course, what the masker is at a
control point m. To answer this question, we initially consider the
case of two zones labelled α and β, respectively. For a control point
m ∈ Mα, i.e., a control point in zone α, we assume that the de-
sired signal is d(α)m [n] whereas the desired signal for a control point
m ∈ Mβ , i.e., a control point in zone β, is d(β)m [n]. Similarly,
the input signals for the two zones are x(α)[n] and x(β)[n], respec-
tively. When we design the control filters for reproducing d(α)m [n]
∀m ∈ Mα, zone α acts as the bright zone and zone β acts as
the dark zone. Thus, the masker for a control point m ∈ Mα

is d(α)m [n] whereas the masker for a control point m ∈ Mβ is
d
(β)
m [n]. Conversely, zone β acts as the bright zone and zone α as the

2We note in passing that when signals are processed on a segment-by-
segment basis some sort of temporal masking is also indirectly exploited.
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Fig. 2. The flowchart of P-VAST

dark zone when we design the control filters for reproducing d(β)m [n]
∀m ∈Mβ . Consequently, the masker for a control point m ∈Mβ ,
which is now in the bright zone, is d(β)m [n] whereas the masker for a
control point m ∈Mα, which is now in the dark zone, is d(α)m [n].

In Table 1, we have summarized the above discussion. The
essence is that the masker at a control point is the desired signal at
this point, regardless of the number of zones and whether the point
is in the bright or dark zone. Labelling a zone as bright or dark
is namely nothing but a convenient abstraction which allows us to
design the control filters of each zone individually. However, the
masker does not change depending on which zone we are currently
computing the control filters for. In the case where we wish to have
silence in a zone, the desired signal for the control points in this zone
are all zero, and the masking curves will simply be the threshold in
quiet. When we design the weighting filters as described here, we
obtain perceptual VAST (P-VAST) which is illustrated in Fig. 2.

4. EXPERIMENTS

In order to verify P-VAST, objective evaluations and an AB prefer-
ence test were conducted. For the system as shown in Fig. 3 (a), a
virtual source and a circular array with evenly distributed loudspeak-
ers were considered, each zone was spatially sampled at 16 control
points. We assumed that all loudspeakers and microphones were
located in the same plane, that all loudspeakers behaved as point
sources, and that no reverberation was present. The length of the
control filters {ql}Ll=1 was J = 640, the length of the impulse re-
sponses was K = 512, and the sampling frequency was 12.8 kHz
which is commonly used in sound and vibration analysis. The pa-
rameters for P-VAST were chosen as µα = 0.8, µβ = 0.7 and
Vα = Vβ = LJ/4. The selected audio contents were 6 seconds
of conversations excerpted from the movie “Zootopia” by Disney
in two different languages, English and Danish, which were set as
the desired signals in zone α and β, respectively, and down-sampled
from 44.1 kHz to 12.8 kHz. The energy of the two input signals were
set to be the same. To avoid having to recompute the control filters
for every short signal segment, we computed masking thresholds for
segments of 200 ms and used the inverse of the average of these
for computing the weighting filters. The spatial covariance matrices
were also computed for the entire signal instead of on a per segment
basis; thus, the control filters only had to be computed once for ev-
ery signal which is desirable from a computational point of view but
clearly suboptimal in terms of fully exploiting the masking effect.
However, it turned out that this simple approach still resulted in a
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Fig. 3. (a) An example of the system geometry with 16 loudspeakers (N), virtual source (�), and control points (•) which were sampled
according to Vogel’s method [25]. The centers of the zones with radii 0.2 m were 2 m apart from each other. (b) – (f) SDP, AC, TIR, STOI,
and PESQ for each zone for various methods with respect to the number of loudspeakers.

Table 2. Results of AB preference test with a reference (S and M
denote speech and music, respectively)

Preference [%]
Set PM P-VAST µα µβ Vα Vβ

1 S, S 14.7 85.3 0.5 0.3 LJ/4 LJ/4

2 M, S 26.5 73.5 0.5 0.4 LJ/4 LJ/4

3 M, M 5.9 94.1 0.3 0.1 LJ/2 LJ/4

4 S, S 10.3 89.7 0.8 0.7 LJ/4 LJ/4

large improvement over existing methods, and the results presented
here should, therefore, be seen as a simple proof-of-concept.

In the first experiment, we compared P-VAST to the existing
methods: ACC and PM. Since speech signals were used, we assessed
the reproduced sound fields by using not only the signal distortion
power (SDP) SB(q) in (10a), the acoustic contrast (AC) defined
by MD

MB
(qTRBq)/(q

TRDq), and TIR defined as the ratio of the
acoustic potential energy between the desired and interfering sound
fields, but also the short-time objective intelligibility (STOI) [26] and
perceptual evaluation of speech quality (PESQ) [27]. All metrics
were spatially averaged over all control points in each zone. Note
that no weighting was used in the computation of reproduced fields.
The results of the objective evaluations are shown in Fig. 3 (b) – (f).

A number of interesting observations can be made from Fig. 3
(b) – (f). First, and unsurprisingly, all metrics improve with an in-
creasing number of loudspeakers. Second, for the physical measures
(SDP, AC, and TIR), ACC has the highest values, PM the lowest,
and P-VAST something in between these two extrema, something
which for SDP and AC can also be shown to hold theoretically in
general [10]. Third, the perceptual measures STOI and PESQ show
that P-VAST significantly outperforms ACC and PM. Although we
have only used average masking curves and signal statistics, this has

clearly demonstrated the large potential of taking the input signal
characteristics and human auditory perception into account. To fur-
ther support this claim, an AB preference test with reference was
conducted on 17 subjects. To each subject, the reference (desired
signal) as well as the reproduced signals at the center of each zone
were played back using Beyerdynamic DT 990 PRO headphones.
The reference was always played back first, but the reproduced sig-
nals were played back in a random order, and we compared PM
and P-VAST. The test was performed in a silent room, and four dif-
ferent scenarios of two bright zones were tested and repeated two
times to each subject. Thus, each subject gave 16 answers. The
audio examples simulated situations in which the two bright zones
both contained music, contained music and speech, and both con-
tained speech (available at https://tinyurl.com/pvast2019).
We used M = L = 8, and the remaining parameters are summa-
rized in Table 2 which also shows the results. Set 2 in Table 2 showed
the least difference in preference between the two methods. We be-
lieve that this is due to that distortion is much more important than
TIR when speech is the target and music is the interference. The op-
posite is the case for the mixed music case (set 3) where TIR is much
more important. Although µ and V for each scenario were cho-
sen empirically (since all scenarios have different characteristics),
P-VAST clearly outperformed PM for all test signals.

5. CONCLUSION

We have proposed a framework called P-VAST for creating percep-
tually optimized sound zones. More concretely, we have shown how
the reproduction error can be shaped according to the human audi-
tory system. This has been done by computing masking thresholds
from the desired signals in each zone. Via a simple proof-of-concept
experiment and a listening test, we have shown that P-VAST signifi-
cantly outperforms ACC and PM in terms of perceptual metrics.
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