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Network Slicing in Industry 4.0 Applications:
Abstraction Methods and End-to-End Analysis
Anders E. Kalør, Student Member, IEEE, René Guillaume, Jimmy J. Nielsen, Member, IEEE, Andreas

Mueller, Member, IEEE, and Petar Popovski, Fellow, IEEE

Abstract—Industry 4.0 introduces modern communication and
computation technologies such as cloud computing and Internet
of Things to industrial manufacturing systems. As a result, many
devices, machines and applications will rely on connectivity, while
having different requirements to the network, ranging from high
reliability and low latency to high data rates. Furthermore,
these industrial networks will be highly heterogeneous as they
will feature a number of diverse communication technologies.
Current technologies are not well suited for this scenario, which
requires that the network is managed at an abstraction level
which is decoupled from the underlying technologies. In this
paper, we consider network slicing as a mechanism to handle
these challenges. We present methods for slicing deterministic
and packet-switched industrial communication protocols which
simplifies the manageability of heterogeneous networks with
various application requirements. Furthermore, we show how
to use network calculus to assess the end-to-end properties of
the network slices.

Index Terms—Industry 4.0, industrial communication, network
slicing, communication networks, cyber-physical systems, Inter-
net of Things (IoT)

I. INTRODUCTION

THE fourth industrial revolution, known as Industry 4.0,
brings cyber-physical systems and Internet of Things

(IoT) to industrial manufacturing systems [1], [2]. Further-
more, the number of interconnected physical devices will
increase drastically, and they will continuously interact with
local cloud services in order to act intelligently and flexibly.
This introduces numerous challenges to industrial networks,
which have traditionally been very static and strongly iso-
lated [3], [4]. First, it is expected that many new technologies,
comprising both wired and wireless connections, will grad-
ually be introduced into production lines resulting in a very
heterogeneous network [5]. Secondly, the network will have to
serve a wide range of applications with different Quality-of-
Service (QoS) requirements, ranging from traditional closed-
loop control systems to event-driven sensors and Augmented
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Reality (AR) displays. For instance, control and alarm systems
may require a delivery reliability in the order of 1 − 10−9

and end-to-end latencies in the range of 0.5–5 ms, while at
the same time interactive applications require high data rates
and moderate latencies [6], [7]. Finally, the increased system
complexity also poses a challenge in managing the network
and in particular the end-to-end QoS. This necessitates pro-
grammability of the network, as well as a framework for
analyzing the end-to-end network characteristics [3], [8].

In this paper, we consider end-to-end network slicing as
an architecture for handling the network complexity. Network
slicing refers to the use of Software-Defined Networking
(SDN) and Network Function Virtualization (NFV) to slice
a network into logically isolated sub-networks [9]. Each net-
work slice may have certain properties such as latency and
reliability guarantees, and appears to applications as a single
unified network in an abstract form that is independent of the
specific underlying communication technologies. Furthermore,
network slices may be constructed with restrictive access
control e.g. that traffic in a certain slice cannot leave the
internal network. As an example, a network slice may be
constructed to offer very low latency communication from a
group of wireless sensor devices to a cache in the edge of
the network, or a database in the cloud. To guarantee a low
latency service, communication and buffer resources along a
path are allocated according to the expected aggregate data
arrival from the sensors, and the traffic is served with high
priority using preemptive packet schedulers. At the same time,
in the same physical network, another network slice may
reserve resources for specific service-oriented architectures,
such as OPC UA [10], or for a high throughput best-effort
service between another end-device and the factory cloud,
e.g. to allow for downloading firmware updates while being
logically isolated from critical control traffic. This is illustrated
in Fig. 1.

Network slicing has previously been studied in the context
of industrial systems as a way to manage the increasing
complexity of manufacturing networks [11]–[13]. However,
the concept has mainly been treated from an architectural point
of view, and the problem of how to slice the physical networks
has received less attention. Outside the industrial domain,
network slicing has been studied extensively in the context of
Internet protocols and 5G systems, where it is considered an
essential technology for handling heterogeneous application
requirements [14]–[17]. Unfortunately, these methods are
targeted best-effort Internet protocols and cannot be directly
applied to industrial networks which are currently dominated
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Physical network

Network slice 1

Network slice 2

Fig. 1. The network slicing concept where each network slice contains a
subset of the physical network resources.

by very specialized and often deterministic communication
protocols [18]. However, due to the advantages of SDN in
regard to manageability and flexibility, several SDN-based
architectures for industrial networks and cyber-physical sys-
tems have been proposed recently, see e.g. [8], [19], [20] and
references therein. Analysis of end-to-end QoS in SDN-based
industrial networks using network calculus has been treated
in [21]–[23] which also study algorithms for queue allocation
and admission control in priority queue networks. However,
while queuing networks are increasingly made available to
industrial systems, e.g. using Ethernet TSN [3], it is unlikely
that all networks in a manufacturing system will be replaced
at once. Hence compatibility with traditional and current
technologies, such as fieldbuses and cyclic master/slave in-
dustrial Ethernet protocols, as well as interoperability between
technologies, is of vital importance [3], [5], [24]. This requires
that the problem is approached from an abstraction level which
is decoupled from the specific protocols, so that it can function
across heterogeneous subsystems.

This paper presents methods for slicing both cyclic and
switched industrial communication protocols in an abstract set-
ting which is independent of the specific implementation of the
underlying protocols. Using network calculus, we demonstrate
how worst-case end-to-end properties of the network slices can
be calculated, both for a specific use case and in a general
setting, and compare it to simulation results. The remainder
of the paper is organized as follows. Section II introduces
methods for slicing industrial networks. Section III describes
a personalized medicine manufacturing system, which is used
as basis for an end-to-end analysis in Section IV. Finally,
Section V presents numerical and simulation results, and the
paper is concluded in Section VI.

II. NETWORK SLICING FOR INDUSTRY 4.0

Industrial networks are often structured hierarchically as
illustrated in Fig. 2 [25]. The factory units contain the in-
dividual devices such as actuators, sensors, etc., usually in

Factory network

Factory units

Fig. 2. Hierarchical industrial network architecture. White circles are factory
unit devices that are controlled by master devices indicated by rectangles. The
master devices are connected to the factory network through gateways (solid
squares). The factory network consists of switches and computation/storage
nodes (solid circles).

a master/slave configuration connected through a determin-
istic and cyclic communication link. The factory units are
interconnected by a factory network, which may also connect
the devices to a local cloud, or to an external infrastructure
such as the Internet. In addition, the factory network may
contain computation and storage resources which can be used
by the devices in the network. The factory network may be
based on real-time Ethernet, in the presence of strict real-
time requirements, or regular switched Ethernet and TCP/IP
technologies that exploit statistical multiplexing and provide
high throughput and interoperability with general-purpose
hardware [25], [26]. The communication technologies that are
used at the different levels, and even at the different units,
are not necessarily interoperable, and may require gateways
in order to exchange information [27]. Even if a gateway
interconnects two real-time communication technologies, it is
likely to introduce queuing since the cycles of the networks
and the gateway may not be synchronized.

A. Slicing Factory Unit Networks

The factory unit networks are comprised of cyclic mas-
ter/slave communication technologies with a fixed cycle time,
and each cycle contains a number of pre-allocated and fixed-
sized telegrams. The components in the factory units usually
comprise sensors and actuators which periodically interacts
with a controller in a closed-loop control system. However, as
manufacturing systems evolve towards cyber-physical systems,
it is likely that sensors and actuators will also become more
intelligent and generate traffic sporadically, e.g. only transmit
when a sensor value exceeds a certain threshold, or in case of
anomalies [28]. Furthermore, the requirements to the network
are likely to be different, e.g. infrequent aperiodic sensor
readings may require higher reliability than periodic sensor
readings transmitted several times per millisecond. In the
following paragraphs we discuss three slicing schemes which
provide different trade-offs in isolation, latency and reliability
and utilization: Static telegram allocation, shared telegrams
and telegram overwriting. To ease the presentation, we con-
sider a scenario consisting of one deterministic application
that transmits Rd telegrams of size Nd in every cycle, and
K applications that exhibit a stochastic transmission behavior
where the kth application in a given cycle transmits a random
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number of telegrams, Rk, of fixed size Nk. We do not cover
the case where applications transmit telegrams of random size,
since this is not a common scenario in practice, and because
it requires applications to be able to read the frames before
writing their data in order to detect telegram boundaries, which
is often not feasible due to the short cycle times. Instead, the
telegram size may be considered as an upper bound on the
amount of data that need to be transmitted.

In a traditional configuration, the static telegram allocation,
applications are assigned telegrams in each cycle according to
the data that they will transmit. The deterministic application
will then have allocated R′d = Rd telegrams of size Nd, and the
reliability is entirely defined by transmission errors introduced
by the communication link. For the stochastic applications,
suppose R′k telegrams are allocated to application k. Neglect-
ing transmission and other error sources, and assuming that
excess telegrams are not buffered but dropped, the reliability
of the scheme, denoted by ζk, is the probability that a telegram
is among the R′k that are transmitted:

ζk = 1−
∞∑

r=R′
k

(
1− R′k

r

)
Pr(Rk = r). (1)

Furthermore, ignoring propagation delays, the latency expe-
rienced by the application is uniform in the cycle duration.
This scheme provides a very high degree of isolation due
to the separation of resources between applications. However,
this comes at the cost of low utilization, since the resources
are left empty during a cycle where less than R′k telegrams
are transmitted. Especially transmission patterns that exhibit
strong burstiness and have strict requirements to ζk, are likely
to result in low utilization.

In scenarios where the applications have low transmission
rates, it may be beneficial to have multiple applications
sharing the same telegrams in order to exploit the statistical
multiplexing. However, as argued previously, it is usually not
possible for an application to read the contents of a frame
before writing to it, which means that there is a risk of
overwriting telegrams from other applications. Suppose the
telegrams of the K applications have equal length, Nk = N ′

for all K, and denote the total number of allocated telegrams
by R′ =

∑
k R
′
k and the total number of transmitted telegrams

by R =
∑
k Rk. We assume that an application writes to a

random telegram (uniformly distributed), and that two writes
to the same telegram result in failure of both transmissions.
Furthermore, we ignore the fact that some applications may be
more likely to succeed, e.g. due to being located closer to the
master device in a ring topology. Under these assumptions, a
transmission is successful if no other application writes to the
same telegram:

ζk =
1

Pr(R > 0)

∞∑
r=1

(
1− 1

R′

)r−1
Pr(R = r), (2)

where we have normalized to condition on the event that at
least one transmission occur (R > 0).

While the above scheme increases the utilization by increas-
ing the number of applications that share the same resources, it
still results in a low utilization for low arrival rates, especially

if the reliability requirements are strict. A way to improve
the utilization in these cases is to allow applications with
strict reliability requirements to overwrite telegrams allocated
to other applications. For instance, a closed-loop control
system with periodic feedback may be operational during short
interruptions in the feedback. In a system with both closed-
loop control and applications with sporadic transmissions, the
sporadic transmissions can overwrite the feedback transmis-
sions without causing failure of the control system. Suppose
R′d = Rd telegrams of size Nd are allocated to the control
traffic. We retain the notation of N and R introduced in the
previous scheme, and assume that N ≤ Nd so that the telegram
size of the sporadic traffic can be contained within a control
traffic. Under this scheme, the probability that an arbitrary
control telegram is overwritten by any of the R sporadic
telegrams is given by

ζd =
∞∑
r=0

(
1− 1

Rd

)r
Pr(R = r). (3)

Similar to the previous scheme, a sporadic transmission also
fails if two or more transmissions overwrite the same control
telegram:

ζk =
1

Pr(R > 0)

∞∑
r=1

(
1− 1

Rd

)r−1
Pr(R = r). (4)

B. Factory Networks

Factory networks are typically based on conventional
(switched) or real-time Ethernet. In conventional Ethernet
the frames are queued at each link, while real-time Ethernet
usually supports both strict real-time traffic and conventional
Ethernet traffic through different channels. Since the methods
covered in the previous section can be directly applied to the
strict real-time functionality of the protocols, we here focus
on conventional Ethernet traffic, but we do not distinguish
between whether it is served by conventional Ethernet links
or by the Ethernet channel in real-time Ethernet technologies.
We slice the networks by assigning a dedicated egress queue to
each individual slice in each hop in the network. To handle the
latency requirements in industrial scenarios, we employ a strict
priority scheduler between the queues. Priority schedulers are
widely supported by networking hardware through manage-
ment APIs such as OpenFlow [29]. Several frameworks for
analyzing the end-to-end latency in queuing networks have
been proposed in literature, most notably queuing theory [30],
stochastic network calculus (SNC) [31] and deterministic net-
work calculus (DNC) [32]. Queuing theory seeks probabilistic
quantities of queues such as the waiting time distribution and
the mean number of items in the queue. While such results,
in particular distributions, are useful for analyzing the end-
to-end guarantees in a network, the calculations are often
intractable for traffic and service time distributions that are not
memoryless, which limits the range of applicable scenarios.
SNC extends the number of applicable scenarios by seeking
bounds on the latency distribution instead of exact results.
However, while many traffic arrival distributions can be used in
SNC, it falls short when traffic models are deterministic, such
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Fig. 3. Graphical representation of the quantities in DNC. Curves are chosen
for illustrative purposes.

as periodic arrivals that are prominent in industrial networks.
DNC provides worst-case bounds on the latency, and supports
a wide range of traffic models as long as the arrivals can be
upper bounded by some function. As the factory unit networks
enforces an upper bound on the arrivals in each cycle, DNC
is well suited for industrial applications. For this reason, we
will focus on modeling the latency using DNC. For simplicity,
we restrict the presentation of DNC to the case where traffic
arrival are bounded by affine functions. A thorough and more
general discussion of DNC can be found in e.g. [32], [33].

The theory of DNC is based on arrival and service curves
which bound the cumulative number of bytes that arrive to and
are served by a queue. Example curves, chosen for illustrative
purposes, are illustrated in Fig. 3, where the dashed line A′(t)
is a periodic arrival curve that is bounded by the solid affine
curve A(t), and S(t) and D(t) are the service and departure
curves, respectively. W (t) is the waiting time experienced
by the data arriving at time t = 1.5. We assume that the
cumulative number of bytes generated by an application per
time unit, say seconds, is upper bounded by an affine arrival
function

A(t) = [αt+ β]+, (5)

where [x]+ = max(x, 0). The parameters α ≥ 0 and β ≥
0 are referred to as rate and burst parameters, respectively.
For example, the arrivals from an application that generates
a frame of size N periodically every M seconds would be
bounded by the affine function parameterized by α = N/M
and β = N .

Similar to the arrivals, we assume that the rate at which
bytes are extracted from a queue (typically modeling the
serialization of frames) is lower bounded by the affine service
function

S(t) = [σt− ρ]+, (6)

where σ ≥ 0 is the minimum service rate and ρ ≥ 0 accounts
for service given to bursts of higher priority. For the system
to be stable we require σ ≥ α. The waiting time, i.e. the
time a frame spends in the queue while waiting for service, is
bounded by [33]

W (t) ≤ ρ+ β

σ
. (7)

If frames from multiple applications arrive to the same queue,
the aggregate arrival rate is parameterized by α =

∑
j αj and

β =
∑
j βj .

A single queue as considered above usually does not suffice
when a wide range of application requirements are present,
since some frames may need to receive higher priority. To an-
alyze prioritization queuing using DNC, we need to introduce
the concept of leftover service, which refers to the minimum
service that is left to a flow after flows of higher priorities
have been served. To simplify the analysis, we ignore the
impact of frame blocking. This simplification may be justified
by frame preemption mechanisms, e.g. introduced in Ethernet
TSN [34]. If two arrival curves A1(t) = [α1t + β1]+ and
A2(t) = [α2t+ β2]+ are served by the same server S(t), but
A1(t) is prioritized higher than A2(t), then the leftover service
for A2(t) is given as [33]

Slo(t) ≥ [(σ − α1)t− ρ− β1]+ , (8)

while A1(t) is served by the entire service given by S(t).
Notice that DNC is not restricted to prioritization queueing,
and several other scheduling schemes can be analyzed as
well [33].

Finally, in order to obtain results across several queues in
series, we need to obtain bounds on the departures of a queue.
It can be shown that the departures, D(t), from a system are
bounded by [32]

D(t) ≤
[
αt+ β +

αρ

σ

]
+
, (9)

which is again an affine bounded arrival function, but with the
burst increased by αρ/σ.

III. USE CASE: PERSONALIZED MEDICINE
MANUFACTURING

To study how network calculus can be applied to analyze the
end-to-end delays in a real manufacturing system, we define
a simple Industry 4.0 use case for a system that produces
personalized medicine. The system is described in an abstract
way, which is independent of the specific communication
technologies that are used. The system consists of C identical
master/slave factory units which communicate using a cyclic
industrial protocol. Each factory unit network is connected to
a gateway that provides access to a factory network based
on conventional switched Ethernet. The factory network is
connected to the cloud through a switch (Fig. 4). We denote
the three link levels by L1, L2 and L3.

Each of the C factory units contains a number of devices
which are used to dispense a drug product into a container
and to supervise the process. The amount of dispensed drug
is gathered from the cloud in real-time, and the weight of the
resulting product is stored in the cloud. The drug is dispensed
by a pipetting machine mounted on a robotic arm, which is
part of a closed-loop control system executed by the master
device. Furthermore, the individual devices may raise alarms
if an anomaly is detected, and the process can be followed
from a AR display, which continuously streams video to the
cloud.
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TABLE I
END-TO-END REQUIREMENTS CONSIDERED IN THE USE CASE

Application Source Dest. Type Mean period Size Latency req. Reliability req. Priority

Control feedback Robot Master Periodic 1 ms 128 B 1 ms 1− 10−4 1
Device alarms Any Cloud Poisson 60 s 32 B 5 ms 1− 10−6 1
Patient info request Master Cloud Periodic 200 ms 128 B 10 ms 1− 10−4 2
Scale readings Scale Cloud Periodic 200 ms 512 B 100 ms 1− 10−6 3
AR stream AR display Cloud Periodic 20 ms 20 kB 20 ms 1− 10−2 3

1 2 C

· · ·L1

L2

L3

Fig. 4. Personalized medicine manufacturing network consisting of C factory
units and three link levels: L1, L2 and L3.

We assume that the master/slave network within the factory
units are based on 100 Mbit Ethernet with a cycle time
of τ = 1 ms, and that the factory network is based on
switched 100 Mbit Ethernet with prioritization queuing. The
frame delivery reliability of both the industrial and switched
Ethernet links is ζlink = 1 − 10−9. For simplicity, we only
consider uplink traffic from the devices to the master device
or the cloud. The traffic characteristics and latency/reliability
requirements are listed in Table I, along with the considered
priority scheme where a lower number represents higher
priority. We note that finding an optimal priority scheme is a
complex problem, and that the priorities used here are chosen
mainly for illustrative purposes.

The use case is very general as it has only few assumptions
to the underlying communication network: That the factory
units deploy a cyclic master/slave communication protocol
with reserved resources, and that the factory network is
based on switched Ethernet with preemption and prioritization
queuing. As a result, the same use case could apply both to
wired and wireless factory units, and to several communication
technologies.

IV. END-TO-END LATENCY ANALYSIS

In this section, we apply the network slicing methods
described in Section II to the use case, and analyze end-to-end
latency and reliability properties. For the reasons of clarity, our
discussion and analysis will be at first focused to the device
alarms and the patient info requests in the concrete use case.
We will then provide directions for generalizing the analysis
by applying suitable abstractions to other use cases. However,
a formal description of the abstraction process is outside of
the scope for this article.

For simplicity, we ignore propagation delays as well as
potential overhead added by protocol headers in the network.
To deal with the complexity involved in modeling multi-hop
networks, we employ a conservative approach and consider
each link independently. This method is conservative since
bursts are considered at each link, and hence it does not com-
ply with the “pay burst only once” principle [32]. Throughout
the analysis we use milliseconds as the time unit.

A. Use Case Analysis

We first consider the device alarms which are transmitted
to the cloud. Suppose that we at the device level, L1, allocate
Ralarms bytes in each cycle according to one of the proposed
schemes so that we obtain a worst-case latency equal to
the cycle time, τ , of 1 ms with probability ζL1,alarms. Ralarms
enforces a limit to the number of bytes that arrive to link
L2 at the factory network. Specifically, at most Ralarms bytes
arrive in each cycle, so that the arrivals are bounded by
AL2,alarms(t) = [Ralarmst + Ralarms]+ bytes, where t denotes
the elapsed time in milliseconds. Since device alarms have
highest priority, the queue is served by the 100 Mbit link
with rate σ = 0.125 · 105 bytes/ms and ρ = 0. It follows
from (7) that the waiting time at link L2 is bounded by
WL2,alarms ≤ Ralarms/(0.125 · 105) ms.

The aggregate arrival from all C factory units arrive to
the high-priority queue to link L3. The arrivals from each
factory unit are bounded by (9) as DL2,alarms(t) ≤ [Ralarmst +
Ralarms]+ bytes. It follows that the arrivals to link L3 are
bounded by AL3,alarms(t) = CDL2,alarms(t), which yields a
waiting time of WL3,alarms ≤ CRalarms/(0.125 · 105) ms. The
worst-case end-to-end latency, Lalarms, is then given by the sum
of the cycle time τ and the waiting times at L2 and L3:

Lalarms ≤ τ +
Ralarms

0.125 · 105 (1 + C). (10)

Similarly, the end-to-end reliability is the product of reliabil-
ities at each link. The reliability of link L1 is given by the
packet delivery probability of the network slicing scheme and
the reliability of the Ethernet link, i.e. ζL1,alarmsζlink, while links
L2 and L3 each has reliability ζlink. Hence, the end-to-end
reliability is

ζalarms = ζL1,alarms(ζlink)
3. (11)

Following the same procedure for the patient info requests
and allocating Rreq = 128 bytes at L1 and taking the
periodicity of 200 ms into account, the arrivals are bounded
by AL2,req(t) = [Rreq/200t + Rreq]+. The leftover service
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remaining after the device alarms in the high-priority queue
have been served is given by (8) as

SL2,req(t) = [(0.125 · 105 −Ralarms)t−Ralarms]+, (12)

SL3,req(t) = [(0.125 · 105 − CRalarms)t− CRalarms]+. (13)

Similarly, the patient info requests arriving to link L3 are
bounded by (9):

AL3,req(t) = [αL3,reqt+ βL3,req]+ (14)

with

αL3,req = CRreq/200, (15)

βL3,req = CRreq +
CRreq/200Ralarms

0.125 · 105 −Ralarms
. (16)

As a result, the worst-case end-to-end latency is

Lreq ≤ τ +
Ralarms +Rreq

0.125 · 105 −Ralarms

+
CRalarms + βL3,req

0.125 · 105 − CRalarms
, (17)

with reliability
ζreq = (ζlink)

3. (18)

B. Generalization

The analysis can be generalized to systems with the same
hierarchical network structure by considering the factory unit
and factory networks separately, and by using the fact that the
factory unit network defines an upper bound on the arrivals
to the factory network. Consider a factory unit application
which transmits at most R bytes periodically every ηth cycle
according to one of the proposed slicing schemes, and let τ
denote the cycle time. An application transmission succeeds
with a reliability ζd which is given by the slicing scheme, as
described in Section II, and the reliability of the underlying
technology. R and τ dictates the affine arrival bound which
arrives to the factory network as

A(t) =

[
R

ητ
t+R

]
+

, (19)

with reliability ζd. At the factory network, suppose the frame
is routed through the links P = {p1, p2, . . . , pn}. Each link
pi has delay Wpi and reliability ζpi so that the worst-case
end-to-end delay is

L = τ +
∑
pi∈P

Wpi , (20)

with reliability
ζ = ζd

∏
pi∈P

ζpi . (21)

The link reliabilities ζpi are independent of the traffic and com-
pletely described by the physical link characteristics. However,
the queuing times Wpi depend on the traffic characteristics at
each link, and must be calculated in the order in which the
links are traversed by the traffic.

To obtain the queuing times, consider an arbitrary link in the
path, which is equipped with a number of prioritization queues.
Let q(i) = {f (1)i , f

(2)
i , . . . , f

(N)
i } be the flows sharing queue

i at the link, and let each flow f
(l)
i be characterized by the

arrival curve A(l)
i (t) = [α

(l)
i t+β

(l)
i ]+. Furthermore, define the

strict queue prioritization order ε1, ε2, . . . , εK , so that queue
j is served before k if εj < εk. The minimum service given
to a flow f

(l)
j ∈ q(j) is obtained from (8) where A1(t) is the

aggregate of all other flows with higher or equal priority as
f
(l)
j . Using the notation introduced here, the minimum service

given to f (l)j is parameterized by

σ
(l)
j = σ + α

(l)
j −

∑
k∈[1,K]:εk≤εj

∑
f
(i)
k ∈q(k)

α
(i)
k , (22)

ρ
(l)
j = ρ− β(l)

j +
∑

k∈[1,K]:εk≤εj

∑
f
(i)
k ∈q(k)

β
(i)
k , (23)

where σ and ρ describe the total service available to the queues
at the node. The worst-case queuing delay and the departures
are readily given by (7) and (9) as

W
(l)
j ≤

ρ
(l)
j + β

(l)
j

σ
(l)
j

, (24)

D
(l)
j (t) ≤

[
α
(l)
j t+ β

(l)
j +

α
(l)
j ρ

(l)
j

σ
(l)
j

]
+

. (25)

By using D
(l)
j (t) as arrival bound at the next link, the

procedure can be repeated until the waiting times at all links
have been obtained.

The proposed framework can be automated and used even
in large-scale networks with many link levels. However, it
assumes that the traffic has been assigned queue priorities,
which is itself a difficult problem especially for large networks
with many traffic sources. The problem of assigning traffic
to queues is outside the scope of this paper, but we remark
that methods proposed in the literature for DNC (e.g. [21]–
[23]) can be directly applied to the factory network using the
framework presented here. However, extending the methods
to include allocation of computational and storage resources
represents a challenge since current techniques for this prob-
lem consider a very generic latency model, where links have
constant delay but are capacity constrained, which is not
directly applicable to real networks [12], [35].

V. NUMERICAL RESULTS

In this section, we investigate the end-to-end latencies and
reliabilities derived in the previous section for the overwriting
and prioritization queuing slicing schemes presented in Sec-
tion II.

We first consider the resources for the device alarms within
in each factory unit network. Since the number of alarms in
each cycle is random, we can either reserve a fixed number
of resources in each cycle, or we can allow alarms to over-
write the cyclic control traffic, which has a lower reliability
requirement. Allocating a fixed number of resources results in
a low utilization, while overwriting control traffic introduces
a decrease in the reliability of the control traffic. Since the
rate of alarms is very low compared to the cycle time, the
overwriting scheme is a promising approach for this use case.
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Fig. 5. End-to-end failure rate of control and device alarm traffic in the
network slicing scheme based on overwriting for various alarm arrival rates.

In the overwriting scheme, the reliability of the alarm traffic
is given by (11) with ζL1,alarms obtained from (4). Similarly,
the reliability of the control traffic, which only uses link L1,
may be obtained as ζ = ζL1,controlζlink with ζL1,control obtained
from (3). The resulting reliability is illustrated in Fig. 5, where
the end-to-end frame failure rates (1 − ζ) for the alarm and
control traffic are shown for different values of the mean alarm
arrivals per cycle, λ. We consider the two cases where the
control traffic is composed of either 1 telegram of 128 bytes,
and of 4 telegrams of 32 bytes, denoted by Rcontrol = 1 · 128
and Rcontrol = 4 · 32. We assume that entire telegrams are
overwritten in the overwriting scheme and that each telegram
contains an integrity check so that it can be detected whether
the original data has been overwritten. Therefore, only one
alarm can be delivered per cycle when the control traffic is
transmitted in a single telegram, and a single alarm results in
complete failure of the control information. In the other case,
if the control traffic is divided into 4 telegrams, then up to
4 alarms can be transmitted during a cycle, and one alarm
transmission only causes failure of a single control telegram.
This results in a lower failure rate as can be seen in the figure.

At the expected device alarm inter-arrival time of 60 s
(λ ≈ 1.7 · 10−4) from the use case, the reliability requirement
of the control traffic (ζ = 1 − 10−6) is satisfied in the
case where the control traffic is transmitted in 4 telegrams.
Furthermore, the delivery reliability of the device alarm traffic
at this point is also sufficient, and thus the overwriting slicing
scheme would be a reasonable choice since it results in high
utilization (100%). By comparison, if 32 bytes were allocated
in each cycle only to the device alarms, it would on average
only be used once every 60 seconds, yielding a utilization of
approximately 0.02%, and would in addition occupy 32 bytes
more of the frame than the overwriting scheme.

The telegrams that are destined to the cloud need to be
forwarded by the gateways to the switched network, where
the telegrams are served according to their priority. Obviously,
applications that are given high priority influence the latency
of the applications with lower priority. This is illustrated in
Fig. 6 for the patient info requests for various values of
Ralarms. The simulation results are obtained by simulating the
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Fig. 6. End-to-end latency of device alarms and patient info requests for
various alarm arrival rates.
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Fig. 7. End-to-end latency of the applications in the use case using the given
prioritization scheme.

scenario with periodic arrivals under the assumption that the
factory units are synchronized, and observing the maximum
experienced latency. Due to an increased serialization time, an
increasing Ralarms causes an increase in the latency experienced
by both the device alarms, as evident from (10), and the
patient info requests, as described by (17). Since an increased
number of arrivals also results in an increased burst size, the
patient info request latency obtained using network calculus
increases more than the device alarm latency. Furthermore, in
a system with more queuing priorities, the impact of bursts
would be amplified at each prioritization queue all the way
to the queue with lowest priority. However, as the simulation
results show, this tendency does not occur in practice. This
is due to the affine approximation of the periodic arrivals
used in the network calculus calculations. In particular, the
affine approximation assumes that high priority bytes arrive
during two cycles, which interrupts the low priority traffic and
hence introduces an additional delay. In the case with periodic
arrivals, the low priority traffic is served without interruptions
from the point where the high priority traffic has been served
until the next cycle.

We now consider the question of how the end-to-end latency
is affected by the number of factory units in the network,
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C. Fig. 7 shows the end-to-end latencies obtained using the
network calculus methodology for all applications in the use
case, where we assume that the control traffic is transmitted
as 4 · 32 bytes. Notice that the total number of generated
bytes exceeds the capacity of the links when C reaches 12,
which is why only values of C < 12 are considered. The
scale readings and the AR stream share the same latency as
they share the same priority and follow the same path in
the network. As can be seen, the latency requirements for
control feedback, device alarms and the patient info requests
are satisfied for all the considered values of C. However,
the AR stream latency requirement fails when C reaches 10.
Although it is expected that the high data rate applications
with strict latency requirements will fail first, it also states the
limit of deterministic network calculus, since the relatively
low reliability requirement of the AR stream has not been
exploited. In fact, one could be greedy in this situation and
drop AR packets as long as the reliability requirement is
satisfied in order to reduce the data rate.

VI. CONCLUSION

Industry 4.0 introduces a wide range of new requirements
to industrial networks demanded by applications that interact
with cloud services. This introduces several challenges in
regard to the management and control of the network, and
traditional technologies such as SDN are not well suited for
the heterogeneous industrial networks. This paper investigates
how network slicing can be used to deal with this complexity
by introducing programmability and flexibility to industrial
networks. We have presented methods for slicing cyclic and
switched industrial communication protocols, and analyzed
their trade-offs in utilization, reliability and isolation. Fur-
thermore, we have introduced an Industry 4.0 use case that
illustrates how network slicing can be used to handle the
diverse requirements. Based on the use case, we have demon-
strated how deterministic network calculus can be used to
systematically analyze end-to-end latencies of network slices.
The presented work can be used to apply existing techniques
and algorithms such as queue allocation and admission control
to the industrial domain.
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