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ENGLISH SUMMARY

This dissertation takes an exploratory approach to investigating the interactions
between the Functionally Designed Socially Assistive Robot Telenoid in interaction
with elderly persons with severe dementia.

Initially, the dissertation presents, frames and relates relevant core concepts and
distinctions at the intersection of robotics and dementia, to which this dissertations
aims to add. Then the dissertation reviews the current state of research into
Humanoid Socially Assistive Robots in the domain of Health and Welfare. Here it
is found that the sub-domain of Elderly with dementia is by far the most researched
domain in the domain of Health and Welfare. Primary findings include the need for
a qualitative approach to investigating the application of robotics in the domain, the
formulation of a coherent methodology, and the need to move beyond pilot studies.

After presenting the Pilot and Main studies of this dissertation, a chapter on the
analytical approach reviews the methods applied in the elements of the previous
review, which emphasises the need for a qualitative approach to understand the
application of Humanoid Robots for Health and Welfare. Then a chapter details the
path of arriving at the applied analytical approach, as well as insights into the
Constructivist Grounded Theory Method.

Applying the Constructivist Grounded Theory Method provides a characterisation
and explication of interactions between six Participants with severe dementia and
Telenoid. The following qualitative analysis of interactions reveals both specific
and general Participant interaction scripts, appropriations and points of
improvement. In addition, the conclusions and discussions add to the body of
knowledge on the application of these robots by revealing some of the roles,
challenges and opportunities Humanoid Socially Assistive Robots can adopt to,
create and fulfil in the Health and Welfare system of tomorrow.

This dissertation is funded in part by SOSU Nord and The European Regional
Development Fund (ERDFN 13-136) and was made possible due to the
collaboration between eLearning Lab at Aalborg University, SOSU Nord Future
Lab and the Hiroshi Ishiguro Laboratories at the Advanced Telecommunications
Research Institute International (ATR) of Nara, Japan.






DANSK RESUME

Formalet med denne afhandling er at foretage en eksplorativ undersogelse af
interaktionen mellem den Funktionelt Designede Sociale Robot Telenoid og
personer med svar demens.

Indledningsvis prasenteres, indrammes og relateres centrale relevante koncepter og
distinktioner i krydsfeltet mellem robotvidenskab og demens, hvor denne
athandling placerer sig. Dernast vil et litteraturstudie fremlaegge relevant forskning
ift. menneskelignende Sociale Robotter brugt i domanet Sundhed og Velferd. Her
leegges fundamentet for afhandlingens primarstudie, og der redegeres for, hvordan
under-domaenet £ldre med demens er det absolut mest undersegte indenfor
Sundhed og Velfard, og at der er brug for kvalitative undersegelser, der gér ud
over pilotprojekt stadiet samt formuleringen af en sammenhangende metodik i
undersogelsen i dette krydsfelt. Litteraturstudiet understotter formuleringen af det
senere studie.

Efter at have presenteret athandlingens pilot- og primarstudier praesenteres et
litteraturstudie over de metodiske tilgange, der er benyttet i anden relevant
forskning samt athandlingens analytiske tilgang. Her understreges nadvendigheden
af en kvalitativ tilgang til undersegelsen af Menneskelignende Robotter i Sundhed
og Velferd. Derna@st presenteres den proces, der har ledt til brugen af en
Constructivist Grounded Theory Method.

Ved at benytte en Constructivist Grounded Theory Method er det muligt at
preesentere en karakteristik og eksplikation af interaktionen mellem primearstudiets
seks deltagere med sver demens og den menneskelignende robot Telenoid. Den
folgende kvalitative analyse af interaktionerne underseger og afdakker bade
specifikke og generelle resultater ift. interaktionsscript, tilegnelse og
forbedringspunkter. Konklusionen tilfejer viden om de roller, udfordringer og
muligheder som Menneskelignende Sociale Robotter kan indtraede i, skabe og lose i
fremtidens sundheds og velfaerdssystem.

Afhandlingen er delvist stottet af SOSU Nord og Den Europeiske Regionalfond
(ERDFN 13-0136) og blev gjort muligt af samarbejde mellem Aalborg Universitets
eLearning Lab, SOSU Nord Future Lab og Hiroshi Ishiguro Laboratories ved
Advanced Telecommunications Research Institute International (ATR) i Nara,
Japan.
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CHAPTER 1. INTRODUCTION

The purpose of this chapter is to provide a short introduction and outline of this
dissertation. This is done in three separate sections.

First, I present the context and scope of the dissertation, outlining its motivation,
context and scope.

Next, I present the format of the dissertation by presenting the overall goal of each
chapter.

Lastly, I present a light summary of the findings of the dissertation.



HUMANOID ROBOTS FOR HEALTH AND WELFARE

1.1. CONTEXT AND SCOPE

During my master’s degree studies in Information Technology in 2010-12 I was
able to pursue studies of how novel technologies change human interaction. The
programme focused on understanding Human Computer Interaction (HCI), and
placed focus on how technologies can change attitudes and behaviours through
acting as Persuasive agents (Fogg, 2002). Among the technologies I became
familiar with was the Geminoid-DK humanoid robot from the (ATR Hiroshi
Ishiguro Laboratory, 2017), and while I was not directly involved in robotics
research, it laid the foundation for a budding interest in robotics.

In the final year of my studies, SOSU Nord (sosunord.dk, 2017) approached me
regarding a position focused on researching the implications of using humanoid
robots as a Health and Welfare-technology. As a vocational healthcare college,
SOSU Nord has been engaged in educating the healthcare support staff of the future
for more than 25 years. With the influx of technology SOSU Nord Future Lab was
founded as a praxis-oriented test centre for Health and Welfare Technology
focusing on teaching students new technologies, theories and methods required in
their future profession.

This dissertation is partly funded by SOSU Nord as well as The European Regional
Development Fund (europa.eu, 2017) with grant ERDFN 13-0136. With it, robotics
became an addition to the centre, which already focused on new lift systems,
automatic toilets, pill dispensers as well as various information display systems. My
knowledge of the workings of the healthcare sector was limited, and arguing the
study and possible implementation of a technology that I had mostly read about to a
company full of extensively trained healthcare professionals was somewhat
unnerving.

While many of my new colleagues found Telenoid to be an interesting addition to
the portfolio of Future Lab, some were more than apprehensive at the prospect of
contributing to the deterioration of the welfare system, as one co-worker told me in
my first week. I am glad that this position was far from prevalent, and that over the
course of the project, most of my colleagues came to see Telenoid as I do: as a tool
for better understanding persons with dementia, and for developing future Health
and Welfare Technologies. The initial reaction is however somewhat
understandable as the term Health and Welfare-technology is liberally applied, and
is said to often not meet the desired or promised results.

Nevertheless, the term Health and Welfare-technology plays a central part in the
political discussions about the future of health-services, both in our homes,
hospitals and at care facilities. While the term is not defined as such, its use covers
all manner of technology applied either within the domain of, or with the purpose
of enhancing, Health and Welfare. The term is often associated with great



expectations to a rise in the quality of care as well as a lowered cost and naturally
the discourse reflects this duality. Health and Welfare-technology is often framed
as a tool for providing better care, as well as a collection of tools for quality
improvements as well as tools for lowering budgets. There is a vast range of
examples of technologies described as Health and Welfare-technologies. This is
done with various degrees of success and new sub-domains, problems and solutions
are explored continuously with the aid of funding agencies such as The European
Regional Development Fund (ERDF) or similar national, regional or local
initiatives. Examples cover the full range of technological development from low-
tech pill dispensers to high-tech remote-operation equipment and covers
applications such as toilets, lift systems and bed-equipment, vacuum cleaners, tele-
care solutions as well as embedded sensors in clothing, plates and floors which
monitor respiration, nutritional intake and night-time behaviour. There are plenty of
examples, but for many developments tailored to newer sub-domains or problems,
the level of technological maturity is understandably often at the Pilot study stage.
Thus it remains to be seen what roles, challenges and opportunities these
technological developments can adopt to, create and fulfil in the Health and
Welfare system of tomorrow.

One such Health and Welfare-technology is the tele-operated android robot
Telenoid, which has been evaluated as a tool for testing if new forms of media and
presence can contribute to the alleviation of symptoms of dementia, improvement
in Quality of Life and overall social skills. This dissertation does not attempt to
clarify or answer all these questions, but contributes by addressing the open
questions above by providing a series of qualitative explications of the interactions
between the tele-operated Functionally Designed Humanoid Socially Assistive
Robot Telenoid and several elderly persons with severe dementia. This adds to the
body of knowledge on the application of Humanoid Socially Assistive Robots in
general and specifically as a tool within the domain of Health and Welfare.

Specifically this dissertation’s research question is as follows:

Research question

How can interaction between Telenoid and elderly persons with dementia be
characterised and to what degree can interaction with Telenoid alleviate symptoms
of dementia in these persons?

Table 1: Research question

To understand the reasoning and framing of this research question I offer the below
sections which are greatly expanded in the coming chapters.
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1.1.1. FRAMING THE RESEARCH QUESTION

The choice to research the application of Telenoid in interaction with elderly
persons with dementia stems from previous research (Ryuji Yamazaki, Nishio,
Ishiguro, et al., 2012; Ryuji Yamazaki, Nishio, Ogawa, et al., 2012; Ryuji
Yamazaki et al., 2013) focusing on the use of Telenoid in dementia-settings and as
a means of enabling tele-presence between long term ill children and their schools.
The results surrounding the dementia-case were interesting and offered anecdotal
indications of improvement in the Participants as well as a change in overall
demeanour.

Overall, persons with dementia suffer from a wide range of symptoms, which
cluster into five overall types of dementia with Alzheimer’s being the prevalent.
Combined, these symptoms effect memory, reasoning and communication skills, in
addition to a gradual loss of the skills needed to carry out simple daily activities
(Alzheimer’s Society, 2007, p. 2) with individual symptoms in various forms,
levels of severity and combinations. Not surprisingly, most persons with dementia
react with frustration and aggression to the loss of skill, ability and memory, which
in popular terms is dubbed regressing slowly into infancy. Perhaps especially so in
regard to the loss of verbal and social skills, which causes isolation from peers due
to a feeling of being overwhelmed in social settings. As a result, no two persons
with dementia are alike, and while specialised treatment is advancing, the prognosis
can seem disheartening; permanent degenerative, meaning a steady and incurable
decline of affected skills leading to eventual death.

Treatment is successful at decreasing the speed of degeneration and research
indicates that in addition to medication one of the best ways to keep the mind from
degenerating is to activate it. As such, non-pharmacological initiatives of
conversation, music and interaction-activities or goal-oriented tasks related to
memory or logic have been tested for many years with positive results. The present
research focuses on conversation, and ways to engage persons with dementia in
activities that help them use these abilities. However, with persons being easily
overwhelmed in social interaction, it is natural to investigate other avenues of
nurturing social skills or lowering the level of social signals in the setting. Building
on initiatives with animals, the use of e.g. the robotic seal PARO has been applied
with interesting results in the field of dementia and have in some cases helped silent
elderly become verbally engaged in conversations with the seal, which is however
not able to speak. A natural next step down this avenue of reasoning is to evaluate
if the same indications are present if the seal could talk, or more precisely, if the
seal was not a seal, but a humanoid robot, which does not elicit the same level of
social signals as humans do and would thus seem more approachable than humans.
One candidate for this research is the Telenoid, which mediates human interaction
and presents as a simplistically designed Socially Assistive Robot.



1.2. FORMAT OF THE DISSERTATION

The purpose of this short section is to present the structure and format of the
dissertation.

1.2.1. ANOTE ON STRUCTURE

Due to the exploratory nature of this dissertation, the only fix point, which has
remained throughout the entire process, is that of the overall nature of the research-
question presented above. As a result, the theories, methods and setups were not
clear from the outset. Due to this exploratory nature, this dissertation does not
conform to typical standards of presentation since e.g. the methods of analysis were
decided upon after the data was obtained. The below structure is chosen as a result
of my working as a newcomer to the field of dementia and robotics-research, and
thus I structured the dissertation in a way, which hopefully introduces novices to
the field to the required knowledge at the right time, as well as remaining true to the
process of analysis.

It should be noted that this dissertation draws on my own paper (Strandbech, 2015)
in matters of framing and definitions as the paper presents an early concept for
analysis of the data as well as outlines the reasoning for the studies. I have been
asked by the University to include both this paragraph as well as a general
reference to the relevant paragraphs and citations when appropriate so as to not
appear to be plagiarising myself. Total use covers approximately five pages used on
pages 22, 23, 26-28, 33-35, 57-59, 79, 87, and 127.
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1.2.2. CHAPTER OVERVIEW

The first chapter, ‘Introduction’ provides an introduction, outline of this
dissertation and its findings.

The second chapter, ‘Outlines and Focal points’ from page 21 provides an overall
basis for understanding the different issues involved in this dissertation. As such,
the chapter provides an initial frame for understanding the field of robotics and the
Socially Assistive Robots (SAR) that this dissertation revolves around. From there I
present key points in regard to dementia before reviewing the use of Humanoid and
Zoomorphic robots in Health and Welfare. Beyond this review I present relevant
initiatives used today aimed at dementia as well as a synthesis of the critique on the
current state of research in Socially Assistive Robots within Health and Welfare.

The third chapter, ‘Study Overview’, provides insight into the technical setup of the
studies that formed the basis for the collected data used in the dissertation. Initially,
I will further outline the reasoning for conducting studies focused on Functionally
Designed Socially Assistive Humanoid Robots in interaction with persons with
dementia. Then I will present all relevant aspects of both the Pilot study and the
Main study.

The fourth chapter, ‘Analytical Approach’, details the analytical approach used in
this thesis. This is done by first elaborating on the established methods for
analysing the interaction between elderly persons with dementia and Humanoid and
Zoomorphic Robots before presenting the Constructivist Grounded Theory Method
chosen.

The fifth chapter, ‘Explicating the use of Telenoid in dementia-care’, explicates the
process of using Telenoid in the Main study. This is done by first presenting the
precise Grounded Theory Method detailing the process of arriving at the format.
The main part of the chapter consists of six Explications of Participant Interaction,
which provide the analysis and conclusion on interaction found for each Participant
as well as a section, which covers all six Participants as one dataset.

The sixth chapter, ‘Conclusions and Future Directions’, details the conclusions
found in this dissertation as well as my recommendations for the future directions
of the research and application of Humanoid and Zoomorphic Robots in the domain
of Health and Welfare.

After this, Appendix A contains an Overview of elements in the literature review.
The data pertaining to the dissertation is deemed confidential and using encryption
was made available only to the Ph.D. committee, supervisor and relevant staff.



1.3. SUMMARY FINDINGS

The findings of this dissertation are presented in Chapter 6 and offered here in
summary.

With respect to the characterisation of interaction between Telenoid and elderly
persons with dementia it is found that Telenoid has the possibility to function as a
Health and Welfare-technology, which is appropriated by the Participants and
functions in diverse roles which they, staff and family members, can help to define.
Telenoid can hopefully serve as a tool for training or possibly maintaining or
maybe improving social and verbal abilities or competencies through singing and
conversation. Telenoid is often described and handled by Participants as childlike,
but conversations with Telenoid are increasingly personal and at times touch on
deeply private memories not fitting a childlike view of Telenoid. Moreover, the
design of Telenoid appears to support the notion that Functionally Designed
Humanoid Socially Assistive Robots can perform in the role of conversational
partner for persons with severe dementia, but within the limited population of the
study, it appears that persons who retain the ability and initiative to engage socially
with peers do not view Telenoid as a relevant conversational partner. In addition,
the technical difficulties and verbal distortions in the use of Telenoid amount to
significant disruptions to the interaction and cause deterioration in the relationships
and limit otherwise positive interactions.

With respect to the evaluation of to what degree this interaction can alleviate
symptoms of dementia in these persons it is overall found that while a multitude of
quantitative methods were applied there was no coherent pattern of decrease or
increase of symptoms of dementia. While some tools such as the MMSE show an
increase in e.g. the sub-section of Language or similar sub-categories, this
dissertation finds more value in the analysis of the qualitative data and forming the
Explication of Participant interaction based on this.

With respect to future directions of research and application of Humanoid and
Zoomorphic Robots in the domain of Health and Welfare I argue for the further
need for qualitative long-term studies on the interaction, as well as studies
specifically on Functionally Designed Humanoid Socially Assistive Robots. While
it is argued that the degree of positive effects found in this dissertation at present
can be achieved by other means, it is my distinct conviction that this should not
discourage further research into the application of Humanoid and Zoomorphic
Socially Assistive Robots in the domain of Health and Welfare. The technical
difficulties and limitations to Telenoid and his kin will be alleviated soon, and this
dissertation finds that, even despite these, he, in some cases, is better than his
human counterparts. Telenoid is thus a specialised tool capable of engaging persons
with severe dementia in activities they did not engage in before.






CHAPTER 2. OUTLINES AND FOCAL
POINTS

The purpose of this chapter is to provide a basis for understanding the different
issues involved in this dissertation. As such, this chapter will provide the reader
with information on robotics as a general concept as well as Socially Assistive
Robots, dementia and relevant dementia initiatives in particular.

First, I will provide a frame for understanding the field of robotics as well as some
of the different categories of robotics with particular emphasis on Socially Assistive
Robots (SAR) that this dissertation revolves around.

From there I will present an overview of key points with regard to dementia, so as
to provide a frame of reference for understanding the implications of working with
persons within this particular range of special needs.

Next I will present a synthesis of findings formulated from reviewing studies where
Humanoid and Zoomorphic robots have been used in the fields of health and
welfare.

Finally, I will present relevant initiatives beyond robotics that are aimed at
archiving alleviation of the symptoms commonly associated with Dementia.

From the review and supporting literature, I will finally present a synthesised
critique of the current state of research into Socially Assistive Robots within Health
and Welfare.
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2.1. ABOUT ROBOTS

As mentioned, the purpose of this subsection is to provide a basis for understanding
the basis of robotics and the class of Socially Assistive Robots that this dissertation
focuses on. As such, I will start by introducing the history of Socially Assistive
Robots and from there I move on to different sub-classes of Socially Assistive
Robots. This section is not exhaustive, as a complete overview of the field of
robotics is not possible. Instead it serves as an adequate frame of reference in which
to place Telenoid and the work of this dissertation.

2.1.1. A BREIF HISTORY OF THE TERM

“Historically the term robot is coined in the play R.U.R. or Rossum's Universal
Robots by Karel Capek (1890-1938) in 1923 (Capek, K & Playfair, N, 1961), where
humanoid robots are created as a workforce, which then rises to take control.
While this depiction has fascinated pop culture for almost a century as seen
countless times in literature (Asimov, 1995) as well as in movies, plays, games and
other forms of media, the term is much older. “The perhaps earliest example of a
humanoid design is in the Jewish Talmud where a ‘Golem’ is used to describe both
Adam in the first 12 hours of his existence when he did not have a soul, and the
mythical creation bearing the literal name, formed from clay” (Oreck, 2015)”
(Strandbech, 2015, p. 3).

It would seem that although humanoid robots are just one of several categories of
robots, they are the first to emerge historically. As we have luckily moved far from
these first gloomy depictions of humanoid creations, so has the concept of a
humanoid companion begun to take a foothold in the general public, advanced by
such developments as the commercially available Pepper (Aldebaran Robotics,
2015), Buddy (Bluefrogrobotics.com, 2016) and Jibo (Jibo.com, 2016) as well as
the research-oriented but far more humanoid Geminoids by Hiroshi Ishiguro’s team
(Ishiguro & Nishio, 2007) (Strandbech, 2015, p. 3).

2.1.2. CORE DEFINITIONS

According to the (ISO, 2012), Robots are technically classified broadly as either
Industrial- or Service- robots, based on their “intended application” with several
sub-classifications that all hinge on the “robot” having autonomy, several degrees
of freedom and a manipulator. Here, a service robot “performs useful tasks for
humans or equipment excluding industrial automation applications . In research-
contexts, there is no one universally recognised definition of what a robot or indeed
what a social robot is, which is noted in almost every review on the subject.
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While Social Robots are said to have been first created in the 1940s, having an
insect-like shape and behaviour (Fong, Nourbakhsh, & Dautenhahn, 2003), the
term Socially Assistive Robot has become more common, although not universally
accepted when describing the very same field of robotics.

As an illustration I have chosen the description found in the review (Mordoch,
Osterreicher, Guse, Roger, & Thompson, 2013, p. 15) on Social Commitment
Robots, a term that either closely or fully overlaps Socially Assistive Robots,
depending which definitions are applied.

“There are a confusing array of terms used to describe robots that may
fall under a general category of human interactive robots for
psychological enrichment and are then further sub-classified as
interactive autonomous robots which provide personal interactions,
pleasure and relaxation. Other literature identifies the classification of
social assistive robots. The social assistive robot bridges the assistive
robot functions, which provide physical assistance with the social
interactive robot functions of providing social and non-physical
interaction. In our reading of the literature, a multitude of terms, i.e.
social commitment robot, social robot, therapeutic robot, caring robot,
mental health robot, entertainment robot, interactive autonomous robot,
interactive engaging robot and mental commitment robot appear to
refer to similar types of robots. In addition, several terms may be used
within the same article, terms are not consistently used within the
literature and often lack clear operational definitions”.

Following the confusing array of terms and categorical issues with defining the
term Robot and Socially Assistive Robot, there is also no clear consensus on when
the first Humanoid robot was created. This might be due to the fact that the trait of
looking like a human is categorically of family resemblance (Lakoff, 1990, p. 12),
and thus a humanoid can have both some human-like-traits and some distinctly not
human-like, but still be human-like overall (Strandbech, 2015). “As such, it falls to
the individual to decide if and when a robot looks enough like a human to be a
humanoid, and when it does not. This again is influenced by the context in which
the robot is placed, making the problem of defining Robot, Social Robot and
Humanoid an even bigger problem” (Strandbech, 2015, p. 3).

In attempting to define what sub-class of robot Telenoid is, I begin with the
definition of Socially Interactive Robots (SIR) as defined by (Fong et al., 2003, p.
145) where SIR is defined as those “... robots for which social interaction plays a
key role”. This term is introduced with the expressed intension of
“...distinguish[ing] these robots from other robots that involve “conventional”
human—robot interaction, such as those used in teleoperation scenarios” (Fong et
al., 2003, p. 145). This definition is used again by (Feil-Seifer & Mataric, 2005, p.
465) who state that “...Socially assistive robotics (SAR) [are found at] the

23



HUMANOID ROBOTS FOR HEALTH AND WELFARE

intersection of Assistive Robotics (AR) and Socially Interactive Robots (SIR)*.
Here, Assistive Robots are defined as a robot “...that gives aid or support to a
human user. Research into assistive robotics includes rehabilitation robots,
wheelchair robots and other mobility aides, companion robots, manipulator arms
for the physically disabled, and educational robots” (Feil-Seifer & Mataric, 2005,
p. 465). Thus the reach of Socially Assistive Robots is an extension of Assistive
Robots, which focuses on physical assistance, with the Social aspects found in the
notions of Social Interaction Robots. (Feil-Seifer & Mataric, 2005, p. 465) offers
the below definition of the term:

“SAR shares with assistive robotics the goal to provide assistance to
human users, but it specifies that the assistance is through social
interaction. Because of the emphasis on social interaction, SAR has a
similar focus as SIR. In SIR, the robot’s goal is to develop close and
effective interactions with the human for the sake of interaction itself. In
contrast, in SAR, the robot’s goal is to create close and effective
interaction with a human user for the purpose of giving assistance and
achieving measurable progress in convalescence, rehabilitation,
learning, etc”.

On face value this definition is appealing to apply to Telenoid, as it is comprised of
three elements that Telenoid in its present use does: Social, Assistive and Robot.
Applying this definition to Telenoid is however in contrast with the definition of
SIR, which carries the constraint that it is used specifically to contrast
“teleoperation” robots (Fong et al., 2003, p. 145). As Telenoid is teleoperated, the
definition of SIR and SAR does technically not apply.

I apply this definition to Telenoid in recognition of this fact, as I also apply the
below on Social Robot by (Breazeal, 2003). This widely used definition of a Social
Robot by Cynthia Breazeal in (Breazeal, 2003, p. 168) is but one of many, but it
emphasises the human observer’s perspective, which is very much synchronous
with the above categorical notions on family resemblance in humanoids as well as
my own views. Breazeal’s book with the below definition is not only fitting in this
context, as it is often cited and used, it is also one that I adhere to in general:

“Autonomous robots perceive their world, make decisions on their own,
and perform coordinated actions to carry out their tasks. As with living
things, their behavior is a product of its internal state as well as
physical laws. Augmenting such self-directed, creature-like behavior
with the ability to communicate with, cooperate with, and learn from
people makes it almost impossible for one to not anthropomorphize
them (i.e., attribute human or animal-like qualities). We refer to this
class of autonomous robots as social robots, i.e., those that people apply
a social model to in order to interact with and to understand. This
definition is based on the human observer’s perspective”.
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Because this definition is subject-dependent and not object-dependent, any design
that is perceived as an autonomous social robot is an autonomous social robot,
without having to actually be autonomous or fit a specific definition. This entails
that any robot, if perceived by someone as having a social model, is a social robot.
While this might seem as a convenient escape from having to define actual traits
common to or defining of the term Robot, Social Robot or Socially Assistive
Robots, it acknowledges the importance of the perception by the user. This in turn
relates well when noting that Socially Assistive Robots are often, if not
predominantly used in relation to persons with special needs such as dementia, and
that some of these persons have a distorted view of reality, being prone to delusions
and hallucinations.

In line with the ISO-definition used above, Breazeal’s definition calls for sensors,
computational power and actuators and thereby eliminates all robots that are tele-
operated in that they are inherently not autonomous and thus not even robots. I
would argue that this point in the definition is in contrast to the subject-dependant
focus and not in line with the notion of social model described later in the
definition.

While the mechanical elements included in the definition are central and
understandable to focus and clarify the scope of the definition, I argue that it makes
little sense to allow the human observer to be the judge of whether or not a robot is
a social robot, based on whether or not he or she applies a social model, and then
exclude the robot in question if no sensors, computation or actuators are present. As
exemplified later in this dissertation, Ethel who is an elderly woman with severe
dementia, views Telenoid as a social presence, and clearly develops a relationship
with him over time. As such she applies a social model to the interaction, making
Telenoid fit the strict definition of Social Robot, were it not for the lack of
computation. The woman is however blissfully unaware of this point, and it in no
way influences the relationship with Telenoid, ultimately making the need for
autonomy a mute point. This is however only true for as long as the user feels the
need to apply a social model to [it] in order to interact with and to understand [it],
to paraphrase Breazeal.

Thus I suggest, that the notions of subject-dependency and description of the nature
of behaviour of Social Robots in Breazeal’s definition are the defining factors, and
that the autonomy-clause, as it were, should be kept but made secondary and non-
binding. This can be exemplified by the present case of Telenoid and other tele-
operated robots, as they are perceived as autonomous and interacted with in much
the same way people interact with actual autonomous Socially Assistive Robots.

In my view, Telenoid and other Socially Assistive Robots are on the very fringe of

the suitable definitions. Indeed, applying a strict view of the definitions could
banish tele-operated robots to the same class as remote controlled cars as they may
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have a form of locomotion, but ultimately rely on input from an Operator to
function. This I do not believe is descriptive of the nature of Telenoid and other
Socially Assistive Robots as they, despite the ill-defined term of Robot, are more
robot than remote-controlled.

Thus I will not apply this stringent view but instead use the definition of Socially
Assistive Robot as presented by (Feil-Seifer & Mataric, 2005, p. 465) and define
the purpose of Telenoid as a Socially Assistive Robot to be“...to create close and
effective interaction with a human user for the purpose of giving assistance and
achieving measurable progress in convalescence, rehabilitation, learning, etc”.. In
addition I apply my modified notions of (Breazeal, 2003, p. 163) in claiming that
identifying, which robot belongs to this class of robots, which we “...apply a social
model to in order to interact with and to understand” is ultimately in the eye of the
beholder in that humans tend to apply social models of behaviour to both artefacts
and agents, and that any one person’s reaction is personal and while a third party
may argue that a particular artefact is not worthy of the social model I apply, it may
still provide me with value.

The definition of Socially Assistive Robots thus focuses on the needs and progress
in the life of the user and aims to define the class of robots that assist in this task,
which aligns somewhat with the purpose of this dissertation in that we presently do
not seek to rehabilitate, but to some extent are focused on the Participants re-
learning social skills. In addition to this, as reported above, the definitions are often
without clear definitions and applied inconsistently, overlapping or interchangeably
with other definition.. In my reading the use of the term Socially Interaction Robots
is less frequently used than that of Socially Assistive Robot, which serves as a more
recognised term for the types of robotic platform Telenoid is in the journals and
texts, which represent the core of my review and understanding of the field. As
such, I have chosen a term that to a large extent is still used interchangeably with
other similar definitions, but which in its denotation fits the overall parameters as
well a follows in line with at least some of the scholars working in related fields
with related approaches.

2.1.3. CLASSIFYING SOCIALLY ASSISTIVE ROBOTS

When using the definition above, with the limitations that I provided, there is
however still a need for further sub-classification of the different types of Socially
Assistive Robots. Here, a central source by any means is the often used (Fong et al.,
2003). “When classifying Social Robots, we should, according to (Fong et al,
2003), classify them into four major groups: Anthropomorphic, for those looking
like humans; Zoomorphic, for those looking like creatures; Caricatured, for those
who do not have to appear realistic in the first place, and finally the Functional,
describing those robots whose design first and foremost reflect the task for which
they are designed” (Strandbech, 2015, p. 4).
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This classification deals only with Social Robots and the categories defined by
Fong et al. are, in contrast to the ISO definition, based not on the indented
application but on the physical appearance of the robot, indicating that the
determining factors are how users relate to the robot. The categories are:

“Anthropomorphic robots are defined as those robots that are designed to look like
or at least, to some extent, are perceived as having human-like features. The
function of these human-like features are according to (Fong et al., 2003, p. 150):”

“...to present an appropriate balance of illusion (to lead the user to
believe that the robot is sophisticated in areas where the user will not
encounter its failings) and functionality (to provide capabilities
necessary for supporting human-like interaction). (Strandbech, 2015, p.
4)”

It is worth noting that this balance between illusion and functionality is based on
the robot’s perceived capabilities and not its actual capabilities. This relates to the
idea of providing the robot with enough human-like features so as to convince the
user that the robot is competent in performing its range tasks, while still avoiding
that users perceive this range to be larger than it actually is, and thus not have their
expectations met.

“Zoomorphic robots are defined as those robots designed with the intent to
replicate an animal or creature to some degree of perfection. These robots are not
central to the development of humanoid robots, but they are important when
distinguishing between types of Socially Assistive Robots. Fong notes that, avoiding
the creation of robots that do not fulfil our expectations, what is also known as the
Uncanny Valley (Mori, 1970), may be easier with zoomorphic robots” (Strandbech,
2015, p. 4). This is due to our expectations as to what constitutes normal behaviour
is not so finely tuned with animal behaviour as it is with human behaviour, due to
few first hand experiences. A prime example here is Paro as presumably only few
people have had first-hand close-proximity interaction with harp seals.

Caricatured robots are defined as robots “designed in accordance with the above
categories, but in an unrealistic fashion, so as to place emphasis on implied
abilities or to moderate attention to specific features. Herein is a central point not
to confuse a non-realistic/simplistically designed robot with a caricatured. As a
prime example, NAO, while being humanoid, is more caricatured than realistic
(Aldebaran Robotics, 2015)” (Strandbech, 2015, p. 5).

“Functional robots are those robots whose design is first and foremost governed by
a purpose of task. One example of a functional robot is Baxter (Fitzgerald, 2013),
designed to serve as an industrial robot to aid in or fully overtake simple
operations. While it is not important for Baxter to look or behave humanlike ‘he’
has been outfitted with a LCD-screen showing a face, so workers can better relate
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to the robot” (Strandbech, 2015, p. 5). Adhering to the above definitions, Baxter is
not a Socially Assistive Robot, but presumably benefits from a social design-
component.

In addition to these four categories, there are two categories of inspiration that
should be noted: The Functionally Designed and The Biologically Designed.
“While both types of inspiration can lead to the design of Socially Assistive Robots,
the biologically inspired robots are born from the notion that humans are better at
understanding a robot that looks and behaves like something they know, which
builds on the same notions as Mori’s paradigm of the Uncanny Valley. The
Sfunctionally designed robots are, like the category of Functional robots, designed
for a specific purpose or rather, as presented in (Fong et al, 2003, p. 148):”.
(Strandbech, 2015, p. 5).

“The objective is to design a robot that outwardly appears to be socially
intelligent, even if the internal design does not have a basis in science
or nature. “[...] These “engineered” robots may need only to generate
certain effects and experiences with the user, rather than having to
withstand deep scrutiny for “life-like” capabilities. [...] The robot may
only need to be superficially socially competent. This is particularly true
when only short-term interaction or limited quality of interaction is
required. The robot may have limited embodiment, capability for
interaction, or may be constrained by the environment. Even limited
social expression can help improve the affordances and usability of a
robot. In some applications, recorded or scripted speech may be
sufficient for human—robot dialogue” (Fong et al., 2003, p. 148)”.
(Strandbech, 2015, p. 5).

At it’s core, what Fong et al. describes as the functionally inspired robots, are
robots that aim to serve a specific range of uses or tasks while being within the
bounds of Socially Assistive Robots. Now, these robots can be Anthropomorphic,
Zoomorphic, Caricatured or even Functional, but as presented, the design is
purposely not very life-like. This does not entail that robots that are Functionally
Designed are mostly Caricatured or Functional Robots; only that the purpose is to
create a simplistically designed Socially Assistive Robot, and accepting that this
design with it’s non-realistic features may be fitting for a range of tasks.

2.1.4. ANOTE ON CULTURAL PERCEPTION OF ARTIFICIALITY

While it is difficult to establish how and to what extent cultural identity has
influenced the use and development of robotics over the years, it is a source of
great interest and speculation. In this short section I present resumes of two
fictional stories — one from the Shinto-religion of Asia and one from the Danish
author H.C Andersen — as examples of how technology and especially replications
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are viewed and perceived in different cultures. I include them, not as sources of
definitive explanations for development and uses, but as inspiration and
background information on robotics. I’ve also included the popular Uncanny
Valley, which is sometimes used to explain why humans perceive some replications
as eerie.

2.1.4.1 Stories of artificiality

As described in both (Kaplan, 2004, p. 469), the pan-Asian Shinto-religion holds a
central myth on the use of deception for the greater good:

“One of the best well-known episodes among Shinto myths is the tale of
the vanishing of Amaterasu O-mi Kami, the sun goddess. The goddess,
offended by her brother’s provocations, decided to withdraw to a cave.
As a result, the world was turned into darkness. To convince her to
come back, the other deities decided to set up a spectacle with music,
theatre and dance. The party was not a real one, but all the guests
pretended to have fun, laughed and made a great amount of noise.
Driven by curiosity, Amaterasu O-mi Kami decided to take a look at
what was going on and came out of her cave. As soon as she was out,
the other gods blocked the entrance: the sun was back for good. The
world was saved by a simple masquerade, a fake party and forced
laughter, set up to fool a goddess. In the Shinto tradition, artificiality is
licit: it saved the world”.

In the Shinto-myth, the use of deception is, while not lasting, extensive and a sound
course of action. The contrast to Western culture is shown by (Shaw-Garlock, 2009,
pp. 256-257) by citing Frankenstein; the well know tale of the artificial monster
created by science, which is hunted and feared. As a Dane, I prefer contrasting this
pan-Asian Shinto-myth to the 1844 fairy-tale The Nightingale by H.C. Andersen
(Andersen, 2016) which I paraphrase below.

In the Nightingale, travellers would come from all countries of the
world to see the palace of the Emperor of China that was made entirely
out of expensive porcelain that was so delicate that it could only be
touched with the greatest of care. The palace had the most beautiful
garden imaginable and at the far end was a mighty forest where a
Nightingale would sing. Everyone who heard it agreed, that of all the
wonders in the land, the Nightingale’s singing was “the best of all”.
When the Emperor heard of this he ordered the Nightingale to be
brought before the court and upon hearing its singing the Emperor
began to cry in joy over the beauty of the Nightingale. He then ordered
the Nightingale to stay at court and permitted it short walks with armed
guards, in fear that anything should happen to it. One day an artificial
nightingale arrived, with the message “The Emperor of Japan's
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nightingale is a poor thing compared with that of the Emperor of
China”. Made from gold and silver and encrusted with diamonds, rubies
and sapphires the contraption could be wound up and be made to sing
all of the Nightingale’s songs. Being prettier and more reliable, the
contraption was favoured, and the Nightingale ultimately banished from
the land in disgrace. After some time, a public concert was given and
despite much work to the contrary by learned men of music, those who
had heard the Nightingale’s songs agreed that the contraption was
lacking something. In time the contraption broke, its tunes became
distorted, and then the Emperor fell ill. In his final moments, at Death’s
door, the disgraced Nightingale appeared and drove away Death with its
song. The Emperor regained his strength and invited the Nightingale to
stay at court as a free bird with no obligations, and although it declined,
the Nightingale promised to come by his window to sing and tell stories
from the land.

In the Nightingale, artificiality may be licit, but the natural world offers virtues that
are either impossible to replicate or flawed in their artificial replication.

In both stories, the theme of copying nature is present and in both stories the
artificiality is licit, although they bring about different results. Interestingly, H.C.
Andersen presumably thought it relevant to include the suspense-building note
from the anonymous sender of the contraption, that hints at a Shinto-inspired view
of technology in that the Emperor is warned that the contraption is but a poor
substitute. As mentioned, this contrast in views and its implications are beyond the
scope of this thesis, but they remain interesting, or at least personally inspiring,
when confronted with different cultural views on robotics. (Kaplan, 2004, p. 469)
describes this by paraphrasing (Berque, 1986) in a passage on the views on garden
fountains:

”...Japanese people do not oppose the natural and the artificial but on
the contrary very often use the artificial to recreate nature. The
difference between Western fountains and small Japanese cascades
illustrates this point well. In the west, fountains throw water high in the
air. As it is a completely unnatural movement, the Western man hopes to
demonstrate his mastery over nature. On the contrary, small Japanese
cascades mimic as closely as possible the way water naturally flows.
They look much more modest than their Western counterparts but often
the hydraulic mechanisms underlying them turn out to be technically
superior. The artist-engineer shows his art by transferring the elements
that really count from the natural cascade to an artificial one. In this
respect, to be able to copy means to understand and to pay homage to
nature”.
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Without drawing conclusions, I find it interesting that while both the East and West
develop artificial representations of the natural world, the expectations to them, are
different. While the West operates with expectations of mastering the East appears
to operate with expectations of coexistence.

2.1.4.2 The Uncanny Valley

It could be argued that the field of robotics has incorporated this notion in the form
of The Uncanny Valley as presented by (Mori, 1970, 2012). With practical
implementations of humanoids being sparse and development costly, the results
often fall short of public expectation. With the examples above as well as other
developments, we are continuously seeing attempts to design robots that are
sufficiently realistic and familiar to something we know, but still do not fall into the
Uncanny Valley (Mori, 1970, 2012).
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Image 1: Mori’s "The Uncanny Valley". Adapted
from (Mori. 1970).
This mental model exists, according to Mori and others, as the relationship between

familiarity with a phenomenon and its human likeness is not a proportional one.
Instead, as (Mori, 1970) states it “..as robots appear more humanlike, our sense of
their familiarity increases until we come to a valley. I call this relation the
‘Uncanny Valley’”. This familiarity concept is perhaps better understood if thought
of in terms of expectations, as the concept of Familiarity bears the notion of what
we believe the phenomenon is capable of. Mori moves on to provide an example
using prosthetic hands:

“Some prosthetic hands attempt to simulate veins, muscles, tendons,
finger nails, and finger prints, and their color resembles human
pigmentation. [...] But this kind of prosthetic hand is too real and when
we notice it is prosthetic, we have a sense of strangeness. So if we shake
the hand, we are surprised by the lack of soft tissue and cold
temperature. In this case, there is no longer a sense of familiarity. It is
uncanny. In mathematical terms, strangeness can be represented by
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negative familiarity, so the prosthetic hand is at the bottom of the valley.
So in this case, the appearance is quite human like, but the familiarity is
negative. This is the uncanny valley”.

Essentially, the placement of the valley on the graph is subjective and will therefore
vary in distance from the point (0,0) indicating no human likeness and no
familiarity. In other words, it is subjective how much human likeness any one
person will tolerate before the familiarity drops, how fast this happens, and to what
extent.

In essence, a non-realistic/simplistically designed robot will be given more leniency
in terms of imperfections and odd behaviour than a realistic one, and the
expectations of a realistic robot will be higher than those of the simplistic. In
(Pollick, 2009, p. 69) the author surmises that “...there is a dearth of empirical
evidence on [the effect of the model] and certainly no study that outlines essential
properties that can be manipulated to navigate into and out of the uncanny valley.
Thus, it would seem some care is needed in the evaluation of claims about the
uncanny valley until a more rigorous understanding is reached”.

Despite the review by Pollick and the critique listed therein, it would seem that the
notions forming the model remains central to the development and goals for
development of most Socially Assistive Robots and especially so for humanoid
ones.

2.1.5. CONCLUDING REMARKS ABOUT ROBOTS

In summary, and “without addressing the need for a more universally adopted
terminology in the field of social robotics, it is clear that a view of social robotics
in line with if Breazel’s observer-dependant definition of Social Robot and Fong'’s
definition of the Functionally Designed and Anthropomorphic Robots, lead to an
understanding of Socially Assistive Robots; Teleoperated, Humanoid, Zoomorphic
or otherwise, that accept an intentionally non-realistic design as the best solution
for certain contexts and user groups”’ (Strandbech, 2015, p. 18).

These “Functionally Designed Socially Assistive Robots thus aim to be sufficiently
realistic for a given context or task, and as a category they seem ideally suited to
engage with persons with e.g. cognitive impairments such as dementia, who, as 1
will describe in the following, are often placed in overwhelming social interaction
situations when engaging face-to-face” (Strandbech, 2015, p. 18) with other
humans. If we choose to apply the notions from the Shinto-myth of Amaterasu O-
mi kami to this view, we are left with a view of especially Functionally Designed
Socially Assistive Robots as purposely designed as artificial representations of real
world beings, but not made with the purpose of matching the object they are made
to represent.
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The difference is of course a theoretical one. The tale of Amaterasu will not change
the views of frightened children or persons finding a robot eerie, but the cultural
understanding of the use of robotics may prove vital in reframing the use of both
Functionally Designed and extensively anthropomorphic Socially Assistive Robots.
This reframing may be vital, as many find that we are on the precipice of a
transformation that will bring about massive changes in development in robotics
and, inevitably, their application.

2.2. ABOUT DEMENTIA

The 