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Deliverable D4.3 Watch dog report

1.Executive Summary

The increasing use of video footage for traffic analyses means that the availability of
tools that can assist the use in processing of video data gets increasingly more
important. In particular for behavioural analyses where one seeks to assess specific
road user behaviour, it is important that this behaviour can be identified in the video. In
some cases, a specific behaviour or specific traffic events occur rarely, and hence a
large amount of video is needed to obtain a sufficient number of events for further
analysis. For instance, traffic conflicts are rare on the specific site, and it thus requires
several weeks or months of traffic video to capture enough traffic conflicts. As it is not
feasible to process hundreds of hours of video manually to identify these events, the
use of video analysis tools is essential.

We have developed a watchdog video analysis tool called RUBA (Road User Behaviour
Analysis) to use for processing of traffic video. The idea with this tool is to remove large
parts of the video where no events of interest occur and thereby reduce the video to
only contain these parts that are interesting for the user.

RUBA is available for Windows and Mac at
https://bitbucket.org/aauvap/ruba/downloads/.

Documentation and source code for the tool can be retrieved at
https://bitbucket.org/aauvap/ruba/src.

This report provides an overview of the functions of RUBA and gives a brief introduction
into how analyses can be made in RUBA. The content is also available online:
https://bitbucket.org/aauvap/ruba.
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Introduction

The Road User Behaviour Analysis (RUBA) project is a watch-dog tool for computer-based analysis of traffic videos.
The program can be used on Windows, MacOS, and Linux computers.

RUBAIs developed by the Visual Analysis of People Lab (http://vap.aau.dk) at Aalborg University, Denmark, in
collaboration with the Traffic Safety Research Group (http://vbn.aau.dk/en/organisations/forskningsgruppen-for-
trafiksikkerhed(3345f0a2-0a1f-4630-b6bb-0e4250ba5766).html) at Aalborg University.

RUBAallows the user to draw fields (detectors) on the video image by using a simple click-based drawing tool. The
sensitivity of the detector, regarding movementin the image, is adjusted by different parameters in the program.

ROAD USER BEHAVIOUR ANALYSIS

Figure | The RUBAlogo

How to contribute

Please feel free to use RUBAand see ifit fits your use case and research needs. If you encounter a bug by doing so,

or if you have any suggestions on the further improvement of RUBA, please reportitin our jssue tracker
(https ://bitbucket.org/aauvap/rubalissues ?status=new&status=open).

License

RUBAIs licensed under the MIT License.


http://vap.aau.dk/
http://vbn.aau.dk/en/organisations/forskningsgruppen-for-trafiksikkerhed(3345f0a2-0a1f-4630-b6bb-0e4250ba5766).html
https://bitbucket.org/aauvap/ruba/issues?status=new&status=open

Analysis in RUBA

The procedure when conducting an analysis in RUBAIs as follows:

1. Import video(s)

2. Create module(s) for the analysis

3. Calibrate parameters to ensure that the right movements/road users are registered
4. Run the analysis

Import of videos

RUBAhandles videos of most file types and resolutions. The program offers two different approaches for handling the
synchronisation and time management for every frame of a video file:

1. Ifthe frame rate of the video is constant, the start time of the video might be encoded into the file name of the
video. The exact time of a frame will be computed based on the starttime, the frame rate of the video, and the
current frame number.

2. Ifthe frame rate of the video is varying, you may put the exact date and time of each frame in a separate logfile.
The log file should be placed in the same directory as the corresponding video file and share the same
filename except for the extension. As default, RUBAlooks for corresponding files with the ".log' extension.

For more information on the video synchronisation options, see the Synchronisation section in the User Interface and
Settings (https://bitbucket.org/aauvap/ruba/wiki/User%20Interface%20and%20Settings) page.

Once you have selected a suitable way to ensure the synchronisation of the video, you have two options to import
video files into RUBA:

1. Use File -> Load Video Files or click the button at the menu bar (CTRL + O). This option will clear the current
list of video files and import the new files that you have selected.

2. Use the 'Add videos to list (CTRL + Ins)' button in the 'Video files' pane. This option will add the selected videos
files to the bottom of the currentlist of video files.

Road
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Active detectors -]
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Figure | Import of videos is done via either of the two buttons
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Creation of modules for the analysis

After the videos have been imported the first video is shown in the window pane. Amodule for the analysis is created
by pressing the button for the desired module.
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Figure | Creation of modules

Choose the desired detector type. Then press OK. Adescription of the different detectors is given in the detector types
(https ://bitbucket.org/aauvap/ruba/wiki/Detector%20Types) section.

Detector #1

Presence ‘ ‘ Movement ‘ ‘ Stationary ‘ ‘ Traffic Light ‘

Figure | Choice of detector type in single module
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Drawing the mask

After the desired detector have been chosen a new window opens. This window contains the settings of the detector
and lets the user draw the detector. Via Configure detectors the detectoris chosen, after which drawing tools to
create the detector and a number of detector settings appears. The settings depend on the chosen detector type.

Configuration View 1 (RGB) General detector timing
r r !
[ [ Load l | el Save as ‘ | el 5ve | Con: General
L[Show all - ] Delete events smaller than 200 ms El
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Log files
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| ! 1 Browse

|| save frame of every event
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[ Log sum of events

| || Browse |

o (e

Figure | Creation of detectors

To draw the outline of the detector, click on the pencil. The detector is drawn by clicking in the image. Straightlines are
created between the points. The latest point can be deleted by right clicking.



Configuration View 1 (RGB) General detector timing
T 11 )
I = Load ] ‘ [ save as | | e 5ve | Configure detectors General
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Draw mask Collate events within 300 ms E

Load and save
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Background image
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Figure | Drawing tools and settings for an presence detector
Drawing tips
Use the drawing tools to modify your detector:
Draw mask
Button Description
Remove the last corner point.
Add a point between the current and the previous corner.

Switch between corners. The current pointis marked with a circle.

Move the corner up/down/left/right.

You can use keyboard shortcuts in RUBA. Hold your mouse over the buttons to find the keyboard
shortcut.

Move points: When drawing your detector, you can click on the points and drag them to where you want
them to be.
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If you have an existing detector mask or want to save the mask area as an image or RUBAfile, you can use the
functionalities in the Load and save panel. Mask image loads (left) or saves (right) an image of the detector where
the detector is white and the background is black. Mask points can be used to save a RUBAconfiguration file with
information on the size and position of the detector. Background image imports and exports a screenshot of the
background.

Load and save

- @E
- (B
Background image @

Figure | Load an existing detector mask or create images and detector masks to reuse the masks

Once the detector has been drawn (i.e. it only needs to be closed), double click or press the green tick mark. After this,
the parameters can be adjusted, and it can be chosen iflogs should be created Log every event and Log sum of
events. See the dedicated page on log files and timing

(https ://bitbucket.org/aauvap/ruba/wiki/Log%20files %20and%20timing) for detailed information on the log system of
RUBA.

The detector is saved via the save-button before the window is closed via the OK-button.
Configuration files that have previously been saved can similarly be imported in this window.

Configuration View 1 (RGB) General detector timing
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Mask points

Background subtraction | ! | Browse
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Timing

oK Cancel

Figure | Creation of detector using the drawing tool

Calibration of parameters

To ensure that the right objects are detected the parameters must be calibrated. This is done via a number of tools
which let the user gain insightinto what is detected by the algorithms.

11


https://bitbucket.org/aauvap/ruba/wiki/Log%20files%20and%20timing

BEE

4 File Detectors Overlays W
BEme s@oiedalicom

Playback controls a

- o y
. .
et ¥ 27-06-2013
= - I 07:00:00-050
5 % | -00:00+

_paa AR

; N (6

7;'////" <

Video files -]

i 27-06-2013 07:00:00 &
27-06-2013 08:00:00 &

B x ) & E

Active detectors. -]

I Single Medule [1]

. ———

¥ (¢ = @ & E)

Figure | Tools for calibration of the detectors. From left: 1) edit the detector. Editing can also be done by right clicking
on the detector in the Active detectors;window. 2) delete the marked detector. If the detector has not been saved,
itis deleted completely and cannot be imported. 3) histograms. 4) Overlay of the detector in the image. 5) information
about activity in the detector. 6) extended information about the detector

Histograms

The mostimportant tool for the calibration is the histograms of the activity in each detector.

Before calibration After calibration

=201, y=186) ~ R:220 G:220 B:255 =207, y=15) ~ R:220 G:220 B:255

Histograms are used to adjust the detector. If the amount of activity is sufficiently high, so that the
software recognizes it as a road user, the activityis marked with a bright colour (in this case blue). If the
parameters of the detector are not adjusted correctly, then the road user will either be missed or only
partly detected (left). After the adjustments of the parameters the road user will be clearly detected

(right).
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The histograms of the movement detector, the stationary detector, and the traffic light detector are described in more
details in the detector types _(https://bitbucket.org/aauvap/ruba/wiki/Detector%20Types) section.

When adjusting the detectors, change a few parameters ata time and validate experimentally if the change has any
effect. The mostimportant parameters of the detectors are listed below:

Presence detector: Minimum occupation percentage

Movement detector: Trigger threshold, movement range, and minimum speed

Stationary detector: Minimum occupation percentage, minimum speed, and max vector count
Traffic light detector: The position of the annotated traffic light positions

Adetailed description of all detector parameters is given in the detector types
(https ://bitbucket.org/aauvap/ruba/wiki/Detector%20Types) section.

Detailed information on how to set up the logger is given in the log files and timing
(https://bitbucket.org/aauvap/ruba/wiki/L 0g%20files %20and%20timing) section. There, you will also find information
on the timing options of the different detector modules.

Run the analysis

When the detectors have been calibrated the analysis can be performed. If it has not yet been specified which log files
should be created during the analysis, this is done by double clicking the detector in active detectors.

i File Detectors Overlays  Window E@E
Playback controls =
.' 27-06-2013

L 07:00:00:050
E——
Video files =}
i 27-06-2013 07:00:00 s
27-06-2013 08:00:00 &

@ [+ 3

Active detectors =}
&> Single Medule [1]

)

Figure | Running a traffic analysis. Double click on the first video to scroll back to the beginning of the video, and then
press the play button to run the analysis. The analysis is complete when the time stops in the end of the last video.
Please note, that the time and date must be specified in the beginning of each video if the user defined time formatis
used

Inspecting the log files

If log every eventorlog sum of events have been marked when configuring the detector, a number of log files
(.csv-files) will be generated. The log files may be inspected by a text editor or a spreadsheet program such as
Microsoft Excel. More details on the log system are provided in the log files and timing
(https://bitbucket.org/aauvap/ruba/wiki/L 0g%20files %20and%20timing) section.
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Multi-threaded processing

It takes time to process long videos in RUBA, especially if the resolution of the video frames is high. In order to help
with this problem, RUBAhas an option to split the analysis such that it runs on multiple threads. Once the videos are
loaded and the detectors are initialised, press the Perform multi-threaded processing button in the main
menu.

B =E e = ® = ] T & J"@

Figure | Opening the Multi-threaded processing dialogue.

Once you have opened the multi-threaded processing dialogue, you may select the desired number of threads to
perform the analysis. The maximum number of threads is dependent on the number of physical CPU-cores on your
machine. Furthermore, in order to create a number of threads, each tread needs atleast one unique video.

In the example below, RUBAhas detected that the machine has eight CPU-cores, but RUBAonly allows the creation of
four threads because only four video files are loaded. In order to increase the number of threads, more video files
should be provided and the multi-threaded processing dialogue should be reopened.

= Multi-threaded processing ? X

Flayback Mumber of threads

Mumber of processing threads ||4 e | I Apply I

Load more video files to increase the number of threads

Threads

Figure | The initial window in the Multi-threaded processing dialogue.

The optimal number of processing threads

The maximum number of threads is computed as the number of CPU-cores, minus 1. If the computer
has four CPU-cores, three will be selected for running the analysis - and the last will be spared for
showing the progress in RUBAand for running other tasks.

As a general rule, the processing speed is proportional to the number of processing threads.
However, if your CPU features hyper-threading technology (https:/en.wikipedia.org/wiki/Hyper-
threading), RUBAwill typically see one physical CPU-cores as two CPU-cores. On a machine that has
four physical CPU-cores with hyper-threading, RUBAwill report the maximum number of threads to 4
* 2 - 1 = 7,seven threads. In this case, the addition of more threads than physical CPU-cores will
have little impact on performance.

Once you have selected the desired number of processing threads, press the Apply button. Behind the scenes,
RUBAwill save the detectors and reload them for every thread. This might take some seconds depending on the
number of threads and the size of the detectors. After this process has finished, the window will be resized and the
desired number of threads are shown. Press the P1ay button in the upper left corner to start processing.

14


https://en.wikipedia.org/wiki/Hyper-threading

- Multi-threaded processing ? >

Playback Mumber of threads

s Apply

Load more video files to increase the number of threads

i Mumber of processing threads |4

Threads
T 16 frames/sec
Thread 1 Thread 2 Thread 3 Thread 4
09-09-2016 09-09-2015 12-09-2016 09-09-2016
15:18:52:013 15:23:52:081 14:01:43:314 15:18:51:863
Video Files Video Files Video Files Video Files

i 09-09-2016 15:18:51

i 09-09-2016 15:23:51

i 12-09-2016 14:01:42
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Detectors

Detectors

Detectors

Detectors

> Exclusive Module [1]

> Exclusive Module [1]

> Exclusive Module [1]

> Exclusive Module [1]

Figure | The multi-threaded processing is started.

The video Files window shows the progress of the analysis. As opposed to normal analysis, itis not possible to
jump to a specific video by double-clicking.

The Detectors window allows you to inspect the progress by expanding the arrows, similar to a normal analysis.
However, the following features are not supported when the multi-processing window is opened:

Reconfiguring detectors

Showing the detector masks

Showing the detector histograms
Overlaying debug information on the videos

BN~

Because the analysis now runs in parallel, you will find that RUBAcreates temporarylog files, one for each thread.
Once all the threads has finished processing, RUBAwill automatically combine the temporarylog files into a single
log file.
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User interface

The figure below illustrates the main window of RUBA, after a video has been imported. Until then, most buttons are
inactive. In the following, the function of each button is described. Keyboard short-cuts are defined in square brackets.

= Eo] x
Playback controls -
11f» [ ]12 crossnaoe 13
(4] (] () i
14 115
Video files &
i 27-06-2013 07:00:00 A
27-06-2013 08:00:00 '
16
B = 17
Active detectors &
18
FARE SRR IR R =

19

Figure | User interface shown when one or several videos have been imported

1. Main menu. In the tabs, the same functions that are accessible via buttons in the main window can be found,
as well as a number of program settings to use before conducting the analysis.

2. Importvideo(s) [Ctrl + O].

. Take a screenshot of the video pane (20) [F9].

4. Record a video of the video pane. Clicking the red dot [F10] starts the recording. Itis possible to pause the
recording by clicking the button again. The recording can be resumed by clicking the red button again. When
clicking the square button [ctrl + F10] the recording is finished. All overlays (detectors, etc.) which are shown in
the video pane (20) will appear in the recording.

5. Enable/disable that the video is shown in the video pane (20) [F3].

. Add/remove overlay which shows a timestamp (13) in the video [F4].

7. Flexible analysis tool (detector) consisting of a single module (left) [CtrI+1], a double module (middle) [CtrI+2]
and an exclusive module (right) [ctrl+2].

8. Annotate Ground Truth. Opens the Ground Truth Annotator panel which can be used to manually detect
activity. These detections can be used to calibrate detectors.

9. Review Log Files. Opens the Log File Reviewer panel which can be used to review events from a log file
and create a new log file with selected events.

10. Multi-Threaded Processing. Press this button to open the Multi-Threaded Processing panel and analyse

the videos in multiple thread simultaneously to speed up the analysis.

11. Start/pause analysis [space].

12. Jump to a specific frame in the video.

13. Date and time for the video.

14. Navigate through the video. Use these four buttons to respectively jump five frames previous [A], one frame

previous [S], one frame forward [D] and five frames forward [F].

15. Adjustvideo speed. When the slider is placed to the far left the video is paused. When the slider is placed to

the far right the video is sped to the maximum.

16. Imported videos. The video thatis currently played is marked with a pause symbol.

16
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17.

18.
19.

20.

Respectively add videos [Ctri+insert], delete imported videos [CtrI+del], change the order of the videos
[ctri+arrow up] and [ctrl+arrow down] and show the video properties. The button to the far right contains
properties for the video (start/end time, frame rate, file name and resolution).

Inserted/created detectors.

Support tools for creating and calibrating of detectors. From left: 1) edit the detector [ctrl+R]. 2) delete the
marked detector [Del]. 3) reset the detector. 4) histograms [F5]. 5) Overlay of the detector in the image [F6]. 6)
information about activity in the detector [F7]. 7) extended information about the detector [F8].

Video pane.

17



Settings

Access the settings under File -> Settings.

- Settings ? X

B2 & =E @ A4

General Synchronisation  Processing  Recording  Debug

Figure | The settings panel in RUBA. The Debug panel is only shown when running a development version of RUBA.

General

Restore previous configuration when the program starts: When you open RUBAIt will try to load the videos
that you imported the last time you were running RUBA. You can change this behaviour or choose to also load
the detectors from the lasttime you were running RUBA.

o An alternative is to use the Load configurationand Save current configuration buttons inthe
File menu. Aconfiguration file is, similar to the detector files, an .yml-file, but contains references to
the videos and detectors that are currentlyloaded into RUBA. By using this functionality, you can quickly
switch between different combinations of videos and detectors.

Initizlisation

Restore previous configuration when the program starts
Indude:
Videos
|:| Detectors

Figure | The general settings in RUBA.

Video synchronisation

**Start time of each video is encoded in the file name: **

If the frame rate of the video is constant, the start time of the video might be encoded into the file name of the
video. The exact time of a frame will be computed based on the starttime, the frame rate of the video, and the
current frame number.

o Frame rate: Used to define the frame rate. The value should match the frame rate of which the video is
recorded. Itis recommended to let RUBAauto-detect the frame rate (default).

o Date and time: Used to define the date and time of which the video is recorded. This can be encoded in
the file name, so that the information can be imported automatically. The formatis chosen as either:

MM-dd-HH (month-day-hour). The year must be specified manually when playing the video.
yyyy-MM-dd (year-month-day)

yyyyMMdd-HH (year-month-day-hour)

yyyy-MM-dd-HH (year-month-day-hour)

yyyyMMdd-HH-mm-ss (year month day-hour-minute-second)

yyyyMMdd-HH-mm-ss . zzz (year month day-hour-minute-second.millisecond)

user definedin which the date and time is specified manually every time the video is played
from the beginning.

Time stamps of each video frame are provided in a separate log file:

If the frame rate of the video is varying, you may put the exact date and time of each frame in a separate log file.
The log file should be placed in the same directory as the corresponding video file and share the same file
name except for the extension.

o As default, RUBAIlooks for corresponding files with the ".log' extension. You may change this if
necessary.

18



o Each line of the log file should be contain the frame number and the frame time in the following format:
frameNbr yyyy MM dd hh:mm:ss.zzz

Video synchronisation method
(®) Start time of each video is encoded in the file name.

() Time stamps of each video frame are provided in a separate log file

Start time in file name
Frame rate

(®) Auto-detect frame rate

() Manually specify frame rate 1,00 frames/sec e
Date and time
Date and time format yyyy-MM-dd-HH-s5. 222 hd

Use end time of previous video as start time of next video

Time stamps in log file

File type of the log file |.log

Figure | The synchronisation settings in RUBA.

Q0000 2016 08 25 12:02:16.215
Q0001 2016 08 25 12:02:16.248
00002 2016 08 25 12:02:16.282
Q0003 2016 08 25 12:02:16.315
00004 2016 08 25 12:02:16.348
00005 2016 08 25 12:02:16.382
00006 2016 08 25 12:02:16.415
Q0007 2016 08 25 12:02:16.448
Q0008 2016 08 25 12:02:16.481
Q000% 2016 08 25 12:02:16.514
00010 2016 08 25 12:02:16.548
00011 2016 08 25 12:02:16.581

Figure | Asample log file containing time stamps for every individual frame

Processing

e Playback speed: Used to decide the speed of which the video will be analysed. The speed can be altered later
on.

e Skip frames: In order to speed up processing, RUBAmay skip every n'th frame. Beware, however, that this
may the accuracy of the detectors.

e Resolution: Used to create a warning if the imported video is recorded at a low resolution. The width and
height of when the warning is created can be set manually.

Playback speed
(® Play video as fast as possible
() set maximum speed 1 frames /sec =

Use GPU acceleration

Skip frames
(®) Process every frame

() Only process every 2nd frame -

Resolution
Warn when importing low resolution videos
Low resolution videos are below:

Viidth |320 pixels

1r

4k

Height | 150 pixels

Figure | The processing settings in RUBA.
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Recording

The behaviour of the built-in video recording may be altered from this settings. As default, RUBArecords to a single
file when the Record video to file buttonis pressed. However, when log files are played back with the Log File
Reviewer, it might be beneficial to create a separate recording for each event.

If the option Create a new recording for each jump of at leastis selected, a new recording will be created
when the jump to frame functionalityis used, either directly or indirectly from the Log File Reviewer. If this option is
unchecked, a single video file will be created that contains the same jumps' as the original playback from RUBA.

Record video

(O Record to a single file

(® Create a new recording for each “jump” of at least

Figure | The recording settings in RUBA.
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Detector Types

The algorithm behind the software consists of four detector types (presence, movement, stationary, and traffic light)
with different attributes.
Examples of the application of the four detector types are shown in the table below.

Table | Applications of the detectors

Detector Description

Simple analysis and traffic counts. Traffic counts in sections. NB! The highest accuracyis obtained if

P
feSENCe  the traffic streams are separated.

Analysis and traffic counts in areas shared by road users from different directions (e.g. in
Movement . . L G
intersections). Road users driving in the opposite direction of travel.
Stationary  Analysis of road users that do not move. Detection of parked cars.

Traffic Analysis of the phases of one or several traffic lights. Combined with other detectors, analysis of red
light light running.

Combinations of the detectors are introduced on the Detector modules
(https://bitbucket.org/aauvap/rubal/wiki/Detector%20Modules) page.

An overview of the adjustable parameters for each detector type is given below. Adetailed description of the
parameters is given with the overall description of each detector type.

Table | Adjustable parameters in the detector modules.

Presence Movement Stationary

Trigger threshold X
Minimum occupation percentage x X
Minimum speed X X
Movement direction X
Max vector count X
Max triggered duration X X X

Presence Detector

The presence detector checks if there is an objectin a specific area of the video. With this method objects (vehicles,
road users) that are not a part of the background (the road, the surroundings) are extracted. This is done by converting
the image to a gray scale image and finding presences (continuous lines), where large variations in the contrast
appear. In this way the algorithm finds road markings, changes in the pavement, and road users. This is done for all
the frames of the video. For two consecutive frames, vectors between the lines are created and summed up. In this
way we get a measure for the activity which is based partly on the size of the object, partly on the speed of the object
moving across the area. In order to take noise in the image into consideration; i.e. from small changes in the contract,
birds, movement of leaves, or shadows, the sensitivity of the presence detector is controlled by some parameters.
The background is updated regularly to extract elements that are consistentin the image for a long time, or elements
that occur due to changes in the light conditions and the creation of shadows.
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4 File Detectors Ow

BEe s@ocEdals ow
Playback controls 8

- o y
- i
i ¥ 27-06-2013
L3” - ~
% - 07:00:00:050

s Ll _—._',_‘
' 5 7 CEEE—

>

Video files -]

i 27-06-2013 07:00:00 &
27-06-2013 08:00:00 &

B x ) & E

Active detectors. -]

I Single Medule [1]

¥ (¢ =@ EE

Figure | The presence detector (blue)
Presence detector histogram

~=¥ SM1P1: View 1 (RGB) - m} *

« St IEBPFPLPLHY

il

(x=11, y=10} ~ R:220 G:220 B:255
X-axis: time
Y-axis: registered occupation percentage, in the range from 0 to 100.

The lower white, horizontal line shows if the size of the object thatis presentinside the detector is lower or higher than
the Minimum occupation percentage.

To be detected as a road user, the blue lines must go higher than the horizontal line and the width of the blue lines
above the threshold must be above the time interval which is defined in Delete events smaller than (standard setting:
200 ms). Only the dark blue lines counts in the time that it should be above the threshold to be detected as a road
user. The width of the dark blue part should be approx. 0.5 cm when using the standard setting of 200 ms.

If the activity for one road user results in two tops with a small gap in between (meaning that it will be registered
twice), you can adjust the value for Collate events within (standard setting: 300 ms). In this way you can influence how
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large the gap between two tops can be before they should be registered as two separate road users. NB! Be careful if
changing this value. If too big, two cars with a small gap between them will be registered as one.

Presence detector parameters
Minimum occupation percentage

Fraction of the defined mask that must be occupied by a road user or a temporary object in the scene. Use this value
to filter out noise or small road users, for instance pedestrians and bicyclists.

Movement Detector

The movement detector checks if there is activity in a specific direction in a certain area of the video by means of the
Farnebéck dense optical movement estimation(Farnebéack, 2003). In the movement detector points in two
consecutive frames are identified and matched. Objects moving across the detector will resultin vectors that are
dependent on the direction and speed of the object. Higher speeds will resultin larger vectors. The amount of vectors
per direction (in terms of degrees) is summed up for those vectors that are higher than a predefined value of the
speed of the object. Vectors below this value are omitted.

& File Detectors Overlays  Window E@E
Playback controls g
27-06-2013
07:02:28:100
—
Video files -]
i 27-06-2013 07:00:00 &
27-06-2013 08:00:00 S
B [ [+ 3]
Active detectors. =]
&> Single Medule [1]
)

Figure | The movement detector (red). The movement detector detects activity (movement) in a specific direction
through the detector
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Movement detector histogram

e 9+t I @B PLPLLHY

(x=211, y=256) ~ R:255 :220 B:220

X-axis:time
Y-axis: activity through the detector (the higher red lines, the more activity was registered)

The red, vertical lines indicate that something has moved faster than the Minimum speed in the specified direction.
The unitis not comparable to known speed units (e.g. m/s or km/h) but low values means that slow road users will be
detected, high values that only fast objects will be detected. Choosing a narrow range of direction will resultin limited
activity and hence few/shortred lines.

The white, horizontal line shows the Trigger threshold, i.e. how much activity is required to be identified as a road user
(above the line) and whatis considered as noise (below the line). To be detected as a road user, the red lines must
go higher than the horizontal line and the width of the red lines above the threshold must be above the time interval
which is defined in Delete events smaller than (standard setting: 200 ms). Only the dark red lines counts in the time
that it should be above the threshold to be detected as a road user. The width of the dark red part should be approx.
0.5 cm when using the standard setting of 200 ms.

If the activity for one road user results in two tops with a small gap in between (meaning that it will be registered
twice), you can adjust the value for Collate events within (standard setting: 300 ms). In this way you can influence how
large the gap between two tops can be before they should be registered as two separate road users. NB! Be careful if
changing this value. If too big, two cars with a small gap between them will be registered as one.

Movement detector parameters

Trigger threshold

Limit for when an activity will be registered. The parameter is used to sort out noise in the video. In the histograms the
trigger threshold is shown as a horizontal line. To filter out noise, the red line must be above the horizontal line in four
out of the last ten frames. This is visible from the histogram below; the red line is above the horisontal line in a short
duration (three frames) before the detector is finally triggered and turns dark red.
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¥ SM1 M1: View 1 (RGE) — O X

et I@BPPLPLPHY

(x=262, y=105) ~ R:220 G:0 B:0

Minimum speed
Measure for how fast an object must move to be registered in the movement detector. The higher value, the faster it
has to move. The minimum speed is measured in pixel.

Flow range

Defines in which direction the vectors must go if the activity should be registered as an event. The range can be
chosen on a circle (0-360 degrees). The range is chosen by either inserting the range in the fields or by dragging in
the dots on the circles.

90

Pl

Stationary Detector

The stationary detector detects if an objectis idling or moves very slowly through a specific area of the video by means
of a combination of the presence and movement detectors. To detect an object (a road user) the presence detector
must be triggered, while the movement detector must not be triggered. This indicates that an objectis presentin the
area butis moving very slowly or not moving at all.
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& File E@E

Playback controls a

27052013
07:50:46:000

— i

Video files -]
Wi 27-05-2013 07:00:00 s
CES

Active detectors =}
> Single Module [1]

%]

Figure | The stationary detector (green). The stationary detector detects if something is idling or moves slowly through
the area covered by the detector

Stationary detector histogram

The histogram of the stationary detector is a bit different than the histograms of the other detectors, as the detector is
a combination of the presence (blue) and movement (red) detectors.

[ [ ———

% ¢+ $EBBEPLLPHY

(=145, y=0) ~ Fi230 5:255 B330

X-axis: time
Y-axis: activity through the detector (the higher lines, the more activity was registered)

The lower white, horizontal line shows if the size of the object thatis presentinside the detector is lower or higher than
the Minimum occupation percentage.

The* upper white, horizontal line* shows the limit of how much the object can move and still be registered as standing
still. The height of the red line shows the amount of activity in any direction with a speed higher than the Minimum
speed.

To be detected as a road user standing still, the blue lines must reach the lower white, horizontal line and the red
lines must not exceed the upper white, horizontal line. If both of these criteria are met, the blue and red lines will turn
into a brighter colour. If the width of bright coloured lines is above the time interval which is defined in Delete events
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smaller than (standard setting: 200 ms), a road user is detected. The width of the dark red part should be approx. 0.5
cm when using the standard setting of 200 ms.

If there is a small gaps in the bright coloured lines, it will still be registered as one road user if the gap is smaller than
the value for Collate events within (standard setting: 300 ms). NB! Be careful if changing this value.

Stationary detector parameters

Minimum occupation percentage
See the description of the equivalent parameter for the presence detector.

Minimum speed
See the description of the equivalent parameter for the movement detector.

Max vector count

The maximum amount of vectors that is allowed to be above the defined minimum speed to resultin an event. In other
words; the maximum allowed amount of 'movement’ in the mask. If the movementis larger than this, we do not
consider the mask to be stationary.

Traffic Light Detector

The traffic light detector detects the different phases (red, yellow, red-yellow, and green) of a traffic light. The detector
mask is to be defined in a small region around the traffic light and is used to perform image stabilisation. The image
stabilisation is performed in order to make sure that the annotated traffic light positions follows the actual positions of
the traffic lightin case of small movements (oscillations) of the camera.

The traffic light positions should be annotated in the centre of the traffic light.

W File Detectors Overlays Window EEE
BEe s@oc@alic o=
Flayback controls. =]
E 07-07-2014
07:46:59:760
: i
Video files. -
07-07-2014 07:00:00 A a
Ui 07-07-2014 07:46:16 Fy E
07-07-2014 08:32:32 A
07-07-2014 09:18:48 '
07-07-2014 10:05:05 A
07-07-2014 10:51:21 AT
@ [ (] [#]
Active detectors. -]
» Single Madule [1]
()

Figure | The traffic light detector (yellow). The traffic light detector detects thecolour of the traffic signal

Table | Overview of the possible states of the traffic light and the corresponding detections as defined by the colour
trigger. The ambiguous state is activated if the detector is unsure of the state of the traffic light
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Colour trigger

Traffic light state Red Yellow Green
Red X

Red-yellow X X

Yellow X

Green X
Ambiguous

Traffic light detector histogram

The histogram of the traffic light detector visualises the detected state of the traffic light.

¥ 5M2 TL1: View 1 (RGB) i O s

St IE@BEPLPPLPHY

(x=292, y=177) ~ R:255 G:255 B:0
X-axis: time
Y-axis: detected state of the traffic light

The five states of the traffic light are displayed in different colours that may be seen from the annotated histogram
below:

¥ 5M2 TL1: View 1 (RGE) = m} X

o« ¢+ JE@EPLLHY

(x=292, y=177) ~ R:255 G:255 B:0
1 2 3 4 5 6

Detected states in order of appearance (left to right):
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Green

Yellow

Red-yellow

Red

Ambiguous (blank)
Green
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Detector Modules

The four detectors (https://bitbucket.org/aauvap/ruba/wiki/Detector%20Types) can be combined in detector modules.
The modules manage logic between one or two detectors. Furthermore, the modules define when a detector takes on
one of three states:

1. Activated:
When a detector is activated, movement in the field can be registered.

2. Triggered:
The detector has registered activity of the right type (e.g. the right direction) and in an extent that indicates that
the movement comes from a road user (and notjust noise in the image).

3. Flagged (results in the detection of an event)

When the detector has been triggered for a number of consecutive frames, an eventis registered and saved in
a log file.

RUBAconsists of a single module (one detector), a double module (two detectors), and an exclusive module (two
detectors).

Single

Consists of one detector type (presence/movement/stationaryitraffic light). An eventis saved in a log file when the
criteria are met according to the specifications of the chosen detector.

| Single Module Detector

= [m] X
Configuration View 1 (268) General detector timing
‘ || ESload ||lafsaveas | llsave | | configure detectors General
EEESS—S—S———m—m——m—m—m————§—m—m—m—_—_—m—_—m——m——m—wppees R - Delete events smaller than
2016 09 09 1 Rk
5 5
4| 4 2 %]
Log fles
4 |k a a8
General

Load and save [iogevery event

Mask image = | | Browse

T == Save frame of every event

Browse
Background image &
[]Log sum of events
Detector parameters
Browse
e e |
Log interval 15 min
Minimum cccupation percentage
el |

Figure | Example of a single module. The single module lets the user create one detector of one's own choice per
module

Double

Consists of two optional detectors. An eventis detected and saved in the log file when both detectors have been
triggered within a specific time distance defined by the user.
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| Double Module Detector - [m] X

Configuration View 1 (RGB) General detector timing
| [ Load el Save as e 52ve . Configure detectors e e S i
General
Show all *
Delete events smaller than
i

Timing between detectors
@) Use interval timing
() Use overlap timing
Start and end points of timing interval

Entering  Leaving
First triggered detector () O]
Last triggered detector (@) O

Maximum time gaps
P1is triggered first i
M1is triggered first §

Log files
[ Enable log files for individual detectors
General
[ Log every event

Browse

Save frame of every event

Browse

[1Log sum of events

Browse

Loginterval 15 min =

Figure | Example of a double module. The double module lets the user create two detectors of one's own choice per
module

The timewise relation between the two individual detectors can be defined in two ways. ‘Interval timing” can be used
to define the maximum time gap between the two detectors are triggered or stop being triggered. For instance, the
time can be defined as the the interval from a vehicle enters one detector and another vehicle enters the other
detector. "Overlap timing” is used when the two detectors should be activated simultaneously. Itis possible to define a
buffer so that events can be registered if the detectors are activated almost at the same time. Detailed information on
the timing options is given in the log files and timing
(https://bitbucket.org/aauvap/ruba/wiki/L 0g%20files %20and%20timing) section.

Exclusive

Similar to the double module, the exclusive module consists of two optional detectors. An eventis detected and saved
in the log file only when the main detector is triggered and the excluding detector is not. If both detectors are triggered,
an eventis not created.

wiin detecror | NN

Excluding detector - _
— time

Exclusive Module triggered

Figure | The Exclusive module is triggered when the main detector is triggered and the excluding detector is not.
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Setting up the logger

To set up the logger, two aspects should be considered; timing settings and the type of output we getfrom RUBA. The
common timing settings are related to each individual detector. Furthermore, there are additional timing settings for
double modules to define when an event should be detected.

Common timing settings

The common timing settings are used to adjust when an event should be written to the log.

|| Double Module Detector lﬁl ‘ = | & 2 ‘

| Configuration View 1 (RGB) General detector timing
l B oad l [ i save asl ’ Bl ] e [T] Enable individual detector timing settings

= ] General

Delete events smaller than 200 ms E

lM?. -Movement Detector

Draw mask

Collate events within 300 ms El

Timing between detectors

@ Use interval timing
Load and save -~
() Use overlap timing

Mask image Start and end points of timing interval

=)
Entering  Leaving
Mask points @ First triggered detector ()

Last triggered detector @

Detector parameters
Maximum time gaps

Correct direction of movement
Maximum time gap if 2900 ms El
Timing M1is triggered first
Maximum tme gap if 2000 me
M2 is triggered first E
Maximum triggered 5000 ms
duration E

Log files

[] Enable log files for individual detectors

General

[7] Log every event

f
| | | Browse

|| save frame of every event

| | i Browse

[ Log sum of events

| | | Browse

|
Log interval 15 min :i

Lo J( con ]

Figure | Common timing settings
Delete events smaller than

Deletes events that are only detected briefly, which often indicates noise in the image. Events with duration less than
Delete events smaller than milliseconds will be omitted from the log.

* 5+ IE@BBEPLPLPHY

fx=175, y=10) ~ R:220 G:220 B:255
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Figure | The two dark blue tops in the centre of the histogram will not be detected as an eventif Delete events
smaller thanis greaterthan zero.

Collate events within
Combines separate events into one event if the time gap between them is less than XX milliseconds. This protects

against multiple detections of the same object. If chosen too high, multiple road users driving close to each other will
be registered as one road user.

b=11 y=108) ~ R:0 G:0 B:220

[———
collate avents
within XX ms

Figure | The dark blue tops in the centre and the right of the image might be grouped as one eventifthe Collate
events within setting is greater than the time difference between the two detections.

Maximum triggered duration
Defines the maximum allowed duration (in milliseconds) of an event. If an eventis longer than the specified

maximum duration, it will be cut off after the maxtriggered duration has gone, and a new event will be created
immediately thereafter.

Double module timing settings

Timing between the two individual detectors of a double module can be defined using either ‘interval timing” or
‘overlap timing .
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|| Double Module Detector lﬁ.l ‘ = | B = ‘

Configuration View 1 (RGB) General detector timing

[7] Enable individual detector timing settings

i 5 Load ] [ H Save as H Save Configure detectors
General
lMZfMovement Detector ']
Dt Delete events smaller than 200 ms E
! | Collate events within 300 ms E
& | .f<>| |./= |

Timing between detectors

[4][p]
@ Useinterval timing
Load and save e :
() Use overlap timing
Mask image Start and end points of timing interval
Entering  Leaving
First triggered detector ~ (0) @
Last triggered detector @ ©

Mask points

Detector parameters
Maximum time gaps
Correct direction of movement |

Maximum tme gap if 2000 ms
Timing | M1is triggered first B
Maximum time gap if 2900 ms
M2 is triggered first El
Maximum triggered  5ong mg
duration E

Log filles
[] Enable log files for individual detectors
General

D Log every event

f
| | | Browse

|| save frame of every event

| | i Browse

[ Log sum of events

| | | Browse |

Log interval 15 min j

[ o J[ con |

Figure | The Double Module offers two timing modes; interval timing and overlap timing.
Interval timing

The interval iming denotes the maximum accepted time gap (in milliseconds) from the detection of activityin one
detector to the detection of activity in the other detector. The point for measuring the time gap can be either when the
detector is activated (i.e. when the detector registers a that a road user enters the detector) or when the detector is left
(i.e. when the road user has just left the detector).

A

entering leaving

first triggered

detector . entering leaving

last triggered _
detector ! ;

entering-entering
timing

Figure | lllustration of Double Module interval timing. In this example, Enteringis selected for both the First
triggered detector and the Last triggered detector.

Overlap timing

The overlap timing detects an event if both detectors are activated simultaneously. Abuffer (in milliseconds) can be
used to also log events where the two detectors are activated at almost the same time.
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buffer

first triggered
detector

last triggered
detector

overlap

Figure | lllustration of the Double Module overlap timing.
Logs

Three types of output can be created:

Log every event: creates a .csvfile with one line for each detection.
Save frame of every event: saves an image of what triggered the detector. For double modules, the saved
image contains a screenshot of what triggered each detector, put side by side.

e Log sum of events: creates a .csvfile with the total number of detections per log interval(in minutes).

Log files

[ Enable log files for individual detectors

General

|:| Log every event

Browse
Save frame of every event
Browse
[ Log sum of events
Browse

Log interval 15 min

Figure | The log files settings pane.

The content of the log file depends on the detector module. The table below gives an overview of the content of the
log files:

Table | Contents in the log files. The files Analytics are created when marking Log every event in the
settings/drawing window of the detector, while Counts will be created when marking Log sum of events.Inthe
latter, the desired time interval can be specified (in minutes), e.g. 15 minutes.

Legend: Single Module = SM, Double Module = DM, Exclusive Module = XM
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Log ever Log sum of Iy
9 y 9 Description
event events
All
SM, XM DM
modules
File X X X File name of the video
Date X X X Date for video recording
. Time stamp for arrival to the detector (i.e. there is activity in the
Entering X X
detector)
. Time stamp for when the detector has been left (i.e. is empty
Leaving X X .
again)
' Time difference between an object has triggered detector 1 and
Timegap 1-2 X ) .
an object has triggered detector 2
Timegap " Time from one object arrives to detector X (trigger the detector)
DetectorX (1/2) to the road user has left the detector
FirstTriggered X Which of the two detectors was triggered first?
TimeStart X Time for the beginning of the time interval
TimeEnd X Time for the end of the time interval
. Number of objects that have been detected within a specific
Object X . .
time interval
Log Every Event Examples
A B Cc D E F
1 File Date Entering Detector 1 Leaving Detector 1 Duration Frame
2 20170520 125729 6977.mkv 20170520 2017 05 20 12:58:44.333 2017 05 20 12:58:44.666 333 M2-000001-2017-05-20-12-58-44.333-Entering-View-1.png
3 |20170520_125729_6977.mkv 201705 20 201705 20 12:58:59.733 2017 05 20 12:59:00.100 367 M2-000002-2017-05-20-12-58-59.733-Entering-View-1.png
4 |20170520_125729_6977.mkv 201705 20 201705 20 12:59:30.033 201705 20 12:59:30.433 400 M2-000003-2017-05-20-12-59-30.033-Entering-View-1.png
5 20170520_125729_6977.mkv 20170520 201705 20 12:59:36.266 2017 05 20 12:59:36.666 400 M2-000004-2017-05-20-12-59-36.266-Entering-View-1.png
6 20170520_125729_6977.mkv 20170520 2017 05 20 12:59:41.200 201705 20 12:59:41.633 433 M2-000005-2017-05-20-12-59-41.200-Entering-View-1.png
7 |20170520_ 125729 6977.mkv 20170520 2017 05 20 13:00:58.900 201705 20 13:00:59.233 333 M2-000006-2017-05-20-13-00-58.900-Entering-View-1.png
8 |20170520_1325729_6977.mkv 201705 20 201705 20 13:01:14.100 201705 20 13:01:14.433 333 M2-000007-2017-05-20-13-01-14.100-Entering-View-1.png
9 |20170520_125729_6977.mkv 20170520 2017 05 20 13:01:39.766 2017 05 20 13:01:40.100 334 M2-000008-2017-05-20-13-01-39.766-Entering-View-1.png
10 20170520_130230_03A2.mkv 201705 20 201705 20 13:02:37.833 2017 05 20 13:02:38.866 1033 M2-000003-2017-05-20-13-02-37.833-Entering-View-1.png
11 20170520_130230_03A2.mkv 201705 20 2017 05 20 13:03:16.900 201705 20 13:03:17.433 533 M2-000010-2017-05-20-13-03-16.900-Entering-View-1.png

Figure | Every eventlog from a Single Module Detector. The Duration column lists the time difference in milliseconds
between the Entering Detector 1and Leaving Detector 1.

A B & D E F

1 [File Date Entering Detector 1 Leaving Detector 1 Duration Frame

2 |20170520_125729_6977.mkv 20170520 2017 05 20 12:58:44.333 2017 05 20 12:58:44.666 333 M2-000001-2017-05-20-12-58-44.333-Entering-View-1.png
3 |20170520_125729 6977.mkv 20170520 2017 05 20 12:58:59.733 2017 05 20 12:59:00.100 367 M2-000002-2017-05-20-12-38-59.733-Entering-View-1.png
4 120170520_135729_6977.mkv 20170520 2017 05 20 12:59:30.033 201705 20 12:59:30.433 400 M2-000003-2017-05-20-12-59-30.033-Entering-View-1.png
5 |20170520_125729_6977.mkv 201705 20 2017 052012:59:36.266 201705 20 12:59:36.666 400 M2-000004-2017-05-20-12-59-36.266-Entering-View-1.png
6 |20170520_125729_6977.mkv 20170520 201705 2012:59:41.200 201705 20 12:59:41.633 433 M2-000005-2017-05-20-12-59-41.200-Entering-View-1.png
7 20170520_125729_6977.mkv 20170520 201705 20 13:00:58.900 2017 05 20 13:00:59.233 333 M2-000006-2017-05-20-13-00-58.900-Entering-View-1.png
8 20170520 125729 6977.mkv 20170520 2017 052013:01:14.100 201705 20 13:01:14.433 333 M2-000007-2017-05-20-13-01-14.100-Entering-View-1.png
9 |20170520_125729_6977.mkv 201705 20 201705 2013:01:39.766 201705 20 13:01:40.100 334 M2-000008-2017-05-20-13-01-39.766-Entering-View-1.png
10 |20170520_130230_03A2.mkv 201705 20 2017 05 20 13:02:37.833 2017 05 20 13:02:38.866 1033 M2-000009-2017-05-20-13-02-37.833-Entering-View-1.png
11 |20170520_130230_03A2.mkv 201705 20 201705 2013:03:16.900 201705 2013:03:17.433 533 M2-000010-2017-05-20-13-03-16.900-Entering-View-1.png

Figure | Every eventlog from a Double Module Detector. In the First Triggered column, we see that the Movement
Detector 1 (M1) always is triggered firstin this sample. The Frame column shows the file name of the corresponding
snapshotimage for each event. If this column is empty, the Save frame of every event checkboxhas notbeen
ticketin the log settings.

36



Log Sum of Events Example

A

File
20170520_125729_6377.mkyv
20170520_125729_6977.mkv
20170520_130230_03A2.mkv
20170520_130731_C632.mkv
20170520_131232_A3A0.mkv
20170520 131732_44BC.mkv
20170520_132233_D114.mkv
20170520_132734_AES0.mkv
20170520_133235_9998.mkv
20170520_133736_4BC2.mkv

Wt~ W=

=
[l =1

Figure | Sum of event log

Date

20170520
201705 20
201705 20
201705 20
201705 20
20170520
201705 20
201705 20
20170520
201705 20

TimeStart

2017 05 20 12:57:29.000
2017 05 20 13:02:29.000
2017 05 20 13:07:29.000
2017 05 20 13:12:29.000
2017 05 20 13:17:29.000
2017 05 20 13:22:25.000
2017 05 20 13:27:29.000
2017 05 20 13:32:29.000
2017 05 20 13:37:25.000
2017 05 20 13:42:29.000

TimeEnd

2017 05 20 13:02:25.000
2017 05 20 13:07:25.000
201705 20 13:12:29.000
201705 20 13:17:25.000
201705 20 13:22:25.000
2017 05 20 13:27:25.000
201705 20 13:32:29.000
201705 20 13:37:29.000
2017 05 20 13:42:29.000
2017 05 20 13:47:25.000

E
Detections

. All detector modules produce sum logs in this format.
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Ground Truth Annotator

RUBAfeatures a built-in option to perform manual event-based annotation based on timestamps. For example, we
might want to annotate whenever a car turns rightin an intersection or whenever a pedestrian passes a specific line
in a zebra crossing. In the example below, we will set up the Ground Truth Annotator to perform annotation of different
road users atan intersection.

Click on Ground Truth Annotator in the main RUBAmenu.

B =e 5 @ ¢ _'_IJOéuwsu

Figure | Opening the Ground Truth Annotator

Anew window opens. Clickon Save log file as and specifythe name of the file and where to save the log file. Put
a check mark next to Auto-save to save the log automatically.

fTound‘h Annota_ (2] = |

Log file
;_.—, Auto-save

Settings
[] Enable validation mode

Figure | Save log files automatically in Ground Truth Annotator

Click on Edit event types to specify the types of road users to register. Double click on the name to change, and press
Finish editingtoinclude the eventtypes in the Event panel.

s ) EEEmleerrrn ) mae

Log file Log file
[Site’1_GroundTruth_doudy_peak.csv || | b | @] Autosave [Site’1_GroundTruth_doudy_peak.csv | e | | e | ] Auto-save
Settings Setlings
|| Enable validation mode || Enable validation mode
| | [rmsand] ® i
B Car_rght
e B Cyclists
! O Pedestrian_up
| B RTC ’ B LTc ] [ B sac ]
=]
RTC LTC SGC 2
Events
B RT o LT o SGC

Adjust the window and column sizes to getitto look more clear and place the window so that you can see the window
and the main window of RUBAat the same time.
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Playback controls

E 27042016
06:02:49:866

i

Video files

Log fle
W 27-04-2016 06:0215 a
27-04-2016 06:07:15 E Jfcivi aau,dk /Users ftkom Desktop/Site 1_GroundTruthAnnotation.csy Autosave
27-04-2016 06:12:16 =
27-04-2016 06:17:16 e
27-04-2016 06:22:16 =
27-04-2016 06:27:16 7] Enable vaiidation mode
27-04-2016 06:32:16
s 2 ./ Editevent types
BEEEE —
Active detectors E [ O car Je&] lE CBW;m] [ B cydst I [m peaesman,up] [a Pedestrian_down
b Grourd TrutivAnnatator 1} Car_left Car-right Cydist Pedestrian_up Pedestrian_down
1 06:0227.700 060236366
2 06:02:49.033

Figure | The Ground Truth Annotator should be placed beside the video window in RUBAto make the annotation
process feasible.

Click in the Ground Truth Annotator (GTA) window and press space to start. Press space again to pause playback.
Click on the corresponding button in the GTAwindow or press the number on the keyboard every time a road user of
that particular type passes. Make sure that you register all road users atthe same spoteverytime. All road users
must be counted individuallyin the tool, so if there is a group of 2 pedestrians, press twice to register the road users.

Reviewing annotations

You may continue the annotation process or review the previous annotations byloading them into the Ground Truth
Annotator. Either start the video from the beginning or double-click on an annotated time stamp to jump to this
particular pointin the video.

If you tick the Enable validation mode button during playback, the mostrecent annotated time stamp will be
selected in the Events pane. Ifthe Show masks button is also enabled in the main RUBAwindow, the annotated
eventinformation will be overlayed on the video when it takes place.

Events

B RTC B LT B s6C

RTC LTC 3G6C

1 1401:43.231  14:01:45.929 14:01:46.962

2 1401:47.994 1401:48.344 14:01:49.004

3 1401:52.576 14:01:51.710  14:01:53.392

4 1401:54.291 1401:53.892 1401:54.724

5 14:01:54.908
& 14:01:55.691
G/ 14:n1-5R 141

Figure | When validation mode is enabled in Ground Truth Annotator, the most recent annotation will be highlighted
when the corresponding video is played.

39



Log File Reviewer

The Log File Reviewer is a tool to review and validate the log files as output by the detector modules of RUBA. Open
the Log File Reviewer by pressing the button on the toolbar or press F11.

B = e 5 @ L0 @ @ <,'L=u

Figure | Opening the Log File Reviewer

ool TN N W—

Playbadk Settings

Start earlier 0s = End after Os 3 Enable continuous playback on overlapping entries

Current entry

currentTime D endTime
Events Additional information

Seconds to event

Original log file Filtered log file

B @ ] Auto-save

oo

L%

Figure | The Log File Reviewer when opened.

Open the log file that you want to inspect by clicking the folder icon in the Original log file window. Hereafter,
click on the save button in the Filtered log file window and specify where to save the (validated) log file for
further processing. Tick off the check box Auto-save.
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Original log file Filtered log file

p/RUBA_InDeV_manual_img/Site 1_leftturning_car_events.csv = E[ H Auto-save

File Date Entering Lea * File Date Entering Leavin
20160427 _07021... 2016 04 27 2016 04 27 07:02... 201
20160427 _07021... 2016 04 27 2016 04 27 07:03... 201
20160427 07021... 2016 04 27 2016 04 27 07:03... 200
20160427 _07021... 2016 04 27 2016 04 27 07:03... 201
20160427 07021... 201604 27 2016 04 27 07:03... 201
20160427 07021... 2016 04 27 2016 04 27 07:03... 201 =
20160427 _07021... 2016 04 27 2016 04 27 07:04... 201
20160427 _07021... 201604 27 201604 27 07:04... 201
20160427 07021... 201604 27 2016 04 27 07:05... 2014
20160427 07021... 2016 04 27 2016 04 27 07:05... 201
IMENAIT NN A NA T IMAENA IT AT N

Figure | Setting the file path of the filtered log file

Define how manyseconds should be played before and after the time stamp, e.g. 15 sec before the Entering and 10
sec after the Leaving timestamps in the log files.

|u|

le g

Playbadk Settings

Start earlier 155 [= End after 10s 5 | Enable continuous playback on overlapping entries

Current entry

currentTime D endTime
Events Additional information

Seconds to event

Figure | Setting the video playback properties

Adjust the size of the RUBAwindows so that the normal window and the log file reviewer are both visible and placed
next to each other.

= Road User Behaviour Analysis 1.3.0-dev (Build 2018-03-23) - [View 1 {Thermal]] (=] (=@ 2 JY -« ogFie Reviewer [l = ]
F ctors  Overlays  Window X
ile Detectors  Overla indos []=] Playback Settings
Bme sf@oim@aioom —
Startearier 105 [ Endafter 10 Enable continuous playback on overlapping entries
Playback controls 8
E Snnsn Criginal log: Entry 1770 of 5871
I 06:34:03:566 06:34:03.600 o 06:34:16.782
& D Events Additional information
Seconds to event File 20160427 053214 0ABD.mk

Entering Detector 1 0.583 Date 20160427

Leaving Detector1 3182 Duration 2599

Frame  M1-001770-2016-04-27-06-34-04183-Entering-

Video fles B
27-04-2016 06:0215 B
27-04-201606:07:15 B
27-04-2016 061216
27-04-2016 06:17:16.
27-04-2016.06:22:16.
el Originallog file Filtered log fle
A e nfSite1/RUBA_csv-fies/Site1_312_car_events_part2.csv @ . [ Auto-save
5 *) File Date Entering Detector * File Date Entering Detector Le.
20160426 22420... 201604 26 2016 04 26 2342..
Active detectors [} 20160426_23120... 2016 04 27 2016 04 270013
20160426_23220... 2016 04 27 2016 04 2700:23.
¥ Log File Reviewer [1] 20160427 01120.., 201604 27 2016 04 27 02:12...
I 20160427 03421... 2016 04 27 2016 04 27 04:42.
20160427 04021... 2016 04 27 201604 270502, |
20160427 04371, 2016 04 27 2016 04 270537, @
20160427 05221... 2016 04 27 2016 04 27 06:24..
20160427 05271... 201604 27 2016 04 27 06:30.
20160427 05321... 2016 04 27 2016 04 27 06:34.
20160427 05421... 2016 04 27 2016 04 27 06:44...
20160427 05421... 2016 04 27 2016 04 27 06:45.
20160427 05421... 2016 04 27 2016 04 27 06:45.
20160427 05471, 2016 04 27 2016 04 27 06:48..
20160427 05471, 2016 04 27 2016 04 27 06:50..
20160427 05521... 2016 04 27 2016 04 27 06:52.
20160427 05521... 2016 04 27 2016 04 27 06:53.
@ @ z'ulooazr,usls"u‘.‘ 201604 27 201604 2705:53:‘ - . . .
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Double click on the first video in the list, then click the playback button. All events will be played one by one without
break. Press the pause button to pause the playback (keyboard shortcut: space) and press again to start the playback
(keyboard shortcut: space). You can double click on any of the events in the list to go to that event.

REITE e i i Sl

Playback Settings

Startearlier 155 +| Endafter 10s |2 [V] Enable continuous playback on overlapping entries

Current entry

currentTime U endTime

Events Additional information

Seconds to event

I

Original log file Filtered log file

o/RUBA_InDeV_manual_img/Site 1_leftturning_car_events.csv ing_car_potential_conflicts.csv | | . [7] Auto-save

File Date Entering Lea * File Date Entering Leavin

[2016042?_0?0}‘_1.,. 201604 27 2016 04 27 07:02... 2010

20160427 07021... 201604 27 2016 04 27 07:03... 2010

20160427 _07021... 201604 27 2016 04 27 07:03... 2010

20160427_07021... 201604 27 2016 04 27 07:03... 2000

20160427_07021... 201604 27 2016 04 27 07:03... 201

20160427 07021... 201604 27 2016 04 27 07:03... 200=

20160427 07021... 201604 27 2016 04 27 07:04... 2011

20160427 07021... 201604 27 2016 04 27 07:04... 2011

20160427 07021... 201604 27 2016 04 27 07:05... 2011

20160427 07021... 201604 27 2016 04 27 07:05... 2011

20160427 _07021... 201604 27 2016 04 27 07:06... 2011

20160427 _07071... 201604 27 2016 04 27 07:07... 2010

20160427 _07071... 201604 27 2016 04 27 0T:08... 201

20160427 _07071... 201604 27 2016 04 27 0T:08... 201

20160427 07071... 201604 27 2016 04 27 07:10... 2011

20160427_07071... 201604 27 2016 04 27 07:11... 200

20160427 07071... 201604 27 2016 04 27 07:11... 200

20160427 07071... 201604 27 2016 4 27 07:12... 201 ~

4 | [ | [ a | 1] d [
L

Figure | Starting the playback based on the events of the log file.

Adjust the speed on the sliding bar if it goes too fast/slow.

Playback controls &
b 27-04-2016
07:03:20:500

() (4] (2] (] I

Figure | Adjusting the playback speed in the main RUBAwindow.

1. Click on the blue arrow pointing right (keyboard shortcut: INS) to put an event from the original when there is a
potential conflict. Itis possible to select more events at once.
2. Click on the blue arrow pointing left (keyboard shortcut: DEL) to remove an event from the filtered log file.

Please note that only the filtered log file is altered during this process. The original log file is read-only.
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Original log file

p/RUBA_InDeV_manual_img/Site1_leftturning_car_events.csv

File

20160427 _07021...
20160427 07021...
20160427 _07021...
20160427 07021...
20160427 _07021...
20160427_07021...
20160427 _07021...
20160427 _07021...
20160427 07021...
20160427 _07021...
20160427 07021...
20160427 _07071...
20160427 _07071...
20160427 _07071...
20160427 _07071...
20160427_07071...
20160427 _07071...
20160427 _07071...

Date

2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27
2016 04 27

] — T —

Entering

2016 04 27 07:02...
2016 04 27 07:03...
2016 04 27 07:03...
2016 04 27 07:03...
2016 04 27 07:03...
2016 04 27 07:03..,
2016 04 27 07:04...
2016 04 27 07:04...
2016 04 27 07:05...
2016 04 27 07:05...
2016 04 27 07:06...
2016 04 27 07:07...
2016 04 27 07:08...
2016 04 27 07:08...
2016 04 27 07:10...
201604 27 07:11..,
2016 04 27 07:11...
2016 04 27 07:12...

.

Lea *

200
2011
200
2011
201
201
201
200
2011
200
201
200
200
200
201
201
201
201 ~
3

m

Filtered log file

ing_car_potential_conflicts.cev | [ @ [¥] Auto-save

File

Date

m

Entering

Leavin

Figure | Inserting and deleting events into the filtered log file.
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