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PREFACE 

This thesis represent the culmination of three years of PhD study at the Department 

of Chemistry and Bioscience in the Section of Biology and Environmental Science, 

Aalborg University. The thesis is divided into two main parts. The first part is a 

general introduction providing a broad overview of the fields of environmental stress 

responses, biological interactions and the genetics of inbreeding, and serves to 

introduce the main ideas behind the included papers and projects, and puts them into 

perspective. The second part consists of four papers and as well as a presentation of 

the results of ongoing work, which is not yet formulated into a full manuscript. These 

papers and projects are the principal products of my PhD. 

 

Michael Ørsted 

Aalborg, October 2017 
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SUMMARY 

The reoccurring theme of this thesis is the use of fruit flies as model organisms for 

studying how natural populations respond and adapt when faced with a multitude of 

environmental stresses and the consequences of reduced populations size and loss of 

genetic variation on the ability to evolve. The common denominator in the papers 

presented here, is the investigation of responses to many different ecologically 

relevant environmental stresses. Biological interactions are likewise a major 

constituent of many of the papers, both interactions between multiple environmental 

conditions, interactions between sex and the environment, or how the environmental 

factors interacted with the genetic constitution of individuals, across both 

environments and time. For this purpose, I used different species of the genus 

Drosophila originating from wild-caught populations from Denmark or Australia or 

from a panel of sequenced isogenic lines of D. melanogaster.  

 In PAPER I, two naturally co-occurring species of Drosophila was tested to 

investigate the responses to combinations of both biotic and abiotic environmental 

conditions, on a range of fitness related traits. The study found that, although 

interactions between stresses do sometimes occur and can have highly adverse effects 

on performance, additive effects of combinations of environmental stress were most 

common. Furthermore, the responses were highly species-, trait-, and sex dependent. 

This highlighted the importance of considering the combined effect of environmental 

stresses in prediction models of species responses to e.g. climate change, and in 

ecological risk assessments. The study also revealed the need for a re-conceptualized 

terminology for describing the complexity of interactions between environmental 

conditions. Building on the differential phenotypic responses to environmental 

stressors and the sex dependency of such responses in PAPER I, it was investigated 

in PAPER II, whether a general metabolic stress response (using NMR 

metabolomics) could be identified in males and females across a range of different 

environmental stresses that fruit flies are likely to encounter in the wild. I found a 

difference between D. melanogaster males and females in the way they plastically 

responded across a range of different types of stress. At both the metabolite level and 

at the functional phenotypic level, this resulted in a decrease of the sexual dimorphism 

with the severity of the stress, with possible implications for the effects of 

environment on sexual selection. No evidence of a generic stress response was found 

in the metabolome. 

In PAPER III, I investigated how environmental stress can interact with the 

genotype of individuals, and what genetic architecture governs why some individuals 

are more variable and plastic in their ability to adapt to a range of different 

environments, while others are more canalized. For this purpose, the Drosophila 

Genetic Reference Panel (DGRP) was used. DGRP is a set of ~200 fully inbred and 
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sequenced lines, suitable for studying the genetic basis of complex traits. I found that 

genetic variation (VG) and environmental variation (VE) are not independent, as a 

genetic control of VE was confirmed. In this study it is proposed that environmental 

variation can be partitioned into four different conceptual components. Genetic 

control of all four VE components encompassing variation across and within 

environments was identified. I found little overlap in the genetic background between 

some of these VE measures, while others were genetically correlated.  

In PAPER IV, the focus shifted towards genetic stress in the form of inbreeding, 

and how to alleviate some of the consequences of inbreeding and loss of genetic 

variation. PAPER IV has a conservation-oriented perspective, and focuses on how to 

save small, fragmented, extinction-threatened populations with little genetic variation, 

by translocating individuals from other populations to re-establish gene flow, a 

technique known as ‘genetic rescue’. For this purpose, the DGRP system was also 

used, in this context to simulate genetically deteriorated populations expressing high 

levels of inbreeding depression. It was investigated whether the success of a 

translocation depended on the genetic distance between the receiver and donor 

population. The results provided clear evidence of high fitness enhancements in 

hybrid offspring (heterosis), but also a temporal decline of such benefits. Genetic 

distance between donor and recipient population did not have strong impact on the 

level of heterosis. 

Small populations might suffer from inbreeding depression as illustrated in 

PAPER IV. They may also suffer from lack of genetic variation due to genetic drift, 

which can reduce the evolutionary potential. While this is often highlighted as one of 

the major concerns for small extinction prone populations, large-scale empirical 

evidence of this hypothesis is surprisingly scarce and some recent evidence suggest 

that associations between the effective population size and the amount of genetic 

variation is more complex than hitherto assumed. To investigate this in more detail, I 

set up a highly replicated evolution experiment with lines of a wild caught population 

of D. melanogaster inbred to different degrees, from which I will present some 

analyses and result, and briefly discuss possible implications. The first data suggest 

high line specificity, but generally support the expectations, that increasing levels of 

inbreeding leads to reduced evolutionary response to selection.  

In summary, this thesis investigates how, and to what extent, insect model species 

respond to a multitude of different environmental stresses, how the environment 

interacts with the genetic composition of individuals, and lastly the consequences of 

inbreeding on the adaptive ability, and how to possible alleviate some of the negative 

fitness effects of inbreeding. 
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RESUMÉ 

Det gennemgående tema for denne afhandling er brugen af bananfluen som 

modelorganisme for at undersøge af hvordan naturlige populations reagerer på og 

tilpasser sig miljøstress, samt hvilke konsekvenser en reduceret populationsstørrelse 

og deraf resulterende tab af genetisk variation har for arters evne til at tilpasse sig 

evolutionært. De præsenterede artikler har det tilfælles, at de undersøger responsen på 

en række økologisk relevante miljøstresser. Biologiske interaktioner udgør et centralt 

element i flere af artiklerne; både fitness konsekvenser og adaptive responser på flere 

samtidige miljøfaktorer, effekter af interaktioner mellem køn og miljø, eller hvordan 

miljøfaktorer interagerer med den genetiske sammensætning af individer, dels på 

tværs af miljøgradienter og på tværs af tid. Til dette formål har jeg benyttet forskellige 

bananfluearter af slægten Drosophila, som stammer enten fra vildtfangede 

populationer fra Danmark eller Australien, eller fra et panel af sekvenserede 

isogenetiske linjer af Drosophila melanogaster. 

I ARTIKEL I, undersøges det hvordan to naturligt sameksisterende Drosophila 

arter reagerer på kombinationer af både biotiske og abiotiske miljøfaktorer på en 

række fitness relaterede træk. Dette studie fandt, at på trods af, at stressfaktorer kan 

interagere i deres effekt på fitness, og at disse kan have meget negative konsekvenser, 

så var de additive effekter af kombinationerne af miljøstress hyppigst. Derudover var 

de observerede responser meget arts- og kønsafhængige, samt afhængige af hvilket 

træk, der blev undersøgt. Dette understreger vigtigheden af at inkludere de 

kombinerede effekter af miljøstress i prædiktionsmodeller over arters respons på 

eksempelvis klimaforandringer samt i risikovurderinger af fx kemikalier og 

forurening. Studiet afslørede desuden et behov for at udvide begreberne, som bruges 

til at beskrive komplekse interaktioner mellem miljøfaktorer. For yderligere at 

undersøge baggrunden for de kønsafhængige fænotypiske responser på miljøstres i 

ARTIKEL I, blev det i ARTIKEL II undersøgt, om der kunne findes kønsspecifikke 

eller generelle metaboliske stress responser (ved brug af NMR metabolomics) i hanner 

og hunner, på tværs af en række vidt forskellige miljøstresser. Disse typer stress var 

alle nogle bananfluer vil kunne opleve i naturen. Jeg fandt en væsentlig forskel i den 

plastiske respons på stress i hanner og hunner af D. melanogaster på tværs af de 

forskellige typer af stress. For både funktionelle fænotyper og på metabolit niveau 

resulterede dette i en reduktion af kønsforskellen med stress, og denne var 

proportionel med intensiteten af de forskellige typer stress,. Dette kan have betydning 

for, hvilken indflydelse miljøet har på graden af seksuel selektion. Jeg fandt ingen 

antydninger af en universel stress respons i metabolomet. 

I ARTIKEL III undersøgte jeg hvordan miljøstress kan interagere med individers 

genotype, samt den genetiske baggrund, der styrer hvorfor nogle individer er variable 

og plastiske i deres evne til at tilpasses en række forskellige miljøer, mens andre er 
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mere ensartede og ude af stand til at reagere plastisk. Til dette formål brugte jeg en 

ressource kaldet Drosophila Genetic Reference Panel (DGRP). DGRP er et sæt af ca. 

200 komplet indavlede sekvenserede linjer, som er egnede til at studere den genetiske 

baggrund for komplekse træk. Jeg fandt, at genetisk varians (VG) og miljøvarians (VE) 

ikke er uafhængige - graden af miljøvarians er genetisk bestemt. I studiet foreslås det, 

at miljøvarians kan opdeles i fire konceptuelle delelementer, der inkluderer variation 

indenfor og på tværs af miljøer. Alle fire delkomponenter af VE var genetisk 

kontrollerede, og der blev fundet meget lidt overlap i den genetiske baggrund for disse 

VE mål. 

I ARTIKEL IV, ændres fokus til at omhandle genetisk stress i form af indavl, 

samt hvordan konsekvenserne af indavl og tab af genetisk variation kan modvirkes. 

ARTIKEL IV har et bevaringsorienteret perspektiv, og fokuserer på hvordan man 

kan redde små fragmenterede udryddelsestruede populationer med lav genetisk 

variation ved at flytte individer fra andre populationer for at sikre genudveksling, en 

teknik der kaldes ’genetic rescue’. Til dette formål blev DGRP igen benyttet, denne 

gang til at simulere populationer som lider under indavlsdepression. Det blev 

undersøgt hvorvidt successen af en translokation af individer afhang af den genetiske 

afstand mellem modtager- og donorpopulationen. Resultater viste tydelig evidens for 

store fitness forbedringer i hybridafkommet (kaldet heterosis), men også en nedgang 

i sådanne fordele med tiden. Genetisk afstand viste sig ikke at have en stor effekt på 

mængden af heterosis. 

Små populationer kan lide under indavlsdepression, som det blev belyst i 

ARTIKEL IV. De kan desuden lide under manglen på genetisk variation på grund af 

genetisk drift, hvilket muligvis reducerer det evolutionære potentiale. Selvom dette 

ofte fremhæves, som en af de største bekymringer for små udryddelsestruede 

populationer, er empiriske beviser for denne hypotese overraskende sjældne. Desuden 

tyder nylige studier på, at sammenhængen mellem populationsstørrelse og mængden 

af genetisk variation er mere kompleks end først antaget. For at undersøge dette 

opsatte jeg et eksperimentelt evolutionsforsøg med et højt antal linjer fra en 

vildtfanget D. melanogaster population, som blev indavlet til forskellige niveauer. Jeg 

præsenterer analyser og resultater fra dette forsøg og diskuterer kort mulige 

konsekvenser. Ind- og udavlede linjer blev holdt i 10 generationer på et stressende 

medie, and evolution i fitness relaterede træk blev undersøgt. De første data afslører 

en høj linjespecificitet, men generelt understøtter at øget indavl medfører en reduceret 

evne til at tilpasses sig gennem evolutionære ændringer. 

Samlet set undersøger denne afhandling hvordan, og i hvilken grad, insekt model 

arter responderer på en række forskellige miljøstressorer, hvordan miljøet 

vekselvirker med individers genetiske komposition, og slutteligt konsekvenserne af 

indavl på evnen til at tilpasse sig, og hvordan de negative fitness effekter af indavl 

muligvis kan lettes. 
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ABBREVIATIONS 

Commonly used abbreviations: 

 

A(+/-)   Antagonistic interaction (positive/negative) 

BPH   Best-parent heterosis 

CTmax   Critical thermal maximum 

CTmin   Critical thermal minimum 

DGRP   Drosophila Genetic Reference Panel 

F    Coefficient of inbreeding 

FST
    Fixation index 

G x E   Genotype-by-environment interaction 

GBLUP   Genomic best linear unbiased prediction 

GD   Genetic distance 

GFBLUP   Genomic feature best linear unbiased prediction 

GLM   General linear model 

GLMM  General linear mixed model 

GO    Gene ontology 

GWAS   Genome-wide association study 

HCA   Hierarchical cluster analysis 

I x E   Inbreeding-by-environment interaction 

MPH   Mid-parent heterosis 

n    Sample size 

N    Census population size 

Ne    Effective population size 

NMR   Nuclear Magnetic Resonance 

PCA   Principal component analysis 

PR    Potence ratio 

REML   Restricted maximum likelihood 

RING   Rapid Iterative Negative Geotaxis 

RNAi   RNA mediated gene interference 

RO    Reproductive output 

S(+/-)   Synergistic interaction (positive/negative) 

SD    Standard deviation 

SE    Standard error 

SNP   Single nucleotide polymorphism 

SR    Starvation resistance 
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INTRODUCTION 

AN EVER-CHANGING ENVIRONMENT 

When organisms are faced with change in their immediate surroundings, they are 

forced to respond, if they are to maintain optimal function. Especially, ectotherms 

must deal with environmental changes on a regular basis, thus their survival and 

reproductive success depend on their ability to adjust according to the environmental 

cues. In the short term, e.g. daily or seasonal temperature fluctuations, organisms 

respond to variable environmental conditions through behavioral, physiological 

and/or morphological adjustments (Hoffmann & Parsons 1991; Angilletta 2009). 

While some environmental changes have so little impact that a response is hardly 

observed, other changes may occur with a magnitude or rate of change that exceeds 

the capabilities of the organism. If unable to respond sufficiently, such environmental 

changes will harm the normal functioning of the organism, and potentially decrease 

survival and reproductive fitness. Such environmental changes are defined as 

‘environmental stress’ (Hoffmann & Parsons 1991), and will be employed as a 

working definition throughout the current thesis. 

Many short term fluctuations such as daily or seasonal variation occur within the 

same generation, however some environmental disturbances span many generations 

and might require long-term evolutionary responses in order to maintain a normal 

functionality in a changing environment (Hoffmann & Willi 2008; Willi & Hoffmann 

2009; Chown et al. 2010). One example of such environmental disturbance is the 

steadily increasing human impact on natural ecosystems, e.g. anthropogenic climate 

change. In the last few centuries, many species have experienced unprecedented rates 

of climate change (Smith et al. 2015). Despite an average temperature increase of only 

~1 °C since before industrial times, the global footprint of a growing human 

population is well documented across all ecosystems on the planet (Parmesan & Yohe 

2003), and effects are present on all biological levels from genes to biomes (Scheffers 

et al. 2016). In addition to an increase in mean temperature, it is also predicted that 

both temperature and precipitation patterns become more variable (IPCC 2013). Since 

the fitness of individuals depends on their ability to accurately predict the 

environmental change (Manenti et al. 2014), an increase in variability could mean that 

species will struggle to anticipate future climate conditions (Ketola et al. 2013). It has 

been suggested that evolutionary responses might be either too slow or constrained to 

allow species to adapt to the rapidly deteriorating state of their environments (Kelly 

et al. 2012; Kellermann et al. 2012; Araújo et al. 2013; Hoffmann et al. 2013; Schou 

et al. 2014; Kristensen et al. 2015). This means that some organisms will have to 

depend in part on adjusting their phenotype according to environmental cues. This is 
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termed ‘phenotypic plasticity’ and is a re-occurring theme throughout this thesis that 

will be discussed in details (PAPER III). 

 

STUDYING ENVIRONMENTAL STRESS RESPONSES 

The reasons for studying environmental stress are many. There is a fundamental 

curiosity, which drives research, but also there is an increasing need to elucidate the 

effects of a myriad of different environmental factors on a wide range of biological 

organizational levels, from DNA to entire ecosystems. Recently, the list of chemical, 

biological, and physical stressors that are considered to be potentially harmful to the 

environment has grown rapidly (Novacek & Cleland 2001; Folke et al. 2004; Halpern 

et al. 2008). Scientists, conservation managers, and policy makers are urged to 

consider the ecological consequences of stressors for appropriate regulation and 

management of natural resources (De Lange et al. 2010). 

Traditionally, assessment of the effects of environmental stressors has 

predominately been based on the results of laboratory experiments where a test 

organism has been exposed to an individual stressor. This is especially pertinent to 

the assessments of potentially harmful chemicals, where a single compound is tested 

often across a range of concentrations to obtain a dose-response relationship, and 

establish toxicity data, e.g. the concentration resulting in 50 % mortality (LC50). Such 

measures enable easy comparisons across compounds, and used by policy makers for 

appropriate management of chemicals. In such tests, the test organisms are usually 

maintained at optimal and constant temperature, humidity, pH, etc. and are given food 

in abundance. Examples include many of the standardized toxicity tests still employed 

by governmental and international institutions (e.g. US-EPA 2002; ISO 2012). 

In nature, however, species rarely experience optimal environmental conditions, 

but are forced to cope with sub-optimal and often stressful conditions for the majority 

of their life, with large fluctuations in e.g. food availability or climatic conditions as 

discussed above. Beyond an increase in temperature mean and variability linked to 

climate change, an increase in the intensity and diversity of other anthropogenic 

environmental stressors has also been observed as a result of a growing human 

population in the last decades (Halpern et al. 2007). These include e.g. habitat loss, 

urbanization, pollution, increase in invasive species and diseases, and many derived 

effects of climate change like increasing sea levels, and ocean acidification (Novacek 

& Cleland 2001; Allison & Bassett 2015). For a realistic and ecologically relevant 

assessment of stress responses, they must be viewed in the context of a plethora of 

environmental conditions, and their potential interactions acting simultaneously. 
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ENVIRONMENTAL INTERACTIONS 

Ecological research have been elucidating the effects of the abovementioned effects 

individually, empirical studies on the cumulative effects and potential interactions 

between individual stressors are far less frequent (Crain et al. 2008; Darling & Côté 

2008), despite natural systems being exposed to several human-derived stressors 

simultaneously for most of the time (Halpern et al. 2007; Laskowski et al. 2010). The 

fitness impact of an environmental factor may be minute when considered in isolation. 

However, multiple environmental factors may interact and yield effects that are 

widely different from the sum of the individual stressors on the fitness of individual 

organisms as well as on the community structure in an ecosystem. Understanding the 

ecological effects of environmental stressors and the effects of their potential 

interactions on fitness is of great importance for global climate change prediction 

models (Kaunisto et al. 2016), where multiple stressors may interact in a manner, that 

is not predictable from individual stressors. Some studies predict that multiple stresses 

will interact and accelerate biodiversity loss (Sala et al. 2000) and/or amplify the 

effects of already existing anthropogenic stresses (Halpern et al. 2008). In any case, 

when interactions either mitigate or exacerbate the effects of individual stresses in 

natural environments (Didham et al. 2007; Mora et al. 2007), this has sometimes been 

termed ‘ecological surprises’ (Paine et al. 1998), and exemplify a key uncertainty in 

projections of biodiversity (Pereira et al. 2010) and ecosystem resilience (Folke et al. 

2004). Consequently, neglecting interactions of environmental factors can make 

predictions of individual performance and community structure inaccurate (Relyea & 

Hoverman 2006; Schuwirth et al. 2015; Kéfi et al. 2016). There is a potential risk for 

underestimating the severity of the effect of multiple environmental stresses on 

species distributions and extinction risks e.g. thermal extremes in combination with 

draught or chemical stress (Visser 2008; Bellard et al. 2012). In ecotoxicology and 

ecological risk assessments, not incorporating knowledge on multiple stressors can 

lead to underestimating risk (Bednarska et al. 2013), which of course is problematic, 

but also overestimating the risk which can have substantial undesirable economic 

consequences (Holmstrup et al. 2010). 

Amongst the studies that have been conducted on multiple stressors, the majority 

investigates the potential interactions between only two environmental conditions, the 

far most common combination being between a chemical compound and some other 

abiotic stressor, e.g. another chemical or temperature stress (Holmstrup et al. 2010; 

Laskowski et al. 2010). In the context of ecological relevance, this can be problematic, 

because such studies ignore biotic interactions, which play an important role in the 

evolution (Thorpe et al. 2011) and distribution of many, if not all, species, through 

e.g. predation, competition, mutual dependencies etc. (Wisz et al. 2013). Some even 
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argue that biotic interactions are more important than abiotic habitat requirements for 

determining distribution ranges and community compositions (Schuwirth et al. 2015).  

In PAPER I, I investigated the consequences of exposing two naturally co-

occurring species of fruit flies (Drosophila hydei and Drosophila melanogaster) to 

both biotic and abiotic environmental factors in a full factorial manner, i.e. both in 

isolation and in all combinations, to examine effects of potential interactions on fitness 

components. In this paper, and in all papers presented in this thesis, I have put much 

emphasis on the ecological relevance of the environmental conditions, i.e. both the 

types of stressors and the levels of intensity, are likely to be encountered by insects in 

a natural setting. Effects of environmental interactions should ideally be included in 

all studies to provide the ecological context all stressors should be evaluated in. 

However, these types of experiments (full factorial) are very cumbersome, as the 

number of interactions increases exponentially with the number of environmental 

variables considered. In PAPER I, though, the purpose was to specifically elucidate 

the nature of individual stressors and the strength and frequency of their two- and 

three-way interactions. Recent reviews on fitness effects on interactions give the 

impression that interactions are more the rule than the exception, and that most 

interactions are of the synergistic type, i.e. when combined effects are greater than the 

expected additive sum, and stressors exacerbate their mutual effects (Crain et al. 2008; 

Darling & Côté 2008). Contrary to this notion, the results from PAPER I suggested 

that although interactions did occur, additive effects of stressors were more common. 

This discrepancy could be explained by researchers tending to be biased towards 

publishing “positive” results, i.e. findings of interactions rather than simply the 

additive effects (Holmstrup et al. 2010), which could cause the frequency of 

interactions in nature to be incorrectly reflected.  

Interestingly, I also found a high proportion of positive effects of interactions, e.g. 

D. hydei benefitted greatly in many traits from co-occurring alongside D. 

melanogaster. This result might seem counterintuitive in a study of stressful 

environmental conditions, however, the findings are congruent with other studies 

showing that the number of positive interaction increase with stress (Callaway et al. 

2002; Brooker et al. 2008). Positive interactions, e.g. the development of intrinsic 

mutual dependencies might be a mechanism that will be increasingly adopted by 

species communities to counteract the increase in environmental stress with global 

climate change (He et al. 2013). I initially viewed these environmental interactions in 

the context of the classically defined terms of synergism and antagonism (when 

combined effects are smaller than expected) (Folt et al. 1999). However, due to the 

complexity of the results, especially in situations where individual stresses were of 

opposite effect directions (some with positive effects, others with negative), it became 

quickly clear that it was necessary to update the terminology of interactions to offer 

more informative descriptions. Such re-conceptualized terms has recently been 
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suggested by others for two-way interactions (Piggott et al. 2015), however, I 

expanded them to include three-way interactions as well. 

 

BIOLOGICAL INTERACTIONS 

The stress responses in PAPER I were in some cases sex specific, where males and 

females responded differently to the environmental conditions, congruent with other 

studies (Hoffmann et al. 2005; Sørensen et al. 2007). Similarly, I found that many of 

the responses were highly dependent on specific stressors, and on which trait was 

investigated. These observations were explored in further detail in PAPER II, where 

I investigated to what extent a general stress response could be recognized both across 

environments and sexes. The initial idea was partly to try to identify generic responses 

to a wide range of different ecologically relevant stressors on a sub-organismal level 

and compare these to responses on the functional phenotypic level. In ecological risk 

assessments many studies rely on rather dichotomous and insensitive endpoints at the 

organismal level such as mortality (Darling & Côté 2008) or mobility (ISO 2012), 

which are ‘either-or’, and leaves little room for quantifying gradual stress responses. 

As a result, assays that examines responses on the sub-organismal level, e.g. using 

molecular, physiological, or biochemical parameters, so-called biomarkers, have 

received increased attention (Forbes et al. 2006). Biomarkers may characterize initial 

responses to stressors and toxicants that can be detected before survival is affected 

(Ørsted & Roslev 2015), and can represent efficient ways to quantify sub-lethal effects 

on e.g. growth and reproduction at the organismal or population level (Forbes et al. 

2006). For this purpose, I employed nuclear magnetic resonance (NMR) 

metabolomics in PAPER II, to study the effects of environmental stressors on 

metabolite composition. Metabolomics is a characterization of endo- and exogenous 

low molecular mass metabolites within a biological sample, e.g. cells, tissues or 

whole-organism homogenates. For this purpose NMR technology is particularly 

helpful, as it allows for a non-targeted and comprehensive analysis of all or most of 

all the metabolites in a sample, that is possibly closer to the organismal phenotype 

than the other ‘omics’ techniques, e.g. gene expression (transcriptomics) and protein 

changes (proteomics), which are both subject to rather complex feedback and 

homeostatic control mechanisms (Nicholson et al. 1999; Ankley et al. 2006; van 

Ravenzwaay et al. 2007). 

In PAPER II, I exposed D. melanogaster to different ‘natural’ stressful treatments 

by varying media contents and thermal environments, and investigated the metabolite 

composition as well as functional phenotypes (size and survival) of both males and 

females. I found that the difference in metabolite compositions between sexes were 

greatest in benign environments, and decreased linearly with the severity of the stress. 

Similarly, in terms of body mass I found that females responded more under 
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environmental stress, i.e. they were more plastic than males, resulting in a similar 

decrease in the sexual dimorphism of body size with increased stress, concurrent with 

the metabolomic results. Some of the metabolites found in highest concentrations in 

control females as compared to both males and stressed females were seemingly 

related to reproduction, and suggested that the reduced sexual dimorphism in stressful 

environments was associated with a trade-off between reproduction and stress 

resistance, which is a commonly observed trade-off (Partridge et al. 2005). This could 

have some really interesting evolutionary implications, and I speculate that 

environmental factors can play an important role in shaping sexual selection, an idea 

that goes all the way back to Alfred Russel Wallace (Wallace 1889). Ketola et al. 

(2012) found that sexual dimorphism in heritability for heat tolerance in D. 

melanogaster was affected by developmental temperature, and that genetic variation 

for the trait was genetically uncorrelated in the two sexes, suggesting potential for 

independent evolution between sexes. 

 

PHENOTYPIC AND ENVIRONMENTAL VARIATION 

I have now introduced interactions between environment factors themselves, and 

between the environment and sex. In discussing and introducing PAPERS III-IV, I 

will focus more specifically on the impact of genetics on the phenotype, and how 

genetic factors can interact with environmental conditions. Genetic and environmental 

factors have for very long been viewed as independent and have founded the 

alliterative expression ‘nature versus nurture’. However, this is often too simplistic, 

as genotypes may respond differently to changes in the environment. Therefore, 

phenotypic variation is determined by the sum of genetic variation and environmental 

variation as well as genotype-by-environment (G x E) interactions in modern 

quantitative genetic theory (Falconer & Mackay 1996; Lynch & Walsh 1998): 

 

VP = VG + VE + VG x E 

 

The G x E interaction is sometimes described as genotypic differences in what is 

referred to as ‘environmental sensitivity’. This can be defined in two ways. The first 

definition of environmental sensitivity is the mean phenotypic changes of a given 

genotype in different environments (Jinks & Pooni 1988). This has been extensively 

studied in quantitative genetics (Falconer & Mackay 1996), evolutionary biology (Via 

& Lande 1985), breeding of livestock (Huquet et al. 2012), and plants (El-Soda et al. 

2014), and in human medical genetics (Hutter et al. 2013). The second definition of 

environmental sensitivity is differences in the environmental variance of different 

genotypes in the same environment (Jinks & Pooni 1988). This second definition 

implies that there is a genetic component to environmental variance. While 
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heterogeneity of variance among genotypes have been known for a while, this venue 

of research have received little attention as compared to the effects of genetic variation 

on trait means, and even less devotion has been given to elucidate the genetic 

architecture of environmental variation. Only within the last decade or so have 

researchers started to realize and investigate this genetic control of the expression of 

VE itself (PAPER III; Ros et al. 2004; Willmore et al. 2007; Ibáñez-Escriche et al. 

2008; Ayroles et al. 2015; Morgante et al. 2015; Sørensen et al. 2015; Blasco et al. 

2017). The two definitions of environmental sensitivity are not necessarily mutually 

exclusive, as they both describe mechanisms by which variable phenotypes arise from 

a uniform genetic background within and across environments. This combination of 

different aspects of the genetic control of VE was the main research aim of PAPER 

III. Based on suggestions that multiple forms of VE exists, and that such sources may 

be genetically independent (Hill & Mulder 2010), I suggested four different 

components of environmental variation encompassing variation both across 

environments, and conceptualized their computations. The four components were 

found to be heritable, and largely genetically decoupled, however, there were some 

exceptions of genetic correlations between different components. Our results suggest 

that the some of the components of VE might represent separate selection targets with 

different constraints acting upon them, and some might in practice be 

indistinguishable by selection. 

For PAPER III, I used the Drosophila Genetic Reference Panel (DGRP) (Mackay 

et al. 2012), which is a set of >200 lines, originating from a single wild-caught D. 

melanogaster population from North Carolina, USA. This population was initially 

sub-divided into lines, which were then extensively inbred through full-sibling 

matings, until essentially no genetic variation was left within each line, while 

maintaining the full extent of natural genetic variation between lines. The panel can 

be purchased from a stock center (http://flystocks.bio.indiana.edu), and full genome 

sequence data is available for each line (http://dgrp2.gnets.ncsu.edu). This unique 

resource allows researchers to investigate the correlation between phenotypic 

variation and genetic variation. I reared each line at five thermal environments and 

subsequently measured their cold tolerance. I exploited the fact that any variation in 

the phenotypic measures of multiple individuals from each line within and across 

environment is due to environmental variation, as there is practically no genetic 

variation within these lines. By measuring phenotypes of many individuals from the 

same line across the whole panel of lines, one can obtain a precise estimation of a 

lines performance. This can then be related to the sequence data in order to identify 

single genetic variants or genes associated with the phenotypic variation through 

genome-wide-association studies (GWAS) (Mackay et al. 2012; Huang et al. 2014), 

or to identify biological features (gene ontologies; GO) predictive of the trait value 

given the genotypic variation  (Sarup et al. 2016; Edwards et al. 2016). Besides this 

http://flystocks.bio.indiana.edu/
http://dgrp2.gnets.ncsu.edu/


Introduction 

16 

 

unique DGRP resource, there are numerous advantages to using D. melanogaster as 

a model organism to study this, beyond the well-known ease of maintenance, short 

generation times, and the immense knowledge base as reviewed by Jennings (2011). 

One such advantage is various ways to genetically modify this organism. For instance, 

a whole array of techniques has been developed to functionally validate the genes or 

genetic features identified in the association analyses described above. An example is 

by disrupting gene function by RNA-mediated gene interference (RNAi), where gene 

expression is supressed (Dietzl et al. 2007), which I used in PAPER III, to validate 

candidate genes for the different VE components. 

 

PLASTICITY AND ADAPTATION 

Long-term phenotypic responses to environmental change is likely constituted by a 

mix of phenotypic plasticity and adaptive evolution. Phenotypic plasticity is one of 

the sources of environmental variation investigated in PAPER III, and perhaps the 

most studied form of VE (DeWitt & Scheiner 2004; Valladares et al. 2006). 

Phenotypic plasticity is defined here as the ability of a given genotype to express 

different phenotypes depending on the environment. Phenotypic plasticity allows 

organisms to respond to rapid environmental changes to maintain overall fitness, and 

is believed to be an important determinant for the success of species under the 

environmental stress of anthropogenic climate change (Teplitsky et al. 2008; 

Hoffmann & Sgrò 2011; Anderson et al. 2012). In some cases phenotypic plasticity 

increase the fitness of an organism, a term referred to as adaptive phenotypic plasticity 

(Ghalambor et al. 2007). Under continuous environmental change, e.g. increasing 

temperature, a common way of characterizing phenotypic plasticity is as the norm-of-

reaction of the phenotypic trait across the environmental gradient, and there are a 

myriad of different indices for phenotypic plasticity, each with different pros and cons 

(Valladares et al. 2006). For a linear reaction norm, as in the change in cold tolerance 

as a result of developmental temperature in PAPER III, slope of the linear regression 

is the most commonly used measure of phenotypic plasticity (Valladares et al. 2006). 

If traits are not displaying phenotypic plasticity, the reaction norm is horizontal. It can 

be costly for an organism to maintain a high phenotypic plasticity, as they must be 

flexible on a number of biological levels. Some argue that there is a trade-off between 

trait mean value and trait plasticity (Murren et al. 2015), and for stress resistance, 

hardening or acclimation which both can be considered plasticity, might constrain the 

organism’s basal stress resistance (Stillman 2003; Calosi et al. 2008; Chown et al. 

2010; Gerken et al. 2015). Congruent with a recent cross-taxa review (Gunderson et 

al. 2015), I found no evidence of a trade-off between basal cold tolerance and 

plasticity in PAPER III.  
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In some scenarios, e.g. with recent climate change, phenotypic plasticity might not 

be sufficient to maintain high fitness, and might be complemented or substituted by 

adaptive evolution instead. Adaptive evolution is characterized by a change in the 

genetic constitution of a population as a result of natural selection, thus in order to 

demonstrate the occurrence of adaptation, proof of genetic change and natural 

selection as the driving force is needed. This can prove challenging partly because 

precise estimates of natural selection can be hard to obtain (Kingsolver et al. 2012), 

and because the genetic architecture of many traits is still unknown (Anderson et al. 

2014). Because of the perception of natural selection as a strong force, it was 

previously assumed by default that phenotypic changes were due to adaptive 

evolution. However, phenotypic plasticity is increasingly becoming the parsimonious 

(null) model (Merilä & Hendry 2014), which can be rejected with direct evidence of 

genetic change; in fact, some observations of phenotypic differences, that were 

initially assumed to be a result of genetic changes have subsequently been recognised 

as phenotypic plasticity (Charmantier et al. 2008; Teplitsky et al. 2008). Further 

complicating things is the fact that plasticity is heritable (PAPER III), and thus 

adaptive phenotypic plasticity itself can evolve as also suggested by earlier studies 

(Schlichting 1986; Stearns 1989; Scheiner & Lyman 1991), and it might not be easy 

to disentangle the two in natural or domestic populations (Gienapp et al. 2008). In any 

case, adaptive evolution, be it in trait means or traits plasticity, is dependent on 

available genetic variation, which in turn in dependent on populations sizes and 

inbreeding, as discussed below. 

 

POPULATION SIZE AND INBREEDING 

I have introduced genetic variation and environmental factors, and how they mutually 

interact, and for the remaining project of this thesis, I looked more into what 

determines genetic variation in a population, how the effects of inbreeding and low 

genetic variation can be alleviated, and lastly how loss of genetic variation affects 

adaptive evolution. A number of factors determine the amount of available genetic 

variation, one being the population size. In PAPERS I-II, I maintained fly cultures at 

a high number of individuals in a population, typically >500 individuals. In many 

natural and especially domestic populations, (effective) population sizes are smaller 

than this (Palstra & Ruzzante 2008). Because of finite population sizes, the sampling 

of genes, passed on to the next generation result in drifting allele frequencies, which 

is termed random genetic drift. This change in frequency is dependent on the starting 

frequencies of genetic variants and the number of samples (individuals) (Wright 

1931). It follows, that it is not the number of individuals present in a population (called 

census population size, N), but rather the number of contributing individuals, and how 

well these individuals represent the gene variant frequencies in the original 
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populations, which determines the effective population size (Ne). As Ne is not easy to 

quantify because it is affected by reproduction and breeding strategies (inbreeding, 

outcrossing, asexual reproduction, sex ratio etc.) (Frankham 1995; Allendorf et al. 

2013), N can be used to approximate Ne as a proxy for available genetic variation and 

selection efficiency (Wright 1931; Falconer & Mackay 1996; Frankham 2012). In our 

laboratory we normally keep N>500 to minimize genetic drift. Genetic drift will over 

generations lead to changes in allele frequencies (loss and fixation of alleles) and 

increased homozygosity at a rate that depends on Ne (Garner et al. 2005). If fixed loci 

are associated with phenotypic variation, genetic drift will result in drifting trait values 

(Falconer & Mackay 1996), which in combination with loss of genetic variation 

resulting from a small population size can lead to a decreased ability to adapt to a 

stressful environment (Charlesworth & Charlesworth 1987; Frankham et al. 1999; 

Willi et al. 2006; Hoffmann & Willi 2008). This is one of major concerns with the 

generally increasing stress levels experienced by many populations, e.g. under recent 

climate change and is one the primary reasons for investigating the effects of small 

populations sizes. Some evidence suggests that associations between the Ne and the 

amount of genetic variation is more complex than previously assumed (Bouzat 2010; 

Wood et al. 2016; Hoffmann et al. 2017), necessitating further studies in this highly 

relevant field of research (see additional results presented at the end of this thesis). 

In studies of small and fragmented population, inbreeding is also a large concern. 

Inbreeding is most commonly defined as the non-random mating among related 

individuals, and the coefficient of inbreeding (F), designates the probability that the 

two alleles at a given locus in the offspring are both inherited from a common 

ancestor, so-called identical by descent (Falconer & Mackay 1996; Frankham et al. 

2013). One effect of inbreeding is an increase in homozygosity within the population 

(Hartl & Clark 2007). A direct consequence of the increase in homozygosity following 

inbreeding is the increased expression of rare recessive deleterious alleles (Falconer 

& Mackay 1996). This often leads to a decrease in the fitness of inbred populations 

relative to outbred populations, a phenomenon termed inbreeding depression, and is 

often reported in natural populations (Crnokrak & Roff 1999; Frankham et al. 2013; 

Hoffman et al. 2014). A reduction in fitness caused by inbreeding depression, genetic 

load or reproductive incompatibility is sometimes referred to as ‘genetic stress’ 

(Pertoldi et al. 2006; Willi et al. 2006). Genetic stress as a result of inbreeding 

depression is an important theme of this thesis as such intrinsic genetic stress can 

interact with external environmental stress. One such interaction is the well known 

inbreeding-by-environment interaction (I x E), where the effects of inbreeding is 

dependent on environmental conditions, and is often reported in scenarios where the 

deleterious effects of inbreeding depression is exacerbated under environmental stress 

(Armbruster & Reed 2005; Schou et al. 2015), with proposed large impacts for small 
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inbred populations under existing environmental stresses (Fox & Reed 2011; Reed et 

al. 2012). 

Understanding the causes and consequences of inbreeding depression is central in 

population biology (Armbruster & Reed 2005), including the evolution of mating 

systems (Charlesworth & Charlesworth 1987; Uyenoyama et al. 1993), animal- and 

plant breeding programs (Falconer & Mackay 1996), and the conservation of rare and 

extinction prone populations (Crnokrak & Roff 1999; Hedrick & Kalinowski 2000; 

Reed & Frankham 2003). At the end of this thesis I present the results of an ongoing 

study (described below), which provide additional insights into the relationship 

between population bottlenecks, inbreeding and adaptive capacity. 

 

THE ADAPTIVE POTENTIAL OF SMALL POPULATIONS 

Faced with the plethora of environmental stresses as described above, the long-term 

persistency of natural population will ultimately depend on their ability to respond 

either through plasticity and/or evolutionary changes. It has for long been theorized 

that populations with low genetic variation will have a lower evolutionary potential 

(Fisher 1958), and this has since been a central topic of debate in evolutionary biology 

and conservation genetics. Recent studies provide evidence that some populations are 

evolutionary constrained in ecologically important stress resistance traits (Kelly et al. 

2012; Kellermann et al. 2012; Araújo et al. 2013; Hoffmann et al. 2013; Schou et al. 

2014; Kristensen et al. 2015). The availability of genetic variation relevant for 

adaptation in populations is frequently measured by the additive genetic variance VA 

of the trait in question, typically expressed as the heritability (h2) or evolvability of 

the trait. While theory predicts a relationship between Ne and VA (Falconer & Mackay 

1996; Willi et al. 2006), there is considerable ambiguity in the empirical evidence of 

the relationship between population size, genetic variation,  and evolutionary potential 

(Bouzat 2010; Wood et al. 2016; Hoffmann et al. 2017). While some studies find that 

larger populations respond faster to selection in morphological traits (Jones et al. 

1969; Weber 1990) and stress tolerance (Weber & Diggins 1990), the meta-analysis 

by Wood et al. (2016) suggested a poor association between population size and 

adaptive potential. Some evidence from laboratory experiments with insects suggest 

that inbreeding due to low Ne, which also increases genetic drift, reduces VA and 

heritability estimates (Saccheri et al. 2001; Kristensen et al. 2005; Dierks et al. 2012). 

However a meta-analysis of experimental studies investigating the association 

between inbreeding levels and VA conclude that VA are not reduced with increasing 

inbreeding to the extent predicted from theory (Taft & Roff 2012). Contrary to 

theoretical expectations, some studies suggest that that population bottlenecks can in 

fact increase VA (Taft & Roff 2012), but not necessarily increase response to selection 

(Van Heerwaarden et al. 2008). The connection between heritability and evolutionary 



Introduction 

20 

 

response is also unresolved. Many of the studies reviewed by Wood et al. (2016) 

investigate morphological traits, which tend to have high heritability estimates and 

uncertain connections to fitness. Thus, such studies might not correctly reflect the 

evolvability of important fitness components in natural populations, where low 

heritabilities are common (Carlson & Seamons 2008; Hansen et al. 2011). Also, the 

fact that heritability estimates are inherently noisy (Hansen et al. 2011) especially for 

traits that are highly responsive to environmental variability (Hoffmann et al. 2017), 

highlights the necessity for large sample sizes or highly replicated inbreeding designs 

to yield reliable estimates for low heritability traits (Hoffmann et al. 2016). This is 

problematic because traits with low variances is arguably the most interesting in terms 

of conservation, because low heritabilities can suggest a constraint on further 

adaptation that would have otherwise allowed populations to evolve to overcome e.g. 

current fast climate change (Hoffmann et al. 2017). In addition, the levels of 

inbreeding is perhaps unrealistically high inmany experimental studies (Pemberton et 

al. 2017), complicating comparisons with natural populations, and contributing to the 

complexity of the relationship between inbreeding, fitness, genetic diversity, adaptive 

capability, and extinction risk. 

In response to some of the abovementioned ambiguities and the current lack of 

large-scale empirical evidence on the connection between adaptive potential and 

inbreeding and loss of genetic variation, I set up a laboratory evolution experiment. 

As the experimental work was finalized only a few weeks prior to the completion of 

this thesis, I will present the preliminary analyses and results of this ongoing work 

(under ‘Additional results’). This work is not yet formulated into a full manuscript. 

The experiment was set up with ~120 lines of D. melanogaster inbred to three 

different F levels (40 at each level), by undergoing a varying number of population 

bottlenecks. These lines and outbred control lines were reared on in novel stressful 

environment for 10 generations while productivity and body size was assessed every 

generation. The initial analyses suggest that the results generally supported the 

expectations, that increasing levels of inbreeding lead to reduced evolutionary 

response to selection, however there was a large degree of line specificity, 

emphasizing the need for a large number of replicated lines in such studies. I also 

found highly trait specific responses among the lines of the different inbreeding levels. 

Across all inbreeding levels, there was a significant positive correlation between 

nucleotide diversity and selection response measured as the slope of the respective 

traits across generations. Assessment of viability before and after selection indicated 

that inbred lines performed better in the stressful environment, while they performed 

slightly worse in a benign environment, suggestive of an evolutionary trade-off. 
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MANAGING POPULATIONS WITH LOW GENETIC VARIATION 

Detrimental effects of inbreeding and low genetic variation are commonly reported in 

natural populations (Charlesworth & Charlesworth 1987; Crnokrak & Roff 1999; 

Charpentier et al. 2005; Da Silva et al. 2006; Hanski & Saccheri 2006; Fox et al. 

2008; Grueber et al. 2008; Frankham et al. 2013; Hoffman et al. 2014). In genetically 

deteriorated populations suffering from inbreeding depression and potentially low 

evolutionary potential (as described in the experiment above), human intervention in 

the form of conservation management may be necessary to prevent extinction. 

Different management strategies are being employed in the conservation of 

endangered populations including artificial feeding, fencing, fostering of offspring, 

vaccination, culling, and/or management of environments such as preserving or 

restoring habitats and establishing corridors between suitable habitats. Different 

management strategies are reviewed in e.g. Bodini et al. (2008). In small and 

fragmented populations genetic management might be necessary to re-establish gene 

flow e.g. by translocating individuals or genetic material from a donor population to 

the genetically deteriorated recipient population (Edmands et al. 2003; Frankham 

2010). The beneficial outcome  of such outcrossing have been reported as increased 

long-term survival, reproduction, population growth and reduced extinction risk 

(Madsen et al. 1999; Marr et al. 2002; Pimm et al. 2006; Bijlsma et al. 2010; Miller 

et al. 2012; Hufbauer et al. 2015). An increase in population fitness due to 

immigration of new alleles, is sometimes referred to as ‘genetic rescue’ (Whiteley et 

al., 2015), and is the central theme of PAPER IV.  

The positive effects of genetic rescue are primarily caused by heterosis (or hybrid 

vigour), which is the outperformance of the hybrid offspring compared to the mean of 

parents. The result is an increase in population fitness compared to the original 

population prior to outcrossing, and as with inbreeding depression, the greatest effects 

are typically seen in traits closely related to fitness (Tallmon et al., 2004; Whiteley et 

al., 2015). This is due to the optimization of fitness related traits, and resulting higher 

degree of non-additive genetic variation essential for the expression of heterosis. The 

positive effect of heterosis is particularly utilized in animal and plant breeding to 

enhance the performance in specific production traits such as yield, disease resistance, 

and the production of uniform phenotypes (Kawamura et al., 2016; Pandey et al., 

2015; Solieman et al., 2013; Sørensen et al., 2008). Genetic rescue is however not 

always preferable and some concerns have been raised in its use for managing wild 

populations (Tallmon et al. 2004; Frankham et al. 2011; Hedrick & Garcia-Dorado 

2016). One concern is the risk of outbreeding depression, caused by either local 

adaptive differences between immigrants and the resident population (Allendorf et al. 

2001; Edmands et al. 2003) or by the disruption of beneficial interactions of co-



Introduction 

22 

 

adapted gene complexes between loci in linkage-disequilibrium (Templeton et al. 

1986; Allendorf et al. 2001; Montalvo & Ellstrand 2001). 

To gain most heterosis, and thus the largest fitness enhancements and due to the 

risk of outbreeding depression, knowledge on the genetic relatedness of donor and 

recipient population is imperative. For instance, genetic distance (GD) between the 

two populations can be predictive of the magnitude of heterosis and fitness benefits 

(Mohamed & Pirchner 1998; Pandey et al. 2015). This was the central research aim 

of PAPER IV, where I again used the DGRP resource to simulate populations in need 

of genetic rescue, to investigate the effects of GD on the temporal effects of heterosis. 

The benefits of the DGRP system in this context was that I could calculate precise 

genetic distances based on many-fold more genetic markers, than have previously 

been used in studies of the correlation between GD and heterosis (Goddard & Ahmed 

1982; Graml & Pirchner 1984; Ehiobu et al. 1990; Mohamed & Pirchner 1998; Geleta 

et al. 2004; Singh & Singh 2004; Teklewold & Becker 2006; Pandey et al. 2015; 

Kawamura et al. 2016). In addition, I had information on each DGRP line’s 

performance in a range of traits, allowing me to identify lines likely to suffer the most 

from inbreeding depression to represent weak lines in need of genetic rescue. The 

results of PAPER IV clearly demonstrated genetic rescue as a viable conservation 

management strategy with large fitness benefits in the hybrid offspring, however this 

study also revealed potential caveats with genetic translocation as the magnitude of 

heterosis decreased from the first to the third generation. Overall, GD had little effect 

on the amount of expressed heterosis, while other measures turned out to be better 

predictors of heterosis, e.g. the phenotypic difference between parents used in the 

outcrossing, as also suggested by others (Teklewold & Becker 2006).  

 

CONCLUSIONS AND PERSPECTIVE 

Many studies on the effects of environmental stresses, especially studies investigating 

the effects of climate change as a potential stress, tend to focus on changes in mean 

and variability of a single parameter, e.g. temperature. However, several papers in this 

thesis highlight the fact that environmental stresses should not be considered in 

isolation, on the contrary most species are exposed to multiple environmental 

conditions simultaneously, and environmental factors are likely to interact, either with 

other environmental stresses, and/or with the sex or the genetic constitution of 

individuals. Such biological interactions, whether they are interactions between 

multiple environmental conditions (PAPER I), interactions between sex and 

environment (PAPER II), or genotype-by-environment interactions (PAPER III), is 

important for our understanding of how multiple stresses impact ecosystem resilience 

(Folke et al. 2004) and for projections of biodiversity (Sala et al. 2000; Pereira et al. 

2010). This knowledge is also vital for our ability to predict and eliminate ecological 
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surprises (Paine et al. 1998; Didham et al. 2007; Mora et al. 2007). Although 

environmental interactions do occur, it should not be assumed by default that exposure 

to multiple stresses is worse (or better) than the individual environmental conditions 

alone. An important conclusion of PAPER I was that the additive sum of individual 

environmental conditions was more common than interactions, and that the seemingly 

prevalent notion that synergistic interactions are omnipresent is perhaps a result of 

bias towards publishing ‘positive’ results. 

In PAPER II, I concluded that males and females displayed different degrees of 

phenotypic plasticity, resulting in the degree of sexual dimorphism of the metabolite 

composition being environment dependent. Although only suggestive, I postulated 

that the direction and magnitude of sexual selection may be environment dependent 

as well, an aspect that deserves much more attention, especially in the light of the 

maintenance of sexual dimorphism in traits relevant to stress resistance and population 

viability. Further studying how environmental stresses affect biosynthesis and 

metabolism may provide new insight regarding ‘mode of action’ and can possibly 

clarify responses observed on a higher biological level. Such studies also may help in 

the development of alternative endpoints for toxicity testing (Pablos et al. 2015; 

Ørsted & Roslev 2015), and techniques for rapid screening of environments for 

extracellular compounds indicative of a general stress response of the ecosystem. 

In PAPER III, I dove more into what determines phenotypic variation within and 

across environments, and conceptualized four different components. The results 

delineate selection targets associated with environmental variation and the constraints 

acting upon them, offering a backdrop for applied evolutionary studies on 

environmental sensitivity. This decomposition of the genetic control of environmental 

variation extends well beyond what has been attempted before. I partly consider this 

work as a proof-of-concept, and hope that this study can work as a hypothesis-

generating platform motivating future studies elucidating the nature of the 

evolutionary forces maintaining segregating variation for each VE component and 

how they are interrelated. I think that animal breeders having access to extremely large 

dataset have a lot to offer in this context (Hill & Mulder 2010; Sanchez-Garcia et al. 

2012; Rönnegård et al. 2013). I applied the deconstructed VE terms to cold resistance 

as a function of thermal rearing conditions, but it is my intention and hope, that the 

concepts are broadly applicable, and it will be interesting to see how they adopt to 

other traits in other environments.  

In PAPER IV, I show that the effects of inbreeding and low genetic variation can 

be somewhat alleviated through genetic rescue, which is viable management strategy 

for the conservation of small and fragmented populations to increase fitness. 

However, I also found that the level of heterosis declined strongly over time, and thus 

the results suggest that in genetic rescue projects, continuous translocations may be 

necessary to maintain fitness benefits of the outcrossing in hope of preventing 



Introduction 

24 

 

extinction in the future. Despite the results suggesting that genetic distance did not 

have a large effect on the amount of expressed heterosis, the study proposed that other 

measures, e.g. parental phenotypic distance may be a better predictor of heterosis 

(Teklewold & Becker 2006), i.e. in our study lower fitness in the crossed population 

led to higher heterosis. This means that populations suffering from inbreeding 

depression have the potential to gain the most from a genetic rescue operation. Lastly, 

I will add that although translocations can result in fitness increases of populations on 

the verge of extinction, the long-term persistence of populations in the wild will 

depend on the availability of suitable habitat, so unless the conditions that led to the 

species decline in the first place are reversed, e.g. through environmental restoration, 

the efforts of genetic rescue will be futile (Bouzat et al. 2009). 

The additional results presented at the end suggested a connection between 

population bottlenecks and resulting inbreeding levels, and adaptive potential. Further 

analyses will elucidate the full extent of the adaptive responses, e.g. whether a linear 

regression is the best model to describe the selection response, since the response for 

productivity seem non-linear with rapid early evolution followed by plateauing 

responses, perhaps indicating a fast initial depletion of VA and reaching a selection 

limit. Furthermore, the results can perhaps help disentangle the effects of inbreeding 

from the effects of the effective population size, although for now this is only on a 

conceptual level, and needs to be further explored. 
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Biotic and abiotic factors 
investigated in two Drosophila 
species – evidence of both negative 
and positive effects of interactions 
on performance
Michael Ørsted1, Mads Fristrup Schou2 & Torsten Nygaard Kristensen1,2

Multiple environmental factors acting in concert can interact and strongly influence population fitness 
and ecosystem composition. Studies investigating interactions usually involve only two environmental 
factors; most frequently a chemical and another abiotic factor such as a stressful temperature. Here we 
investigate the effects of three environmental factors: temperature, an insecticide (dimethoate) and 
interspecific co-occurrence. We expose two naturally co-occurring species of Drosophila (D. hydei and 
D. melanogaster) to the different environments during development and examine the consequences on 
several performance measures. Results are highly species and trait specific with evidence of two- and 
three-way interactions in approximately 30% of all cases, suggesting that additive effects of combined 
environmental factors are most common, and that interactions are not universal. To provide more 
informative descriptions of complex interactions we implemented re-conceptualised definitions of 
synergism and antagonism. We found approximately equal proportions of synergistic and antagonistic 
interactions in both species, however the effects of interactions on performance differed between the 
two. Furthermore, we found negative impacts on performance in only 60% of interactions, thus our 
study also reveals a high proportion of cases with positive effects of interactions.

Natural populations are exposed to multiple environmental stimuli simultaneously1,2. The impact of environ-
mental factors may vary, and this is especially pronounced in seasonally fluctuating environments, e.g. during 
winter3. Environmental factors may interact in their impact on organisms resulting in fitness consequences that 
are different from what would be expected when considering each factor individually1.

Interactions between environmental factors, both within and between biotic and abiotic factors, play an 
important role in determining species composition of communities and ecosystems4,5. Indeed, such interactions 
can be more important than abiotic habitat requirements when predicting community assemblies6, highlight-
ing the importance of integrating interactions in ecological prediction models. Environmental factors may also 
interact with the genotype of individuals and the genetic constitution of populations. For instance, fitness con-
sequences of inbreeding is typically exacerbated under stressful environmental conditions7, with proposed large 
implications for small and fragmented populations suffering from inbreeding and genetic drift7–9. Neglecting 
fitness consequences of interactions within and between biotic and abiotic interactions can have considerable 
undesirable consequences. This may result in underestimating the effect of multiple environmental factors on 
population persistency and the stability of communities4, a risk exemplified by the combination of thermal 
extremes and drought stress resulting from climate change10. The predictability and generalizability of responses 
to multiple environmental factors should be incorporated in general global climate change models11, and in eco-
logical risk assessments2,12 for increased accuracy and prediction power of community assembly modelling6.
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When the combination of deleterious environmental factors is more harmful to the organism than the sum 
of individual factors, this has traditionally been referred to as a “synergistic” interaction, e.g. higher tempera-
ture exacerbating the harmful effect of a pesticide13,14. If the combination of two or more factors is less harmful 
than the sum of individual factors, the interaction is traditionally termed “antagonistic”, e.g. insect herbivory 
reducing harmful effects of plant competition15. However, the validity of these relatively simple terms has been 
debated1,16,17, and several authors have proposed a reconceptualization of the typical classifications, enabling an 
inclusion of, e.g., interactions between individual environmental factors with opposing directions18,19.

Studies of interactions typically investigate only two environmental factors, and among these the most fre-
quently investigated factors are different temperatures and presence or absence of a chemical20. Among more than 
150 studies investigating two-way interactions between a chemical and another environmental factor, 74% find 
an interaction, with 93% of these interactions being synergistic and 7% antagonistic2. Interactions have also been 
identified when assessing fitness consequences of chemicals in combination with biotic stressors, e.g. interspecific 
competition21, starvation22, pathogens/parasites23 and predation24. In general, studies performed so far are highly 
biased towards assessing pesticides or other chemical compounds and typically involve only one species or several 
species investigated separately2,25,26.

In this study, we investigate consequences of exposure to biotic and abiotic factors, that are potentially stressful 
in isolation or in combination, in two cosmopolitan Drosophila species; Drosophila hydei and Drosophila mela-
nogaster. The effects of three environmental factors were investigated; low, intermediate and high developmental 
temperatures, presence or absence of the organophosphate insecticide dimethoate, and presence or absence of a 
co-occurring species. We combined all environmental factors in a full factorial manner, and analysed potential 
synergistic and antagonistic interactions (Fig. 1). The effects of the three environmental factors were investigated 
by assessing egg-to-adult viability, developmental time, upper and lower thermal limits and a behavioural trait. A 
composite measure of performance across traits was also computed. Responses to unfavourable environmental 
conditions can be highly sex-specific27,28 and therefore both females and males were assayed. Based on recent 
reviews suggesting a high frequency of interactions, as well as the seemingly prevalent notion, that synergistic 
interactions typically have negative impacts on performance, we hypothesised to find 1) multiple environmental 
factors primarily interact in their effect on performance, 2) interactions are primarily synergistic, 3) the effects 
of interactions are mostly negative, and 4) the frequency and direction of interactions are both trait and species 
specific.

Results
Given the large amount of data and high number of potential interactions, we aimed at quantifying general pat-
terns of responses to individual and combined environmental factors. We will refer to the environment experi-
enced by the flies as the treatment, which is thus composed of up to three manipulated environmental factors. 
The consequences of the different treatments on individual traits as well as on the composite performance are 
summarized in Table 1. In order to achieve an overall picture of interactions we constructed linear models and 
extracted the standardised model coefficients of all treatments on the different traits, which are summarized for 
D. hydei in Fig. 2 and for D. melanogaster in Fig. 3.

Across all traits we observed both benefits and costs of exposure to potentially stressful environments 
(Table 1). We observed large variation in the composite performance measure both within and across the treat-
ments (Table 1). In D. hydei, co-occurrence with D. melanogaster caused a significantly improved performance in 
all traits except for Critical Thermal minimum (CTmin). Conversely, D. melanogaster was largely unaffected by the 
presence of D. hydei. Dimethoate affected negative geotaxis behaviour as the sole trait in D. melanogaster, while in 
D. hydei, the presence of dimethoate significantly affected egg-to-adult viability, developmental time, and negative 
geotaxis behaviour. Egg-to-adult viability of D. melanogaster was largely unaffected by developmental tempera-
ture, whereas in D. hydei this trait was greatly impacted by heat alone, and also by cold when combined with other 
environmental factors (Table 1). In terms of the effect of developmental temperature on thermal tolerance, we also 
found different results in the two species. While a low developmental temperature resulted in a high cold toler-
ance and low heat tolerance in D. melanogaster, exposure of D. hydei to low developmental temperature resulted 
in significantly higher cold tolerance and unaltered heat tolerance compared to flies developed at an intermediate 
temperature, confirming results from other studies providing evidence for thermal acclimation29. The two species 
responded similarly in cold and heat tolerance to development at a high temperature, i.e. in both species high 
developmental temperature resulted in decreased CTmin but increased CTmax. Overall, the consequences of the 
different factors were both species and trait specific, and in a few cases sex specific (Table 1).

In D. hydei 37% of all tests resulted in significant two- or three-way interactions (Table 2). In D. melano-
gaster we found significant interactions in only 19% of the cases. These interactions were almost equally distrib-
uted between synergistic and antagonistic interactions in both species. The proportion of positive and negative 
synergistic interactions was approximately equally frequent in both species, whereas the pattern of antagonistic 
interactions differed more between the two species. The majority of antagonistic interactions for D. hydei were 
positive antagonistic (80%), i.e. less positive than expected additively, whereas negative antagonistic interactions 
were the most frequent type of antagonism in D. melanogaster (80%). This resulted in differences in the effects of 
interactions on performance. For D. hydei, most interactions had a negative effect (72%), while in D. melanogaster 
the majority of interactions had a positive effect (67%). Overall, we found more interactions that affected perfor-
mance negatively. When we observed a significant interaction in both sexes it was always of the same interaction 
type, however we also found some interactions that only affected one sex (Figs 2 and 3). In D. melanogaster in 
particular, the effects of interactions on developmental time and negative geotaxis seemed to differ between sexes 
(Fig. 3).

For all traits where the response to co-occurrence was significantly different from that of the control (25 °C, 
no co-occurrence and no dimethoate), co-occurrence was beneficial to D. hydei, whereas D. melanogaster was 
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Figure 1. Illustration of our conceptual definitions of interaction types. Our definitions combine the magnitude 
and response direction of the interaction effect. Treatments in the factorial design include control (CT), with 
individual factors A, B, and C and with two factors (AB) or three factors (ABC). Directional interaction classes are 
+ Synergistic (S+ ), − Synergistic (S− ), + Antagonistic (A+ ), and − Antagonistic (A− ) which depend on the effect 
of multiple factors (AB or ABC) compared to the additive sum (AD) of the individual effects of A and B (and C) 
relative to the control (CT). Height of the bars represents the absolute value of the response to each treatment. Grey 
shaded bars represent control treatment and the individual factors A, B, and C. Solid horizontal lines illustrate the 
additive sum for reference. The dashed horizontal lines represent the individual factor with the lowest response. 
The three plots illustrate interactions types in situations where the effects of individual environmental factors are all 
negative (a), opposing (b), and all positive (c) on the trait in question. An X indicates that the interaction class is not 
applicable in a given situation. Redrawn from refs 18, 19.
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largely unaffected by co-occurrence (Table 1). Interestingly, in terms of composite performance, combinations of 
factors involving co-occurrence were mostly positive in both species, albeit highly variable between treatments. 
The effect of co-occurrence was typically dependent on other factors, e.g. for egg-to-adult viability of D. hydei 
co-occurrence of D. melanogaster increased the proportion of surviving adults at both 25 and 13 °C, but not at 
31 °C (Fig. 4). However, at both 25 and 13 °C the addition of dimethoate resulted in lower egg-to-adult survival 
than expected from the effects of dimethoate alone at these temperatures, i.e. there were strong negative synergis-
tic interactions (S− ; Fig. 2). Heat (31 °C) reduced egg-to-adult viability but neither co-occurrence or dimethoate 
alone had a strong effect on survival at this temperature, however, when combined the resulting survival was com-
parable to that of the control treatment (Fig. 4). The interaction between heat, co-occurrence and dimethoate in 
D. hydei was classified as a negative antagonistic interaction (A− ) as it was less negative than predicted additively, 
i.e. the interaction itself was beneficial in terms of survival (Fig. 2).

Dimethoate decreased the egg-to-adult survival of D. hydei, but was beneficial in terms of shortened devel-
opmental time and increased negative geotaxis behaviour. The egg-to-adult survival of D. melanogaster was not 
significantly decreased, and most other traits were also unaffected by the presence of dimethoate. Interestingly, 

 Treatment

Egg-to-adult 
viability (%) Developmental time (days) CTmin (°C) CTmax (°C) Negative geotaxis (cm) Composite performance

M/F M F M F M F M F M F

D. hydei

Control (25 °C) 34.8 ±  2.5 23.4 ±  0.19 22.4 ±  0.23 4.47 ±  0.08 4.85 ±  0.10 39.0 ±  0.13 39.0 ±  0.09 2.35 ±  0.09 2.4 ±  0.13 − 0.11 ±  0.27 − 0.10 ±  0.26

Co-occur. 51.2 ± 5.0** 19.4 ± 0.23** 19.9 ± 0.23** 4.56 ±  0.10 4.76 ±  0.09 39.4 ±  0.05** 39.5 ±  0.03** 4.63 ±  0.08** 4.5 ±  0.10** 0.50 ±  0.24 0.57 ± 0.24

Dim. 25.6 ±  1.4** 20.6 ± 0.21** 20.1 ± 0.22** 4.49 ±  0.07 4.46 ±  0.07** 39.3 ±  0.06 39.2 ±  0.06 4.35 ±  0.10** 3.8 ±  0.09** 0.20 ±  0.18 0.16 ± 0.19

Co-occur. +  Dim. 16.6 ±  2.5** 18.6 ± 0.20** 18.4 ± 0.21** 4.59 ±  0.08 4.53 ±  0.07** 39.4 ±  0.04* 39.6 ±  0.04** 4.37 ±  0.14** 4.3 ±  0.11** 0.20 ±  0.18 0.31 ± 0.20

Cold 31.8 ±  2.5 80.9 ±  0.54** 80.0 ±  0.51** 1.82 ± 0.12** 2.48 ± 0.18** 39.5 ± 0.04** 39.2 ± 0.14 0.75 ±  0.05** 0.8 ±  0.06** − 0.10 ±  0.55 −0.29 ± 0.49

Cold +  Co-occur. 51.5 ± 3.9** 78.2 ±  0.72** 77.0 ±  0.77** 2.30 ± 0.13** 2.49 ± 0.15** 39.2 ± 0.10 39.3 ± 0.12 4.30 ±  0.11** NA 0.29 ±  0.48 0.23 ± 0.53

Cold +  Dim. 6.5 ±  0.9** 68.1 ±  0.60** 65.6 ±  0.64** 2.17 ± 0.15** 2.42 ± 0.17** 39.1 ± 0.10 39.2 ± 0.15 1.49 ±  0.07** NA − 0.42 ±  0.44 − 0.22 ±  0.45

Cold +  Co-occur. +  Dim.a 1.3 ±  0.4** NA 67.7 ±  1.73** NA NA NA NA NA NA 0.95 ±  0.00 − 0.99± 0.02

Heat 10.5 ±  2.5** 12.8 ±  0.14** 13.0 ±  0.13** 6.38 ±  0.18** 6.29 ±  0.12** 39.8 ± 0.09** 39.9 ± 0.08** NA 1.3 ±  0.11** 0.01 ±  0.43 − 0.19 ±  0.41

Heat +  Co-occur. 14.8 ±  3.4** 13.5 ±  0.22** 13.6 ±  0.19** 6.10 ±  0.09** 6.18 ±  0.14** 39.9 ± 0.07** 39.8 ± 0.11** NA NA 0.17 ±  0.42 − 0.02 ±  0.36

Heat +  Dim. 8.3 ±  1.3** 13.7 ±  0.17** 13.8 ±  0.19** 6.11 ±  0.18** 6.28 ±  0.31** 39.6 ± 0.14** 39.7 ± 0.09** 2.74 ±  0.14* NA − 0.14 ±  0.32 − 0.14 ±  0.37

Heat +  Co-occur. +  Dim. 29.5 ±  4.4 12.8 ±  0.15** 12.6 ±  0.17** 6.35 ±  0.11** 6.06 ±  0.09** 39.8 ± 0.05** 40.0 ± 0.07** 3.37 ±  0.09** 3.2 ±  0.07** 0.18 ±  0.35 0.28 ± 0.34

D. melanogaster

Control (25 °C) 80.0 ±  2.5 12.4 ±  0.10 12.3 ±  0.10 6.6 ±  0.07 6.6 ±  0.08 39.9 ±  0.08 40.1 ±  0.04 5.48 ±  0.10 4.0 ±  0.10 0.23 ±  0.17 0.13 ± 0.15

Co-occur. 83.8 ±  2.8 13.8 ±  0.28** 11.8 ±  0.11** 6.4 ±  0.07 6.4 ±  0.10 39.9 ±  0.05 40.0 ±  0.06 5.62 ±  0.10 4.3 ±  0.08* 0.30 ±  0.15 0.23 ± 0.15

Dim. 70.3 ±  4.8 12.4 ±  0.10 12.1 ±  0.10* 6.6 ±  0.11 6.7 ±  0.07 39.9 ±  0.06 40.1 ±  0.04 5.73 ±  0.08* 3.6 ±  0.11** 0.13 ±  0.23 − 0.07 ±  0.20

Co-occur. +  Dim. 89.1 ±  1.5** 12.2 ±  0.08* 12.0 ±  0.08** 6.3 ±  0.07** 6.5 ±  0.08 40.0 ±  0.04 40.0 ±  0.05 5.51 ±  0.09 4.6 ±  0.10** 0.42 ±  0.16 0.34 ± 0.19

Cold 79.7 ±  1.9 51.3 ±  0.28** 48.8 ±  0.23** 4.1 ±  0.11** 3.7 ±  0.08** 39.1 ±  0.04** 39.4 ±  0.09** 4.31 ±  0.11** 3.5 ±  0.09** − 0.33 ±  0.43 − 0.26 ±  0.42

Cold +  Co-occur. 69.5 ±  3.3* 50.1 ±  0.37** 48.3 ±  0.40** 3.9 ±  0.14** 3.6 ±  0.09** 39.3 ±  0.07** 39.3 ±  0.09** 4.27 ±  0.16** 4.2 ±  0.09 − 0.34 ±  0.42 − 0.26 ±  0.45

Cold +  Dim. 72.3 ±  1.9* 52.6 ±  0.29** 51.3 ±  0.30** 4.0 ±  0.12** 3.9 ±  0.09** 39.1 ±  0.08** 39.2 ±  0.06** 4.14 ±  0.13** 3.8 ±  0.07** − 0.44 ±  0.43 − 0.39 ±  0.44

Cold +  Co-occur. +  Dim. 77.3 ±  2.5 49.1 ±  0.23** 46.3 ±  0.20** 4.0 ±  0.10** 3.6 ±  0.09** 39.2 ±  0.07** 39.3 ±  0.11** 3.91 ±  0.13** 3.6 ±  0.09** − 0.34 ±  0.42 − 0.27 ±  0.43

Heat 80.5 ±  2.1 9.5 ±  0.06** 9.3 ±  0.06** 7.3 ±  0.06** 7.2 ±  0.11** 40.2 ±  0.13 40.5 ±  0.06** 5.04 ±  0.08** 4.1 ±  0.09 0.18 ± 0.28 0.23 ± 0.28

Heat +  Co-occur. 75.0 ±  2.4 10.1 ±  0.11** 9.8 ±  0.10** 7.3 ±  0.08** 7.2 ±  0.07** 39.9 ±  0.13 40.6 ±  0.06** 5.02 ±  0.10** 3.1 ±  0.14** 0.02 ±  0.25 − 0.05 ±  0.33

Heat +  Dim. 82.3 ±  1.2 9.4 ±  0.10** 9.2 ±  0.10** 7.5 ±  0.06** 7.3 ±  0.05** 40.2 ±  0.11 40.5 ±  0.07** 4.70 ±  0.12** 4.0 ±  0.08 0.16 ± 0.32 0.22 ± 0.28

Heat +  Co-occur. +  Dim. 78.3 ±  2.4 9.1 ± 0.09** 8.8 ± 0.08** 7.1 ±  0.07** 7.5 ±  0.11** 40.0 ± 0.14 40.6 ±  0.05** 4.27 ±  0.10** 2.8 ±  0.11** 0.003 ± 0.26 − 0.01 ±  0.38

Table 1. Results for the effects of each treatment on egg-to-adult viability, developmental time, CTmin, 
CTmax, negative geotaxis (RING assay) and overall composite performance in D. hydei and D. melanogaster. 
Dim.: dimethoate. Co-occur.: co-occurrence. Values are expressed as means ±  S.E. for males (M) and females (F).  
The direction of the effect of a given treatment on a trait in relation to performance compared to the control 
environment (25 °C, no dimethoate, no co-occurrence) for that trait is indicated; bold numbers indicate a 
performance advantage, numbers not in bold a disadvantage. Asterisks indicate significant difference from 
control: *p <  0.05, **p <  0.01 (Welch’s t-test). Note that these pairwise comparisons only reflect the effects on 
performance of the treatment, not the interaction between the two or three involved factors. Some treatments did 
not yield enough live adult flies for assessing all traits or did not exceed the minimum number of flies accepted 
for assessing a trait. These are indicated as NA. The number of flies (n) that each value is based on, as well as the 
minimum number of flies accepted for a given trait, can be found in Supplementary Table S2. The composite 
performance is calculated as the average effect of each treatment after standardising the responses within each 
trait, and thus represents the average performance effect of the different treatments across the five traits (± S.E., 
n =  5) for each sex. Thus, the direction of the effect of composite performance is not relative to the control. Bold 
numbers here represent a positive composite performance measure, and numbers that are not in bold represent 
a negative composite performance measure. Egg-to-adult viability is included in the estimate of composite 
performance of both males and females as sex-differentiation was not performed for this trait. aThis treatment 
yielded only few surviving females and not enough flies to assess thermal tolerance or negative geotaxis.
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in D. melanogaster the two sexes responded quite differently to dimethoate in their negative geotaxis behaviour 
response. Males showed an increased activity in the geotaxis assay, whereas females had a lower activity com-
pared to the control treatment (Table 1). Lastly, the consequences of heat and cold were highly species and trait 
specific. For instance, D. melanogaster responded negatively to cold in all traits except egg-to-adult viability and 
CTmin. Developmental temperature seemed to have the greatest impact on developmental time, CTmin, and CTmax 
responses regardless of the co-occurrence and dimethoate status of the treatment (Table 1).

Discussion
The main aim of this study was to quantify the frequency, magnitude and direction of interactions between a set 
of environmental factors. This was investigated by exposing D. hydei and D. melanogaster to different develop-
mental temperatures, the insecticide dimethoate and co-occurrence of the two species. The effects of these envi-
ronmental factors were investigated on a range of traits in a full factorial manner.

We found that the effects of individual environmental factors as well as effects of the combinations were highly 
species specific (Figs 2 and 3). This is in agreement with other studies finding species specific effects of multiple 
stressors30,31, suggesting that the exact effects of interactions depend on the experimental setup, as well as on the 
species investigated. This highlights the potential problems of extrapolating results from studies investigating 
interactions on one species to, e.g., community scale or to ecological risk assessments12, and thereby emphasizing 
the need for further studies using standardised methods and/or multiple species. Interestingly, we found that the 
effects of the different treatments on composite performance were largely similar in the two species (Table 1), 
albeit highly variable between treatments. The calculation of a composite overall performance measure allows for 
an unbiased comparison of treatments in relation to fitness32,33. However, care must be taken when interpreting 
such a measure as a component of fitness as it can be questioned whether some traits contribute more to fitness 
than others (in our calculations all traits were given the same weight).

Figure 2. Heat map of interactions in D. hydei. Heat map showing the direction and magnitude of the model 
coefficients reflecting the effects of treatments on egg-to-adult viability, developmental time, CTmin, CTmax and 
negative geotaxis (RING assay) in D. hydei. The effects are shown for both sexes in all traits except egg-to-
adult viability. Positive coefficients represent positive deviation from the additive expectation, and can thus be 
interpreted as a performance advantage of the interaction itself, regardless of whether the treatment overall was 
beneficial in terms of performance when compared to the control. Contrary, a negative coefficient implies a 
negative deviation from additivity and that the interaction itself is detrimental to performance for a given trait. 
The direction of the effect is illustrated by colour shading from blue (negative) to red (positive) and the values 
indicate the strength of the effects. The upper part includes all two- and three-way interactions between heat or 
cold, co-occurrence (Co-occur.), and dimethoate (Dim.). The lower part includes all effects of the individual 
factors. Within each part the treatments (rows) have been sorted by the average total effect, i.e. the average effect 
across traits ±  S.E., in descending order. An asterisk indicates a significant interaction, or a significant effect of 
the individual environmental factor. S+  and S−  designate interactions that are classified as positive or negative 
synergistic, respectively, as described in the text. A+  and A−  designate interactions that are classified as positive 
or negative antagonistic, respectively. Some treatments did not yield enough live adult flies for assessing all 
traits or did not exceed the minimum number of flies accepted for assessing a trait. In a few traits the effect 
of an individual environmental factor could therefore not be determined, and the interactions involving the 
particular factor were omitted from the model. Both cases are designated NA.
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Figure 3. Heat map of interactions in D. melanogaster. Heat map showing the direction and magnitude of 
the model coefficients reflecting the effects of treatments on egg-to-adult viability, developmental time, CTmin, 
CTmax and negative geotaxis (RING assay) in D. melanogaster. The effects are shown for both sexes in all traits 
except egg-to-adult viability. Positive coefficients represent positive deviation from the additive expectation, and 
can thus be interpreted as a performance advantage of the interaction itself, regardless of whether the treatment 
overall was beneficial in terms of performance when compared to the control. Contrary, a negative coefficient 
implies a negative deviation from additivity and that the interaction itself is detrimental to performance for 
a given trait. The direction of the effect is illustrated by colour shading from blue (negative) to red (positive) 
and the values indicate the strength of the effects. The upper part includes all two- and three-way interactions 
between heat or cold, co-occurrence (Co-occur.), and dimethoate (Dim.). The lower part includes all effects of 
the individual factors. Within each part the treatments (rows) have been sorted by the average total effect, i.e. 
the average effect across traits ±  S.E., in descending order. An asterisk indicates a significant interaction, or a 
significant effect of the individual environmental factor. S+  and S−  designate interactions that are classified as 
positive or negative synergistic, respectively, as described in the text. A+  and A−  designate interactions that are 
classified as positive or negative antagonistic, respectively.

 D. hydei D. melanogaster Total

Number of interactions

Total 18 (37) 12 (19) 30 (27)

Two-way 13 (72) 9 (75) 22 (73)

Three-way 5 (28) 3 (25) 8 (27)

Interaction classification

Synergistic 8 (44) 7 (58) 15 (50)

S+ 3 (16) 4 (33) 7 (23)

S− 5 (28) 3 (25) 8 (27)

Antagonistic 10 (56) 5 (42) 15 (50)

A+ 8 (45) 1 (9) 9 (30)

A− 2 (11) 4 (33) 6 (20)

Performance effect of interaction
Positive 5 (28) 8 (67) 13 (43)

Negative 13 (72) 4 (33) 17 (57)

Table 2.  Number of significant interactions in all combinations of trait and sex for all treatments in both 
species showing the number of two- and three-way interactions, the classification of the interactions and 
the fitness effect of the interactions. Classification of interactions into positive and negative synergism (S+  
and S− , respectively) and positive and negative antagonism (A+  and A− , respectively) is described in the 
text. A positive effect of an interaction on performance is defined as when the interaction is more positive 
than predicted additively and thus beneficial. Similarly, an interaction is defined as having a negative effect on 
performance when the interaction is more negative than predicted additively and therefore detrimental. The 
percentage of total interactions is given in parentheses after each number. For the ‘total’ row the number in 
parentheses designates the proportion of significant interactions among all tested potential interactions.
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In accordance with other studies our study provides evidence for the interaction of multiple environmental 
factors in their impact on fitness components2,4,34 (Figs 2 and 3 and Table 2). However, significant interactions 
were not the rule and in roughly 70% of all cases interactions were not observed, thus additive effects of mul-
tiple factors were the most frequent observation in this study. This is in contrast with the seemingly prevalent 
notion that interactions are more common than additive effects2,18,34,35. In the review by Holmstrup et al.2 of  
> 150 studies investigating two-way interactions between a chemical and another environmental factor, 74% of 
the studies found interactions, and these were primarily synergistic. In a review by Crain et al.18 of > 170 studies 
manipulating two or more environmental factors in coastal and marine ecosystems, interactions were similarly 
found in 74% of the studies, approximately equally distributed between synergistic and antagonistic interactions. 
Furthermore, there seems to be a bias towards investigating and reporting the interactive effects of two or more 
adverse individual environmental factors, i.e. of the all-negative interaction type (Fig. 1a), in ecological research 
and toxicology (e.g. reviewed in refs 34, 36 and 37). In general researchers tend to be biased towards publishing 
“positive” results, i.e. showing interactions rather than additive effects2, which could incorrectly reflect the fre-
quency of interactions in nature and in laboratory studies.

The majority of studies investigating the effects of environmental factors and their potential interactions have 
used survival as a metric34,35. Less frequently, researchers have examined the effects of interactions on sub-lethal 
parameters such as growth, reproduction, behaviour or biochemical biomarkers, in which effects can potentially 
be detected before they affect survival14,38. We found that the effects of individual and combined environmental 
factors varied greatly depending on the trait being investigated (Figs 2 and 3), and consequently the overall per-
formance measure was highly variable. In both species we found examples of significant effects of treatment on 
developmental time, thermal tolerances and behaviour without a notable effect on egg-to-adult survival. This 
context dependency raises concerns about drawing conclusions about the severity of interactions in studies that 
are based solely on mortality assays.

In our study, D. hydei benefitted strongly in almost all traits, including composite performance, from 
co-occurring with D. melanogaster, which to a lesser extent benefitted from developing with D. hydei. Studies on 
co-occurrence and interspecific competition in Drosophila are relatively scarce (but see e.g. refs 39, 40 and 41) 
and we have been unable to find studies investigating the interactions between co-occurrence or competition and 
other environmental variables in Drosophila. The egg-to-adult viability data for D. hydei suggests that the envi-
ronmental conditions are suboptimal for full development in the control treatment (35% egg-to-adult survival), 
but when co-occurring with D. melanogaster (except at 31 °C) survival is significantly higher. We propose that 
D. melanogaster enhances the medium for the slower developing D. hydei, e.g. by increasing porosity or nutrient 
availability, thus resulting in positive effects of co-occurrence. These patterns were also evident in the composite 
performance measure, which was positive in the majority of cases, especially for D. hydei.

With the increasing realization of the importance of complex interactions in ecological contexts, it has become 
clear that despite the common use of the terms synergism and antagonism in the scientific literature to describe 
interactions, consensus seems to be lacking regarding an operational definition1,2,16–19,35,42. Synergism is normally 
used to define a cumulative effect greater than the additive sum of individual effects, whereas antagonism defines 
a cumulative effect that is less than additive1. Traditionally, the differentiation between synergism and antago-
nism has been relatively straightforward when individual factors are unidirectional, i.e. all-negative or all-positive 
(Fig. 1a–c 1,16), however problems arise when individual factors are of opposite directions (Fig. 1b).

Because of the challenges arising from 1) the typical direction-independent classifications, and 2) opposing 
individual effects, we employed an alternative approach that systematically defines synergism and antagonism 
based on the direction and magnitude of the cumulative effect (Fig. 1), as proposed by Piggott et al.19. To highlight 

Figure 4. Example of combined effects of treatments. An example of the combined effects of temperature, co-
occurrence (co-occur) and dimethoate on egg-to-adult viability (%) in D. hydei. Black lines represent 25 °C, blue 
are 13 °C, and red are 31 °C. Solid lines show the effects of temperature in the absence or presence of dimethoate 
(75 ppm). Dashed lines show the combined effects of temperature and co-occurrence in the absence or presence 
of dimethoate. Error bars represent standard error (S.E., n =  30–40).
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the specific challenges faced in the traditional interaction framework, we attempted to re-designate interactions 
in our dataset by the classic definitions, and elaborated on situations where the challenge in using such terms 
can be circumvented by the re-conceptualised ideas (see Supplementary Figures S4 and S5 and accompanying 
discussion). In contrast to classic definitions, the proposed re-conceptualised model applies positive or negative 
to synergism or antagonism, representing situations where cumulative effects are more positive or more negative 
than additive (for synergistic interactions) or less positive or less negative than additive (for antagonistic interac-
tions) providing additional information of the direction of interactions. We emphasize that the prefixes positive 
and negative do not describe the performance or fitness effect of the interaction, e.g. a positive antagonism is not 
necessarily beneficial to the organism, partly because it can be difficult to establish whether an effect direction 
is beneficial or detrimental to fitness in some traits, e.g. as in the case of developmental time43. We expanded 
on the original reconceptualization of these classic terms by applying them to three-way interactions (Fig. 1). 
Such second-order interactions of three or more factors have rarely been investigated (but see refs 11, 44 and 45)  
perhaps due to complicated experimental designs and complex interpretation of such interactions35. The new 
directional interaction type approach overcomes some of the problems of the traditional framework. We argue 
that despite looking complex at first, this approach translates into more informative descriptions and eases 
interpretation18,19.

In this study we found a large proportion of treatments that were beneficial relative to the control treatment. 
Often treatments had negative effects on some traits, but led to performance benefits in others, i.e. highly context 
dependent, complicating the traditional assumption of detrimental synergy in situations of opposing individ-
ual factors18. Our finding of positive effects of interactions on performance is in accordance with other studies 
showing that the frequency of interactions with a beneficial effect can increase with the amount of detrimental 
environmental factors and that positive rather than negative effects of interactions dominate in certain natural 
communities46,47. Moreover, positive interactions can maintain the diversity of harsh environments where mutu-
alistic relationships between species often govern survival48,49. Thus, our study adds to the growing realization of 
the importance of positive interactions in ecology which should be taken into account in ecological models and 
predictions. Furthermore, we identified several situations where an environmental factor, when applied alone, 
had little or no effect on performance, but when combined with other environmental factors resulted in a signif-
icant effect on performance. In (eco)toxicology this is sometimes referred to as potentiation or sensitisation50. 
Such interactions are of great interest, especially in environmental risk assessments, because factors that are seem-
ingly harmless can, when combined, have tremendous unpredictable effects2,19,35.

Conclusion
In this study we investigated effects of three environmental factors (temperature, dimethoate and species 
co-occurrence) and their interactions on several life history traits, thermal resistance and a behavioural trait 
in both sexes of two Drosophila species. We expand on the scarce knowledge on consequences of interactions 
between more than two environmental factors. In doing so, we take novel steps to provide more informative 
descriptions of consequences of such complex interactions on fitness components. Results suggest that although 
interactions do occur they are not omnipresent and additivity is more often observed. Further extrapolating 
results from one species, trait or sex to others might yield misleading results. Lastly, our study also highlights the 
importance of considering positive interactions in ecological contexts.

Methods
Fly stocks and preparation. D. hydei and D. melanogaster mass bred populations were established from 
flies caught at an apple heap in Karensminde orchard at the Danish peninsula of Jutland in September 2014 and 
November 2013 respectively (for details on location and habitat see ref. 51). Wild caught inseminated females 
(n =  25) contributed with an equal number of offspring to the establishment of mass bred populations. Each 
population was maintained at a population size of minimum 1000 individuals per generation at 25 °C in a 
12:12 light:dark photoperiod for 8 (D. hydei) and 37 (D. melanogaster) generations prior to the experiment. The 
medium used for maintenance of flies was a standard Drosophila medium consisting of yeast (16 g/L), soy flour 
(9 g/L), cornmeal (66 g/L), agar (5 g/L), and glucose syrup (100 g/L) mixed with tap water. To control fungal 
growth, nipagen (9 mL/L) and 80% acetic acid (1 mL/L) were added to the medium. Parental flies were density 
controlled during development by controlled egg-laying time (24 h period) of 200 flies in five 175 mL bottles with 
35 mL medium. To density control the development of experimental flies, we collected eggs produced by paren-
tal flies (12–14 days old for D. hydei and 3–4 days old for D. melanogaster) on three consecutive days using the 
following approach: Twenty parental flies were distributed into each of 50 vials at 25 °C, each containing a spoon 
with 1.5 mL of Drosophila medium with dry yeast. Approximately 12 h later, eggs were transferred in groups of 40 
to vials containing 9 mL Formula 4–24®  Instant Drosophila Medium Blue (Carolina Biological Supply Company, 
Burlington, NC, USA). This medium was mixed the day before egg collection and consisted of 1.6 g Formula 
4–24®  instant medium and 7.5 mL demineralised water (with or without dimethoate), and was kept at 10 °C until 
use. Instant medium was used in all treatments, regardless of dimethoate status.

Experimental setup. We investigated the effects of three different developmental environmental factors and 
the potential interactions between these factors on multiple traits, by exposing developing flies to different tem-
peratures, an insecticide and co-occurrence in a full factorial design (Supplementary Table S1). Co-occurrence 
in this case does not necessarily imply competition between the two species and thus potentially fitness costs, 
so in this study we simply refer to this situation as co-occurrence. Flies were exposed to either of three constant 
temperatures during the development from egg to adult; 13 (cold), 25 (intermediate) and 31 °C (warm). This 
was done by transferring medium vials, immediately after egg collection, to climate incubators (Binder model 
KBWF 720 E5.3, Binder, Tuttlingen, Germany) maintaining an average (± s.d.) temperature of 13 ±  0.2, 25 ±  0.5 
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or 31 ±  0.5 °C, 40–60%RH and a 12:12 light:dark photoperiod under cool white-fluorescent light. D. hydei and D. 
melanogaster are cosmopolitan species that can be found consistently from latitudes − 46.2 °S to + 73.4 °N and 
− 54.5 °S to + 73.4 °N, respectively (TaxoDros database: v.1.04, http://www.taxodros.uzh.ch). Within these distri-
butional ranges they can experience temperatures in the range of − 8.4 °C to + 33.5 °C and − 9.0 °C to + 33.6 °C, 
for D. hydei and D. melanogaster, respectively (WorldClim database: v.1.4, http://www.worldclim.org)52. Climatic 
temperature ranges were 10% quantile of minimum temperature in coldest month and 90% quantile of maximum 
temperature in warmest month. Data was treated and cross-referenced using methods described in Schou et al. 
(in press)29. Thus the thermal regimes employed in this study are well within the range of what the two species will 
experience in their natural habitats.

As a chemical abiotic environmental factor we used dimethoate (analytical grade 99.5%, CAS: 60-51-5, 
Sigma-Aldrich, Seelze, Germany; for more information on dimethoate e.g. rates of breakdown and acidity see 
Kristensen et al.53 and references therein). A 10 ng μ L−1 stock solution of dimethoate was prepared in demineral-
ised water the day before the experiments, and mixed with the developmental medium for a nominal concentra-
tion in the medium of 75 μ g L−1 (ppb). This concentration was based on data from Kristensen et al.53 and a series 
of preliminary range-finding tests assessing egg-to-adult viability and developmental time. D. hydei and D. mel-
anogaster showed dissimilar responses both in terms of viability and developmental time in preliminary exper-
iments, and we therefore selected an intermediate concentration (Supplementary Figures S1 and S2). Although 
dimethoate has been banned by the European Union and the US Environmental Protection Agency54, it is still 
widely used, especially in developing countries and illegally in Southern Europe54,55, where concentrations of up 
to 120 ppb have been found in olives55. Thus, the concentration used in this study is considered ecologically rele-
vant, i.e. it is within those concentrations encountered by insects in the field.

Co-occurrence during development was imposed by placing an equal number of eggs from D. hydei and  
D. melanogaster simultaneously in the vials (Supplementary Table S1). The total number of eggs was the same as 
in treatments without co-occurrence, reducing potential density-dependent effects during development. We refer 
to the 25 °C, no co-occurrence and no dimethoate treatment as the control treatment. For most treatments, we 
collected eggs into 30 vials per treatment, and for some treatments, which were expected to yield few surviving 
adult flies, we collected eggs into 40 vials per treatment (Supplementary Table S1). In total 24,000 eggs were dis-
tributed to 600 vials. The vials were placed randomly in racks and the racks within each incubator were shuffled 
randomly every day until emergence of adult flies. The combination of three temperatures (13, 25 and 31 °C), two 
dimethoate levels (0 and 75 μ g L−1 (ppb)), and two co-occurrence levels (no co-occurrence and co-occurrence) 
resulted in a total of 12 treatments per species. The vials from each developmental rearing regime were checked 
daily at 08:00 a.m. for emerged flies. Emerged flies were anaesthetised with CO2, sexed and counted to esti-
mate egg-to-adult viability and developmental time. Flies needed for phenotypic assessments were transferred 
in groups of 40 flies to separate vials for each sex and to a common environment two days prior to assessments. 
In the common environment, adult flies from the two species were kept separately at 7 mL standard Drosophila 
medium (same as used for maintenance) without dimethoate and at 25 °C.

Phenotypes assessed. Egg-to-adult viability and developmental time. Egg-to-adult viability was deter-
mined as the proportion of eggs in a vial developing successfully into the adult life stage. Flies that had died dur-
ing emergence from the pupae were not counted as a surviving adult fly. Developmental time was assessed every 
24 h as the difference between time of emergence and time of egg collection. The assessment of developmental 
time of flies of a given treatment ceased when no flies had emerged for two consecutive days (four days for cold 
treatments). We defined a decreased egg-to-adult viability as a fitness disadvantage and interpreted a decreased 
developmental time (higher rate of development) as a fitness benefit. The ‘faster is better’ interpretation is debat-
able, as fast growth can be associated with trade-offs with other fitness components such as decreased efficiency 
of the immune system43, and costs and benefits associated with fast development is likely environment specific.

Thermal limits. Flies from each treatment were assessed for critical thermal minimum (CTmin) and critical ther-
mal maximum (CTmax), i.e. their ability to tolerate low and high temperatures, respectively. These standardised 
procedures of gradual cooling or heating have been suggested to be more ecologically relevant than procedures 
using abrupt temperature changes56,57. We defined CTmin as the temperature at which absolutely no movement 
of the body or appendages of flies is observed (see e.g. ref. 56 for details), as a result of the flies entering chill 
coma. Similarly, CTmax or knockdown temperature is defined as the temperature at which a complete cessation 
of movement of the flies occurs, due to heating. From each sex and each treatment, 20 flies (for exact numbers 
see Supplementary Table S2) of age 60 ±  12 h were transferred to individual small glass vials (45 ×  15 mm) and 
randomly placed in a metal rack, which was submerged in a water bath pre-set at 25 °C. When assessing CTmin, 
the temperature in the water bath was decreased at a rate of 0.1 °C/min and the temperature, at which the flies 
was completely immobilised due to chill coma, was recorded. When assessing CTmax the temperature in the water 
bath was increased at a rate of 0.1 °C/min and temperature at which absolutely no movement was observed was 
recorded. Movement was stimulated by shining a flashlight and gently prodding the vials with a metal rod. We 
defined an increased CTmax i.e. higher heat tolerance as beneficial to performance, as evident in other studies57,58. 
Similarly congruent with other studies, we defined decreased CTmin i.e. higher cold tolerance as advantageous in 
terms of performance, because there seems to be only few costs associated with higher cold tolerance59–61.

Negative geotaxis. In order to assess the effects of the different environmental factors on behaviour, we investi-
gated the negative geotaxis behaviour of the flies. Negative geotaxis is an innate escape response where flies move 
in opposite direction of the force of gravity. The behaviour is typically elicited via mechanical stimulation by 
tapping the flies to the bottom of an empty vial and assessed as the velocity or distance moved by the flies when 

http://www.taxodros.uzh.ch
http://www.worldclim.org
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ascending the walls of the container. For this purpose, we utilized a modified version of the high-throughput 
Rapid Iterative Negative Geotaxis (RING) assay, developed by Gargano et al.62. In this assay digital photography 
is used to document negative geotaxis behaviour in multiple groups of flies simultaneously (for details on our 
version of the RING apparatus see Supplementary Figure S3). To assess negative geotaxis, 10 flies were trans-
ferred into each of 10 empty vials. Fresh new vials were used for each treatment as Nichols et al.63 found that flies 
in previously used vials will not climb to the same extent as in new vials. In total 20 flies of each sex from each 
treatment at age 60 ±  12 h were assessed in the RING assay. Ten minutes after the flies had been transferred to the 
vials all ten vials were loaded into the apparatus. One minute later the RING apparatus was forcefully knocked 
down three times in rapid succession to initiate the geotaxis response. A photo of the vertical position of the flies 
was captured exactly 3 s after eliciting the behaviour. Preliminary tests found the most differentiated response 
after 3 s, as after 5 s almost all flies had reached the top of the vials. This was performed a total of 5 times with 30 s 
pause in between. The vials were then rotated within the rack, and a trial of 5 images were captured at each posi-
tion as described above, resulting in a total of 50 images of each vial. Images of the flies’ positions were captured 
with the camera of an iPhone 5 s with default camera timer options (8 Mp; Apple Inc., Cupertino, CA, USA). The 
camera was mounted 30 cm from the apparatus in all experiments. The median height of the flies within each vial 
was measured using ImageJ software (version 1.48; ref. 64). All RING experiments were conducted in a climate 
controlled room at 25 °C, 50%RH and at constant light. Negative geotaxis behaviour was assessed between 08:00 
and 10:00 a.m. on each test day, as the locomotor activity in Drosophila exhibits a distinct circadian rhythm65. 
An increased negative geotaxis behaviour, i.e. the flies crawled higher, was interpreted as beneficial, because the 
ability to escape a potential stressful environment is of key importance for fitness66.

Composite performance. As a combined measure of overall performance of the treatments we calculated 
a composite performance measure based on all the traits expressed as a single value. This was done by standard-
izing the response of the different treatments within each trait, thus expressing the response to a treatment in 
terms of standard deviations from the mean of all treatments within a specific trait (negative and positive devia-
tions were assigned according to the interpretations of how each trait relates to performance). We then averaged 
these deviations of each treatment across traits. We did this separately for each sex except for viability where 
sex-differentiation is not possible. By doing this we give equal weight to all traits, and thus we obtain an unbiased 
estimate of overall performance, which we assume constitute a component of fitness. This use of a composite 
performance/fitness measure is similarly employed in other studies32,33.

Statistical analysis. To estimate the two-way and three-way interactions including the cold treatment, we 
constructed a linear model (cold model) for each trait with the factorial fixed effects temperature (two levels: 
benign and cold), dimethoate (two levels: 0 and 75 ppm) and co-occurrence (two levels: presence/absence), 
as well as all two- and three-way interactions. To compare cold model interactions with interactions involving 
heat exposure, we constructed parallel models including the heat treatment instead of the cold exposure (heat 
model). Individual and interaction effects of dimethoate and co-occurrence were included in both models, and 
thus extracted from one of the two models. In all traits, the response variable was scaled to a z-distribution to ease 
comparability across traits. The purpose of these models was to obtain a standardized measure of single and inter-
action coefficients as well as corresponding 95% confidence intervals. Given the large amount of data and models 
as well as our aim of obtaining a quantification of general patterns, we found this to be an appropriate approach, 
as opposed to model reduction and p-value estimation. Significance of an interaction was defined as when the 
confidence interval did not overlap with 0. To ease the comparison of interactions among treatments and traits, 
we produced heat maps of the estimated coefficients using the R-package ‘gplots’67.

A positive coefficient represents a positive deviation from the additive expectation, and can thus be interpreted 
as a performance advantage of the interaction itself, regardless of whether the treatment overall was beneficial 
in terms of performance when compared to the control. Thus although the flies from a particular treatment may 
be performing worse than the control group flies, the positive interaction is a benefit, compared to the expected 
value without the interaction. Contrary, a negative coefficient implies that the interaction itself is detrimental to 
performance.

If no flies had emerged from a given treatment (e.g. “cold +  dimethoate +  co-occurrence”) the corresponding 
benign temperature treatment (“benign +  dimethoate +  co-occurrence”) was removed from the model to create 
a balanced model. In this case the model included only two two-way interactions: temperature*dimethoate and 
temperature*co-occurrence. For CTmin and CTmax, data were analysed with a general linear model. Egg-to-adult 
viability data were analysed with a generalised linear model with a logit link function. We detected overdisper-
sion in the model and corrected for this using a quasi-generalised linear model. Developmental time data were 
analysed with a generalised linear mixed effect model with a Poisson distribution. Replicate vials were included as 
a random effect, as flies from the same vial were not independent. RING data were analysed with a general linear 
mixed model with replicate vial, position of the vial in the rack and number of replicate picture (trial number) 
included as random effects. All statistical analyses were performed in R68 (v. 3.1.2), and mixed models were per-
formed using the R-package ‘lme4’69. For a straightforward representation of the effects on performance of each 
individual treatment relative to the control, we used a simple pairwise comparison (Welch’s t-test). These results 
will serve as background information when interpreting the results of the analysis of interactions presented above. 
CTmax data were anti-log transformed to fulfil assumptions of parametric analysis.

Classification of synergism and antagonism. In contrast to the traditional direction-independent 
framework1 we use a classification system based on that of Piggott et al.19, which combines the magnitude and 
response direction (+  or − ) of interaction effects to define synergism and antagonism (Fig. 1). Our definition 
can be illustrated by assigning a positive effect of an individual effect as + 1 and a negative effect as − 1. We define 
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a deviation from additive that is greater than the sum of individual environmental factors and greater than any 
individual effect in the same direction or an interaction effect greater than both individual effects in absolute 
terms as synergistic. We classify it as positive synergistic (S+ ) i.e. more positive than predicted additively when  
+ 1 +  1 >  +  2 or − 1 +  1 >  1 or − 1 +  −  1 >  0, or negative synergistic (S− ) i.e. more negative than predicted addi-
tively when − 1 +  −  1 <  −  2 or − 1 +  1 <  −  1 or + 1 +  1 <  0. If an interaction deviates from additivity and is less 
than the sum of individual factors or less-than-or-equal-to any individual effect in the same direction we define 
the interaction as antagonistic. We classify it as positive antagonistic (A+ ) i.e. less positive than predicted addi-
tively when + 1 +  1 is between 0 and 2 or − 1 +  1 is between − 1 and 0 (or equal − 1), or negative antagonistic 
(A− ) i.e. less negative than predicted additively when − 1 +  −  1 is between − 2 and 0 or − 1 +  1 is between 0 and 1  
(or equal 1). The terms ‘more or less positive’ and ‘more or less negative’ also apply to situations where one indi-
vidual environmental factor has no effect, and the definitions are also easily applied to three-way interactions 
(Fig. 1). With this definition synergistic and antagonistic does not relate to whether or not the interaction itself 
constitutes a performance benefit. To assess this, we determine whether the deviation from additivity is positive 
(performance advantage) or negative (performance disadvantage) based on the model coefficients as described 
above. In any case a significant interaction can be directly interpreted as an ecological interaction between the 
individual environmental factors.
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Figure S2:  Developmental time results of range-finding test of dimethoate 
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Figure S4:  Heat map showing direction of model coefficients, and challenges in 

defining complex interactions in the traditional framework in D. hydei. 

Figure S5: Heat map showing direction of model coefficients, and challenges in 

defining complex interactions in the traditional framework in D. 

melanogaster. 
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SUPPLEMENTARY DISCUSSION 
 

The main point of this study is to present and discuss the results of a set of complex 

interactions in a multi-trait, multi-species analysis. In doing so, however, we realised 

certain problems with the classically defined synergism and antagonism terms. Others 

have discussed problems associated with the traditional definitions struggling to 

describe the situations of more complex outcomes, which seem to be fairly common 

when analysing interactions, both in laboratory experiments and in field studies (Crain 

et al. 2008; Darling & Côté 2008; Vanhoudt et al. 2012; Piggott et al. 2015). 

Congruent with such studies, we point to challenges with the typical direction-

independent classification because of the issues and limitations of the traditional 

framework outlined here. Also, a large numbers of studies on multiple environmental 

factors report interactions based on imprecise descriptions or simply the qualitative 

judgement of the authors (Dunne 2010). Thus, in the scientific literature there is a lack 

of consensus on operationally robust definitions and quantification of synergism and 

antagonism (Folt et al. 1999; Darling & Côté 2008; Holmstrup et al. 2010; Laskowski 

et al. 2010; Vanhoudt et al. 2012).  

The long-standing scientific classic definitions of synergism and antagonism are 

valid. We are merely proposing an expansion on the traditional definitions. As first 

proposed by Piggott et al. (2015), and in our work expanded to include three-way 

interactions, we utilised a system combining the ‘interaction effect’ (as in the classic 

effect deviation from the additive model prediction (Folt et al. 1999)), with the 

magnitude and direction of the response (+ or –) relative to individual treatment 

effects in absolute terms. Thus, the “re-defined” synergism and antagonism still 

pertain to the classic “more than” and “less than”, respectively, as it is traditionally 

understood. The lack of consensus on definitions is most likely due to the usage of 

these terms throughout widely different scientific disciplines from ecology to 

toxicology and medicine. In toxicology and to some extent ecology (and thus 

ecotoxicology) interactions are frequently regarded as “stressful” and therefore 

exclusively detrimental to the overall performance of the subject species (Folt et al. 

1999; Piggott et al. 2015). In this context of viewing interactions as always being 

negative, a synergistic interaction is defined as an interaction causing negative effect 

greater than predicted by an additive model and an antagonistic interaction as a 

negative effect that is less than predicted from additivity.  

To highlight the problems and limitations of the classic framework in ecological 

interactions, especially related to the “always-negative” view on interactions, we tried 

to re-designate classically defined terms to the interactions observed in our dataset 

(Supplementary Figs. S4-S5). In doing so we identified several issues listed below, 

and compared our findings to other studies employing the traditional definition 

framework: 
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1) In situations where neither individual environmental condition has a 

significant effect on a trait but the interaction is significantly negative, 

interactions cannot be properly determined by classic definitions; e.g. when 

0 + 0 < 0. Attempting to classify these situations in the classic paradigm 

would always result in synergism i.e. “more negative than” the individual 

effects, as antagonism is interpreted as “less negative than” the individual 

effects (not pertaining to the result being positive or negative in terms of 

fitness/performance, but how the interaction relates to the additive 

expectation). Examples from the present study that represent this sort of 

challenge in defining interactions in the classic framework are marked with 

a superscript “x” in Supplementary Figs. S4-S5. 

 

2) Even if still pertaining to the “all negative” nature of interactions, in 

situations where one individual factor has a negative effect while the other 

has no effect, and their cumulative effect is more negative than additively 

expected, the classic paradigm is also struggling. In (eco)toxicology this is 

sometimes referred to as potentiation or sensitisation (Odum & Barrett 2005) 

and some argue that it is not true “synergism” because it is one-sided and the 

underlying modes of action are different (Chou 2010). We have not included 

such further definitions, because it would confuse more than contribute, and 

we believe all situations are encompassed and informatively described by the 

re-conceptualised terms used in the present study. Examples from the present 

study that represent this sort of challenge in defining interactions in the 

classic framework are marked with a superscript “y” in Supplementary Figs. 

S4-S5. 

 

In contrast to the persistent “all negative” view of interactions and the individual 

factors assessed, positive effects of individual environmental factors and even positive 

effects of interactions must be recognised. In ecotoxicology this phenomenon is often 

referred to as hormesis and is readily observed when assessing the effects of 

chemicals, e.g. at low dose (Boonstra et al. 2005; Holmstrup et al. 2010; Laskowski 

et al. 2010). While some “stressors” like chemicals are most frequently investigated 

as a gradient (concentrations), and thus might result in hormesis being observed at a 

low dose, other “stressors” are not as easily applied at a continuous scale e.g. biotic 

factors including co-occurring species or predation/parasitism, which is more of a 

presence/absence situation. Indeed, one could apply varying levels (densities) of co-

occurring species or predators/parasites, but in a full-factorial study on interactions 

this would quickly scale to non-manageable proportions.  

Even if accepting positive effects of interactions on performance or more 

importantly the positive effect (direction) of one or more individual factors, as 
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employed in several recent reviews on interactions (Crain et al. 2008; Piggott et al. 

2015), we identify several issues using the classic definitions. While the identification 

of a synergism or antagonism is generally straightforward when all factors operate in 

the same direction (Folt et al. 1999; Dunne 2010), i.e. all positive (Fig. 1a) or all 

negative (Fig. 1c), problems arise when individual factors are of opposite directions 

(Fig. 1b). In such situations, the classic definition of synergism appears paradoxical 

because what is synergistic to the effect direction of one factor is antagonistic to the 

effect direction of the other factor(s): 

 

3) By classic definitions it is difficult to classify interactions when the effects 

of two individual environmental conditions are in opposite direction e.g. – 1 

+ 1 > 1 (see below for further discussion). Examples from the present study 

that represent this sort of challenge in defining interactions in the classic 

framework are marked with a superscript “z” in Supplementary Figs. S4-S5. 

 

4) Crain et al. (2008), having accepted the presence of positive effects, assumed 

that in situations with two opposing individual effect directions, synergy only 

occurred when the cumulative effect was more negative than the additive 

sum of the opposing individual effects. Examples from the present study 

where we have utilised this definition to define synergism are marked with a 

superscript “w” in Supplementary Figs. S4-S5. 

 

The definition of Crain et al. (2008) may be appropriate if the effect direction is 

implicitly negative, e.g. decreased survival rate, but in many other situations such a 

definition is problematic from an ecological perspective because effect direction can 

be context dependent (see e.g. discussion of the effect direction on developmental 

time in main manuscript). This assumption raises another conceptual issue in that the 

cumulative effect of factors of opposing directions are not necessarily more negative 

than the single negative stressor acting alone (see “comparative effects” model of Folt 

et al. (1999)). Consider an example of a factor, which when applied alone has a 

positive effect of +1 and a factor, which when applied alone has a negative effect of 

–1. The additive cumulative effect of both factors combined is 0, i.e. they neutralise 

each other. By classic assumptions, as that of Crain et al. (2008), we should invoke 

synergy for any cumulative effect more negative than 0. However, if the cumulative 

effect is between –1 and 0, this interaction is intuitively antagonistic from the 

perspective of the negative factor’s individual effect (–1), i.e. the cumulative effect of 

both factors is less negative than the single negative stressor acting alone. In our 

proposed system, we would classify this as a positive antagonism, i.e. it is less positive 

than predicted from an additive model. Had the cumulative effect been between 0 and 

1 we would classify it as a negative antagonism, i.e. it is less negative than predicted 
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additively. Thus, antagonism can be easily interpreted in the traditional sense of “less 

than” in terms of the cumulative effect relative to the effect of the individual effect 

size. The positive or negative prefix enables rapid interpretation of the direction 

relative to the cumulative effect, especially in these situations of opposing individual 

factors (Fig. 1b). We want to re-enforce that these prefixes does not describe the 

performance or fitness effect of the interaction, i.e. a positive antagonism is not 

necessarily beneficial to the organism, partly because it can be difficult to establish 

the relationship between an effect direction and its costs and benefits to performance 

in some traits, e.g. as in the case of developmental time (Niemelä et al. 2012). 

However this is not a problem specifically pertinent to our system, this is also a 

problem in the classic definitions framework. 

The system also includes a new form of synergy, referred to as “mitigating 

synergism”, when individual environmental factors operating in the same direction 

interact and result in a cumulative effect in the opposite direction, e.g. two positives 

make a negative (S–) or two negatives make a positive (S+). Such strong interactions 

might be of great interest in predicting ecological consequences of multiple 

environmental factors, because different treatments can synergistically inhibit or 

mitigate the effect of individual factors (Holmstrup et al. 2010; Piggott et al. 2015). 

While we realise that these introduced interaction terms can seem unduly complicated, 

we believe that the re-conceptualized terms provide more informative descriptions 

and straightforward interpretations of complex interactions, which would be difficult 

to even describe in the classic context.  
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Supplementary Table S1: Environmental treatments in a full factorial design, 

showing temperature, dimethoate concentration, co-occurrence status, number of 

vials in a respective treatment and number of eggs per vial. Temp.: temperature. Dim.: 

dimethoate. Co-occur.: co-occurrence. D. hydei: hyd. D. melanogaster: mel. 

 
 

 

 

 

 

 

 

 

Identification 

code 
Species 

Temp. 

(°C) 

Dim. 

(ppb) 

Co-

occur. 

Number 

of vials 

Number of eggs 

per vial 

h-25-0 hyd 25 0 No 30 40 

h-25-75 hyd 25 75 No 40 40 

m-25-0 mel 25 0 No 30 40 

m-25-75 mel 25 75 No 30 40 

h/m -25-0 hyd/mel 25 0 Yes 30 20 of each species 

h/m -25-75 hyd/mel 25 75 Yes 40 20 of each species 

h-13-0 hyd 13 0 No 30 40 

h-13-75 hyd 13 75 No 40 40 

m-13-0 mel 13 0 No 30 40 

m-13-75 mel 13 75 No 30 40 

h/m-13-0 hyd/mel 13 0 Yes 30 20 of each species 

h/m -13-75 hyd/mel 13 75 Yes 40 20 of each species 

h-31-0 hyd 31 0 No 30 40 

h-31-75 hyd 31 75 No 40 40 

m-31-0 mel 31 0 No 30 40 

m-31-75 mel 31 75 No 30 40 

h/m -31-0 hyd/mel 31 0 Yes 30 20 of each species 

h/m -31-75 hyd/mel 31 75 Yes 40 20 of each species 
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Supplementary Table S2: Number of flies used from each species from each 

treatment for CTmin, CTmax, developmental time, and RING for each sex (M; males, 

and F: females) and for egg-to-adult viability for both sexes combined. Average 

number of flies (and standard deviation (S.D.)) from each trait is also given. NA 

values indicate that no or too few flies emerged from a given treatment. The minimum 

number of measurements (limit n) for CTmin, CTmax, and developmental time was 5 

and for RING and egg-to-adult viability it was 50 and 30, respectively. Dim.: 

dimethoate. Co-occur.: co-occurrence. 

 

 

 Trait CTmax CTmin 
Developmental 

time 
RING Viability 

  Sex M F M F M F M F Both 

D
. 

h
yd

ei
 

25 °C (Control) 8 17 9 20 119 116 100 100 30 

25 °C + Co-occur. 20 22 26 28 145 163 100 100 30 

25 °C + Dim. 21 19 30 20 162 129 100 100 30 

25 °C + Co-occur. 

+ Dim. 
19 17 27 26 68 65 100 100 40 

13 °C NA 7 10 12 182 199 100 100 30 

13 °C + Co-occur. 22 16 13 16 172 137 100 50 30 

13 °C + Dim. 10 12 14 15 43 35 50 NA 30 

13 °C + Co-occur. 

+ Dim. 
NA NA NA NA NA 6 NA NA 40 

31 °C 9 10 9 9 66 60 NA 100 30 

31 °C + Co-occur. 6 12 7 14 40 49 50 50 30 

31 °C + Dim. 10 8 10 8 46 54 100 50 30 

31 °C + Co-occur. 

+ Dim. 
20 20 19 19 134 102 100 100 40 

Average n 15 15 16 17 107 93 90 85 33 

S.D. 6 5 8 6 53 55 20 23 4 

D
. 

m
el

a
n

o
g

a
st

er
 

25 °C (Control) 20 19 20 20 466 494 100 100 30 

25 °C + Co-occur. 19 18 20 20 276 262 100 100 30 

25 °C + Dim. 19 19 19 20 424 434 100 100 30 

25 °C + Co-occur. 

+ Dim. 
18 17 20 18 354 368 100 100 40 

13 °C 27 20 18 20 440 516 100 100 30 

13 °C + Co-occur. 19 20 20 20 208 209 50 100 30 

13 °C + Dim. 20 20 19 20 439 428 100 100 30 

13 °C + Co-occur. 

+ Dim. 
20 20 19 20 306 313 100 100 40 

31 °C 19 20 20 20 475 491 100 100 30 

31 °C + Co-occur. 19 20 19 20 218 233 100 100 30 

31 °C + Dim. 19 20 20 20 492 495 100 100 30 

31 °C + Co-occur. 

+ Dim. 
19 20 20 19 301 326 100 100 40 

Average n 20 19 20 20 367 381 96 100 33 

S.D. 2 1 1 1 98 106 14 0 4 

  Limit n 5 5 5 5 5 5 50 50 30 
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Supplementary Fig. S1: Preliminary screening of egg-to-adult viability (%) in D. 

hydei (grey filled bars) and D. melanogaster (white open bars) at a range of 

dimethoate concentration from 0 to 100 ppb. Error bars represent standard error (n = 

5). The media setup, egg collection procedure and subsequent scoring of viability 

followed the same procedure as described in the main experiment (40 eggs per vial 

with 9 mL Formula 4-24® Instant Drosophila Medium Blue ± dimethoate).  
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Supplementary Fig. S2: Preliminary screening of egg-to-adult developmental time 

(in days) in females (red) and males (blue) of D. hydei (A.) and D. melanogaster (B.) 

at a range of dimethoate concentration from 0 to 100 ppb. Error bars represent 

standard error (n = 5). The media setup, egg collection procedure and subsequent 

scoring of developmental time followed the same procedure as described in the main 

experiment (40 eggs per vial with 9 mL Formula 4-24® Instant Drosophila Medium 

Blue ± dimethoate).   
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Supplementary Fig. S3: Front side view of the Rapid Iterative Negative Geotaxis 

(RING) assay apparatus modified from Gargano et al. (2005). Our version of the 

RING apparatus was a custom built open-faced wooden box with a detachable lid held 

in place with lock hinges. The rack holds 10 empty vertical 27 mL vials. Into the floor 

of the apparatus was milled a 1 mm indentation as support for 10 empty vertical 27 

mL vials. Foam stoppers were inserted to an equal depth across all 10 vials and the lid 

of the apparatus holds the negative geotaxis vials in place when locked with hinges. 

A camera was mounted 30 cm from the apparatus to capture photos of the negative 

geotaxis behaviour. 
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Supplementary Fig. S4: Heat map showing the direction and magnitude of the model 

coefficients reflecting the effects of treatments on egg-to-adult viability, 

developmental time, CTmin, CTmax and negative geotaxis (RING assay) in D. hydei. 

The effects are shown for both sexes in all traits except egg-to-adult viability. Positive 

coefficients represent positive deviation from the additive expectation, and can thus 

be interpreted as a performance advantage of the interaction itself, regardless of 

whether the treatment overall was beneficial in terms of performance when compared 

to the control. Contrary, a negative coefficient implies a negative deviation from 

additivity and that the interaction itself is detrimental to performance for a given trait. 

The direction of the effect is illustrated by colour shading from blue (negative) to red 

(positive) and the values indicate the strength of the effects. The upper part includes 

all two- and three-way interactions between heat or cold, co-occurrence (Co-occur.), 

and dimethoate (Dim.). The lower part includes all effects of the individual factors. 

Within each part the treatments (rows) have been sorted by the average total effect, 

i.e. the average effect across traits ± S.E., in descending order. An asterisk indicates a 

significant interaction, or a significant effect of the individual environmental factor. 

The direction of the interaction has been determined based on the traditional 

definitions of synergism (S) and antagonism (A). In doing so we identified several 

issues; the nature of these challenges is marked with subscripts w, x, y or z next to the 

designation of the interaction. Some interactions might relate to several issues and are 

given multiple subscript characters, and some interactions simply could not be 

determined based on contradicting definitions of the classic framework (designated 

with a question mark). The details of these challenges are described in the text in the 

Supplementary discussion. Some treatments did not yield enough live adult flies for 

assessing all traits or did not exceed the minimum number of flies needed for assessing 

a trait. In a few traits the effect of an individual environmental factor could therefore 

not be determined, and the interactions involving the particular factor were omitted 

from the model. Both cases are designated NA. 
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Supplementary Fig. S5: Heat map showing the direction and magnitude of the model 

coefficients reflecting the effects of treatments on egg-to-adult viability, 

developmental time, CTmin, CTmax and negative geotaxis (RING assay) in D. 

melanogaster. The effects are shown for both sexes in all traits except egg-to-adult 

viability. Positive coefficients represent positive deviation from the additive 

expectation, and can thus be interpreted as a performance advantage of the interaction 

itself, regardless of whether the treatment overall was beneficial in terms of 

performance when compared to the control. Contrary, a negative coefficient implies 

a negative deviation from additivity and that the interaction itself is detrimental to 

fitness. The direction of the effect is illustrated by colour shading from blue (negative) 

to red (positive) and the values indicate the strength of the effects. The upper part 

includes all two- and three-way interactions between heat or cold, co-occurrence (Co-

occur.), and dimethoate (Dim.). The lower part includes all effects of the individual 

factors. Within each part the treatments (rows) have been sorted by the average total 

effect, i.e. the average effect across traits ± S.E., in descending order. An asterisk 

indicates a significant interaction, or a significant effect of the individual 

environmental factor. The direction of the interaction has been determined based on 

the traditional definitions of synergism (S) and antagonism (A). In doing so we 

identified several issues; the nature of these challenges is marked with subscripts w, x, 

y or z next to the designation of the interaction. Some interactions might relate to 

several issues and are given multiple subscript characters. The details of these 

challenges are described in the text in the Supplementary discussion. 
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ABSTRACT 

Strong sexual dimorphism is commonly observed across species and e.g. trade-offs 

between reproduction and maintenance are thought to explain this dimorphism. Here 

we test how the metabolic and functional phenotypic responses to varying types of 

environmental stress differ in male and female Drosophila melanogaster (Diptera: 

Drosophilidae), and how stress impacts the magnitude of sexual dimorphism. 

Experimental stressors that we exposed flies to during development were heat stress, 

poor nutrition, high acidity, high levels of ammonia and ethanol. Emerged male and 

female flies from the different rearing regimes were investigated using NMR 

metabolomics and assessed for body mass and viability. Our results showed that 

environmental stress leads to reduced sexual dimorphism in both metabolic 

composition and body mass compared to the level of dimorphism observed at benign 

conditions. This reduced sexual dimorphism in stressful environments might be 

caused by a lower investment in sex specific characteristics under such conditions, 

and our results provide support for the longstanding idea that ecological factors are 

important for shaping sexual dimorphism and possibly sexual selection. 

 

Keywords:  NMR metabolomics - Environmental stress - Sex differentiation - 

Drosophila melanogaster - Functional phenotypes 

 

INTRODUCTION 

Many species show strong sex differentiation in morphological, physiological, 

behavioural and life-history traits. Commonly observed examples include longer 

lifespan in females (Shen et al. 2009; Niveditha et al. 2017), sexual size dimorphism 
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with females typically being larger in e.g. insects and many bird species and males 

being larger in many mammals (Dunn et al. 2001; Stillwell et al. 2010), increased 

stress resistance in females (Fountain et al. 2015; Ørsted et al. 2017) and distinct 

molecular phenotypes between males and females revealed by transcriptomic, 

proteomic, and metabolomic profiling (Hines et al. 2007; Findlay et al. 2008; Schou 

et al. 2017). Sexual selection and trade-offs between reproduction and lifespan or 

between size and stress resistance are thought to be main evolutionary drivers of 

genetically based sexual dimorphism (Hedrick & Temeles 1989; Dunn et al. 2001; 

Matzkin et al. 2009). However, sex differences in phenotypic plasticity in responses 

to environmental stimuli may also explain variation between sexes (Fischer & Fiedler 

2001; Fernández-Montraveta & Moya-Laraño 2007; Stillwell et al. 2010; Ketola et 

al. 2012). 

 Sex specific responses to environmental stress have been shown in numerous 

studies, especially in arthropods such as bed bugs (Fountain et al. 2015), butterflies 

(Fischer & Fiedler 2001), neriid flies (Cassidy et al. 2014), mites (Walzer & 

Schausberger 2011), and Drosophila (Ketola et al. 2012; Schou et al. 2017; Ørsted et 

al. 2017). However, we still have little knowledge as to whether diverse forms of 

stress change the degree of sexual dimorphism, i.e. whether male and female 

responses to environmental stress differ. This would be evident from a stress induced 

directional increase or decrease in sexual dimorphism when exposed to stress. Such 

sex specific responses to environmental stress would potentially have strong 

implications for the evolution of sexual dimorphism and sexual selection. We 

hypothesize that sex specific abilities to induce plastic responses to environmental 

stress will alter sexual dimorphism both at the molecular and functional phenotypic 

levels. We propose that investments in sex specific characteristics such as production 

of eggs or sperm, mating, fat deposition, ornamentation, size, and sex hormones are 

reduced when environments gets harsh and resources are scarce. 

To assess consequences of environmental stress on sexual dimorphism, we reared 

a population of Drosophila melanogaster (Meigen) at a benign laboratory 

environment and at a range of ecologically relevant stressful environmental conditions 

throughout development from egg to adult for one generation and compared male and 

female metabolomic and functional phenotypic responses. Here we defined functional 

phenotypes as egg-to-adult viability and body mass as parts of the full organismal 

phenotype. Stressors represented environmental conditions commonly experienced by 

some insects i.e. heat stress, poor nutrition, high acidity, and high levels of ammonia 

and of ethanol. We utilised nuclear magnetic resonance (NMR) metabolomics which 

is a highly reproducible technique that provides quantitative data on abundances of 

sugars, nucleotides, amino acids, and lipids (Markley et al. 2017). We chose to 

investigate the metabolome in this study because focus was on detecting sex specific 

molecular signatures of stress exposure that are more closely related to the organismal 
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phenotype than for example data obtained from transcriptomic or proteomics 

platforms (Lankadurai et al. 2013). Additionally, it has been suggested that 

metabolomics is a more sensitive indicator of external environmental stress than other 

‘omics’ techniques, which are subjected to a range of feedback mechanisms and 

homeostatic controls (Nicholson et al. 1999; van Ravenzwaay et al. 2007). 

 

MATERIALS AND METHODS 

The D. melanogaster population originated from flies caught in Denmark (Schou et 

al. 2015), and was maintained as previously described (Ørsted et al. 2017) on a 

standard Drosophila sucrose-yeast-agar medium until initiating our experiments. We 

investigated the effects of exposing flies to six different treatments by varying media 

contents and thermal environments throughout development from the egg to the adult 

life stage; control (23°C; standard medium (SM)), heat (32°C; SM), low nutrition 

(23°C and medium with only 16 g L-1 agar and 3 g L-1 yeast), high acidity (23°C; 

SM+0.70 M acetic acid), ammonia (23°C; SM+0.40 M ammonia), and ethanol (23°C; 

SM+6 vol% ethanol) (Supplementary Table S1). Twenty 3-4 days old parental flies 

deposited eggs on spoons with 1.5 mL of standard medium at 23°C. Twelve hours 

later, 40 eggs were transferred to each of 25 replicate vials per treatment containing 

10 mL of the respective experimental media, and the vials were transferred to the 

respective thermal environments. 

Vials were checked every 24 hours and emerged flies were counted in an empty 

plastic vial by flash freezing in liquid nitrogen, and immediately stored in a tube at –

80°C. This continued until no flies from a given treatment had emerged for 72 hours, 

after which all the frozen flies from each treatment were pooled and sexed on an ice 

block to prevent thawing. Egg-to-adult viability was determined as the proportion of 

eggs in each vial that successfully developed into an adult fly. Sex specific viability 

was determined at the treatment level assuming a 1:1 sex ratio of the 1000 eggs per 

treatment. Dry body mass of ~20 individual flies of each sex per treatment (Table 1) 

was determined by drying flies at 60°C for 24 h and weighing them on a Sartorius 

laboratory scale (Quintix35-1S, Göttingen, Germany). The difference in dry body 

mass is calculated as the difference in means, and the SE of this difference is 

calculated from the variance sum law: √
σF

2

nF
+

σM
2

nM
, where σ2 are the variances and n are 

the sample sizes of females (F) and males (M) (see Table 1 for exact sample sizes). 

For metabolite extraction, we used five replicates of 15 males and five of 15 

females randomly sampled from the pool of flies from each treatment. Sterile glass 

beads and 1 mL chilled acetonitrile solution (50 vol% in double distilled water) were 

added to each sample and cooled on ice. The samples were homogenized using a 

FastPrep®24 tissuelyser (MP Biomedicals, Solon, OH) running 3,800 rpm for 35 
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seconds, set back on ice, then centrifuged at 14,000 rpm for 10 min at 4°C. The 

supernatant (900 µL) was transferred to fresh tubes, snap frozen, freeze-dried and 

stored at –80°C. Immediately before NMR measurements, samples were rehydrated 

in 200 mL of 50 mM phosphate buffer (pH 7.4) in D2O, and 180 mL was transferred 

to a 3 mm NMR tube. The buffer contained 50 mg L-1 chemical shift reference 4,4-

dimethyl-4-silapentane-1-sulfonic acid-D6, sodium salt (DSS), and 50 mg L-1 sodium 

azide to prevent bacterial growth. NMR measurements were performed at 25°C on a 

Bruker Avance III HD 800 spectrometer (Bruker Biospin), operating at a 1H frequency 

of 799.87 MHz, with a 3 mm TCI cold probe. 1H NMR spectra were acquired using a 

1D NOESY experiment. The water signal was suppressed by presaturation. A total of 

64 transients of 32K data points spanning a spectral width of 20 ppm were collected. 

NMR spectra were processed, normalized to total intensity and pareto scaled as 

previously described (Schou et al. 2017), except that the spectra were referenced to 

the DSS signal at 0.000 ppm. 

Principal Component Analysis (PCA) was performed to assess the effect of 

environment and sex on the metabolome. To investigate the differentiation in the 

metabolome between sexes across environments we performed a PCA based on the 

difference between individual female sample spectra and the median male spectrum 

and vice versa in each environment (Schou et al. 2017). Hierarchical Cluster Analysis 

(HCA) of the Euclidean distance between PCA scores was carried out using Ward’s 

method in R (R Core Team 2017), to enable visualization of the differentiation in a 

dendrogram. The metabolites that change with different functional phenotypes were 

efficiently predicted using Orthogonal Projections to Latent Structures (OPLS) 

models (Trygg & Wold 2002) as previously described (Schou et al. 2017). An OPLS 

model is similar to a PCA but here the first predictive component describes the 

metabolite variation that shows the highest correlation with a certain phenotypic 

measure. Likewise, OPLS Discriminant Analysis (OPLS-DA) (Bylesjö et al. 2006) 

was used to predict metabolites that vary between groups of flies from different 

rearing environments. The significant correlations were calculated with sequential 

Bonferroni correction (P<0.05) for an assumed total number of 100 metabolites. NMR 

chemical shifts and the primary range used for identification of correlations can be 

seen in Supplementary Table S2. Egg-to-adult viability data was analysed with a 

quasi-binomial generalised linear model (to correct for over-dispersion) with a logit 

link function. Multivariate analysis was performed using the SIMCA14 software 

(Umetrics, Malmö, Sweden). 
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RESULTS AND DISCUSSION 

We considered all the experimental treatments to be stressful as they all significantly 

reduced body mass (one-way ANOVA; F(5,111)=28.3; P<0.001), and all except the 

ethanol treatment significantly reduced egg-to-adult viability (GLM; t<-3.91; 

P<0.001) compared to the control treatment (Table 1; Supplementary Fig.S1A-B). 

To describe the metabolic responses to the varying stressful environmental 

conditions, metabolite NMR spectra were analysed by PCA. A qualitative inspection 

of the PCA scores reveals a differential metabolite response (MANOVA; P<3x10-22) 

of males and females across the different treatments (Fig.1A). Specifically, females 

from the control treatment are different from both male control flies and all stressed 

flies (Fig.1A). This suggests that one major effect of stress treatment is that 

metabolites specific for females are attenuated and the metabolome gets more ‘male-

like’. Separate analyses of the sexes show that in males, reduced nutrition and heat 

resulted in the largest differences in metabolite composition, while the remaining 

Table 1. Functional phenotypic results. Results of dry body mass and egg-to-adult viability 

for males and females (means, SE, and n) of the six experimental treatments. Asterisks denote 

significant difference from the control, as determined by one-way ANOVA and Welch’s t-tests 

for dry body mass and by generalised linear models for egg-to-adult viablity. The effects of the 

treatments are also expressed as the difference in % from the benign control condition, which 

is indexed as 100%. 

Trait Sex Treatment Control Heat 
Low 

nutrition 
Acid Ammonia Ethanol 

Dry 

body 

mass 

Males 

Mean (mg) 0.283 0.212* 0.155* 0.257* 0.231* 0.246* 

SE 0.008 0.008 0.007 0.010 0.009 0.006 

N 20 17 20 20 20 20 

Difference from  

control (%) 
 -24.8 -45.3 -9.0 -18.2 -13.1 

Females 

Mean (mg) 0.461 0.283* 0.202* 0.371* 0.324* 0.365* 

SE 0.018 0.011 0.017 0.014 0.012 0.012 

N 20 20 20 20 20 20 

Difference from  

control (%) 
 -38.5 -56.2 -19.4 -29.8 -20.7 

Egg-to-

adult 

viability 

Males 

Mean (%) 87.4 19.4* 56.0* 81.6* 52.4* 86.2 

SE 1.42 2.20 1.97 1.35 2.01 1.07 

N 25 25 25 25 25 25 

Difference from  

control (%) 
 -77.8 -35.9 -6.6 -40.0 -1.4 

Females 

Mean (%) 96.6 18.0* 53.2* 86.2* 44.8* 93.8 

SE 1.42 2.20 1.97 1.35 2.01 1.07 

N 25 25 25 25 25 25 

Difference from  

control (%) 
 -81.4 -44.9 -10.8 -53.6 -2.9 

 1 
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treatments; acid, ammonia and ethanol are clustered with the control (Fig. 1B). In 

females, however, the controls are different from the acid, ammonia and ethanol 

treated flies (Fig. 1C). When examining how the difference between male and female 

metabolomes changes with stress, all stressors result in responses that are distinct from 

the control condition in a largely linear trajectory from benign control over acid, 

ammonia, ethanol and nutrition to heat stress (Fig.1D). The metabolite changes 

associated with Fig. 1A and 1D are listed in Supplementary Table S3. 

To investigate how the sex-specific changes in metabolites were associated with 

the functional phenotypes we correlated PC1 explaining 33% of the variation in the 

sex-differentiation PCA (Fig.1D) with viability (a proxy for stress severity). 

Interestingly, the PC1 scores correlate significantly with stress severity (Fig.2A; R=-

0.73; t(58)=-8.10; P<0.001). It is noteworthy that the sign of the sex differentiation 

along PC1 is reversed for the heat stressed flies relative to the rest. The fact that the 

difference between male and female metabolomes continue changing along an almost 

linear trajectory, even after the sex difference under benign conditions has 

disappeared, suggests that it is the same mechanism that is adjusted by stress in all the 

stressful environments. The total metabolite difference between males and females 

was lower for all stressful conditions; total sex difference was 58, 68, 59, 50 and 89% 

of that of control flies for ethanol, acid, ammonia, low nutrition, and heat stress, 

respectively (calculated as the square root of the sum of squares). Assuming that 

viability is a good predictor of the severity of the stress induced by the treatments, our 

results suggest that sexual dimorphism at the metabolite level decrease in stressful 

environments compared to a benign environment. The sex difference in metabolite 

composition in the heat treatment was higher than for the other stress treatments. It 

was reversed in sign relative to the control resulting in a reversed sign of PC scores 

(Fig. 1A, 1D, 2A). 

Although sex specific responses to environmental stress have been shown in 

numerous arthropods (Fischer & Fiedler 2001; Walzer & Schausberger 2011; Ketola 

et al. 2012; Cassidy et al. 2014; Fountain et al. 2015; Ørsted et al. 2017), we are not 

aware of studies that have investigated the actual magnitude of the sexual dimorphism 

in the metabolite response across different forms of stress. Schou et al. (2017) 

investigated the metabolite response across a developmental temperature gradient and 

found, in accordance with our findings, the largest sex differentiation at benign 

temperatures compared to either cold or warm extremes. At the functional phenotypic 

level, females were not only larger but they also showed a more plastic stress response 

in dry body mass compared to males (Two-way ANOVA; F(1,230)=6.96; P=0.008; 

Supplementary Fig.S1C). This was not simply because females had more to lose 

because of their bigger body mass, in fact relative to their respective controls females 

weigh less than males under stressful conditions (Supplementary Fig.S1D). The 

difference in male and female body mass was correlated with viability: the lower the 
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survival, the lower the sex difference in body mass (R=-0.74; t(115)=-11.85; P<0.001; 

Fig.2B). This means that the observations at the functional phenotypic level concur 

with the results of the metabolite analyses in that stress not only reduces sexual 

dimorphism compared to benign environments, but also that this reduction is linearly 

correlated with the severity of the stressor. Thus, our results suggest, in concordance 

with other studies, that NMR metabolomics provide results that are closely linked to 

the organismal phenotype and that it can be utilised as a sensitive indicator of 

environmental stress (van Ravenzwaay et al. 2007; Lankadurai et al. 2013). In many 

species of insects, body size is more plastic in females than in males (Stillwell et al. 

2010), but only few studies have explicitly investigated the relationship between the 

magnitude of sex differentiation and stress severity. Walzer & Schausberger (2011) 

observed a linear decrease in sexual size dimorphism with increasing stress (lower 

prey densities) in mites, congruent with our findings. 

 We used OPLS-DA and OPLS models (Supplementary Table S4) to identify 

metabolites that were different between males and females under benign control 

conditions, between female control flies and female stressed flies, and to identify the 

trajectory along which this difference changes between stresses (Fig.1D), as well as 

which metabolites correlated with different functional phenotypes. The identified 

metabolite changes are listed in Table 2. Interestingly, some of the metabolites that 

are found in highest concentrations in the control females compared to both male 

control flies and to stressed females (Table 2) seem to be related to reproduction. 

These include betaine, choline and methionine which are important for neural 

development and reproductive success (Zeisel 2009; Dick et al. 2011). Glucose on the 

other hand was found in lower concentrations in control females compared to females 

under stress. Increased levels of circulating glucose has been associated with 

increased resistance to oxidative and starvation stress, while reducing female 

fecundity in Drosophila (Broughton et al. 2005). Although of descriptive character, 

this suggest that the reduced sexual dimorphism in stressful environments is caused 

by a trade-off between reproduction and stress resistance; lower investment in sex 

specific characteristics such as reproduction and more investment in stress response 

mechanisms that improve chances of survival. Such trade-offs between reproduction 

and life-span, and often also stress resistance are commonly observed (Broughton et 

al. 2005; Partridge et al. 2005; Shen et al. 2009; Niveditha et al. 2017). Interestingly, 

none of the identified metabolites were unique for either sex, so the stress responses 

were more related to differences in concentrations rather than the presence or absence 

of sex specific metabolites. 
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At the functional phenotypic level, females were not only larger but they also showed 

a more plastic stress response in dry body mass compared to males (Two-way 

ANOVA; F(1,230)=6.96; P=0.008; Supplementary Fig.S1C). This was not simply 

because females had more to lose because of their bigger body mass, in fact relative 

to their respective controls females weigh less than males under stressful conditions 

(Supplementary Fig.S1D). The difference in male and female body mass was 

correlated with viability: the lower the survival, the lower the sex difference in body 

mass (R=-0.74; t(115)=-11.85; P<0.001; Fig.2B). This means that the observations at 

the functional phenotypic level concur with the results of the metabolite analyses in 

that stress not only reduces sexual dimorphism compared to benign environments, but 

also that this reduction is linearly correlated with the severity of the stressor. Thus, 

our results suggest, in concordance with other studies, that NMR metabolomics 

provide results that are closely linked to the organismal phenotype and that it can be 

utilised as a sensitive indicator of environmental stress (van Ravenzwaay et al. 2007; 

Lankadurai et al. 2013). In many species of insects, body size is more plastic in 

females than in males (Stillwell et al. 2010), but only few studies have explicitly 

investigated the relationship between the magnitude of sex differentiation and stress 

severity. Walzer & Schausberger (2011) observed a linear decrease in sexual size 

dimorphism with increasing stress (lower prey densities) in mites, congruent with our 

findings. 

 

  

Fig. 1. Principal Component Analysis (PCA) scores plots and dendrograms describing the 

overall metabolite variation across environmental conditions; control, heat, low nutrition, acid 

(pH), ammonia (NH4
+), and ethanol (EtOH). (A) PCA scores for all samples (circles; males, 

triangles; females). Error bars represent SE (n=5). Dendrograms based on hierarchical cluster 

analysis of PCA scores for males (B) and females (C). The length of the vertical axis is a 

measure of the dissimilarities between clusters of treatments. (D) PCA scores for the sex 

difference between females and males based on a PCA of the difference between individual 

female sample spectra and the median male spectrum and vice versa in each environment 

(Schou et al. 2017). Error bars represent SE (n=8, i.e. 10 measurements – 2 medians). The 

loadings associated with the scores displayed in panel A and D are shown in Supplementary 

Table S3. 
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Metabolite 

Female 

control 

vs. male 

control 

Female 

control vs. 

stressed 

females 

Linear stress 

trajectory 

for sex 

difference 

Egg to 

adult 

viability 

Sex 

difference 

in dry 

weight 

Alanine 
 

+ - 
  

Aspartate + 
 

- + + 

Betaine + + - + + 

Choline 
 

+ - + + 

Fatty acid + + - + + 

Glucose - - + - - 

Glutamate 
 

+ - + + 

Glutamine - 
 

+ - - 

Galactoside* - 
   

+ 

Isoleucine 
 

+ - + + 

Leucine 
 

+ - + + 

Maltose - - + - - 

Methionine sulphoxide + + - + + 

Methionine + + - + + 

Phenylalanine 
 

+ - + + 

Phosphocholine 
  

- + 
 

Proline 
  

- + + 

Threonine + + - + 
 

Tyrosine 
  

+ 
  

Uridine + + - + + 

Valine 
 

+ - 
 

+ 

 

 1 

Table 2. Metabolite changes correlated to stress regime, sex, and functional phenotypes. We 

calculated the correlation coefficient (R) between individual metabolite intensities and the 

OPLS predictive components of models (Supplementary Table S4) to identify metabolites that 

are different between males and females under benign control conditions, different between 

female control flies and female stressed flies, linear change in the sex difference with stress 

(Fig.1D). We also performed OPLS modelling of egg-to-adult viability and the difference in 

body mass between males and females, based on the sex specific metabolite changes. A plus 

sign (+) denotes an significant increase in concentration in female control flies relative to male 

control flies, in female control flies relative to female stressed flies, in stressed flies along the 

linear trajectory in Fig. 1D, a positive correlation with egg-to-adult viability, and with the sex 

difference in dry weight. A minus sign denotes the opposite. Significant spectral correlations 

were identified by applying sequential Bonferroni correction (P<0.05) for an assumed total 

number of 100 metabolites. Only significant correlations are presented. *Full name of the 

galactoside is 1-O-(4-O-(2-aminoethyl phosphate)-ß-D-galactopyranosyl)-glycerol. 
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Figure 2. Relationship between stress severity (measured by egg-to-adult viability) and PC1 of 

the sex differentiation metabolite model (A), and difference in dry body mass between females 

and males (B). The mean viability for both sexes is used here for each vial (n=25). PC1 scores 

of the sex differentiation metabolite model are from Fig. 1D (n=8). Difference in dry body mass 

is calculated as the difference between mean female and male body mass. The SE of this 

difference is calculated from the variance sum law as: √
𝛔𝐅

𝟐

𝐧𝐅
+

𝛔𝐌
𝟐

𝐧𝐌
, where σ2 are the variances and 

n are the sample sizes of females (F) and males (M), see Table 1 for exact sample sizes. 
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In conclusion, our results suggest that under stressful conditions the male metabolome 

is rather robust, while females are more sensitive, and become more similar to males 

in their metabolic composition. This is also evident in the different responses in body 

mass to increasing stress, where females show a more plastic response, and become 

more similar to males. Thus, we show a very high degree of concordance between 

stress responses on both the metabolic and a functional phenotypic level, where we 

observed a decrease in sexual dimorphism under stressful conditions. Numerous 

suggestions are put forward in the literature to explain why sexual dimorphism is 

commonly observed in natural and domestic populations, and sexual selection and 

ecological factors are commonly proposed explanations for differences between males 

and females, thoughts that go all the way back to Darwin and Wallace (Darwin 1874; 

Wallace 1889). Ketola et al. (2012) found that the heritability for heat tolerance was 

differentially affected by developmental temperature for males and females, and that 

most of the genetic variation for the trait was genetically uncorrelated in the two sexes, 

allowing independent evolution. More sophisticated designs than ours are needed to 

enable discriminating between these and other non-mutually exclusive alternatives 

(see e.g. Cooper, 2010), but we do show rather convincingly, that environmental 

factors have strong impacts on the degree of sexual dimorphism and that molecular 

and functional phenotypic differences between male and female flies are diminished 

with increasing levels of environmental stress, providing support for Wallace’s ideas 

about the importance of ecological factors in shaping sexual dimorphism (Wallace 

1889). Further studies are needed to fully elucidate the evolutionary implications of 

these results and we suggest that the impact of environmental stress is considered 

more in future empirical and theoretical work within this fascinating research field. 
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SUPPLEMENTARY INFORMATION FOR PAPER II 

Table S1:  Protocol for preparing experimental media. 

Table S2: 1H NMR chemical shifts and integration range used for correlations. 

Table S3:  OPLS model statistics for parameter prediction from metabolite data. 

Figure S1: Sex-specific effects of stressors on functional phenotypes. 
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Supplementary Table S1. Protocol for preparing experimental media. Ingredients 

listed for 1 litre of media, notes and references related to the specific treatments. 

Temperature in the climate rooms was monitored with data loggers (iButton DS1923-

F5 with software OneWireViewer x64 version 0.3.15.50, Maxim, Sunnyvale, CA). 

All treatments were maintained at an average ± SD temperature of 23.01±0.07 °C and 

50-70 %RH, except the heat treatment, which was maintained at 32.01±0.27 °C and 

50-70 %RH.  
 1 

Treatment 
Ingredients  

(per L of media)  
Notes References 

Control 

(standard) 

30 g ground 

oatmeal 

40 g sucrose 

16 g agar 

60 g dry yeast 

1 mL acetic acid  

12 mL Nipagen 

Nipagen is 95 g/L methyl-4-

hydroxybenzoate in ethanol (70 

vol% in water). Nipagen and acetic 

acid is added to the media after it 

has cooled to 70°C to control fungal 

growth. All standard based media 

was prepared the day before egg-

collection, and stored at room 

temperature overnight. 

 

- 

Heat Standard As above except vials are 

maintained at 32°C. 

e.g. Kristensen et 

al. (2015); Ørsted, 

Schou, & 

Kristensen, (2017).  

 

Low 

nutrition 

3 g dry yeast 

16 g agar 

Yeast was dissolved in water prior 

to adding to boiling water with agar  

 

Schou, Loeschcke, 

& Kristensen 

(2015); Urquhart-

Cronish & 

Sokolowski (2014)  

 

Acid Standard (969 mL) 

+ 31 mL acetic acid 

Acetic acid is added slowly and 

whisked in to ensure a homogenous 

batch. 

Nominal concentration of acetic 

acid: 0.7 M. 

 

Clark & Fucito 

(1998); Hodge, 

Campbell-Smith, & 

Wilson (1996); 

Hodge (2001) 

 

Ammonia Standard (900 mL) 

+ 21.4 g ammonium 

chloride (NH4Cl) 

Ammonium chloride was dissolved 

in 100 mL water and added to the 

media after it had cooled to 70°C. 

Nominal concentration of 

ammonia: 0.4 M. 

 

Borash et al. (2000)  

Ethanol Standard (940 mL) 

+ 60 mL absolute 

ethanol 

Ethanol was whisked carefully into 

the media after it had cooled to 

below 50°C. This prevents 

excessive evaporation, and should 

result in no more than 10-15 % loss 

(Yampolsky, Glazko, & Fry, 2012). 

Furthermore, this media was 

prepared immediately before use on 

the day of egg-collection. 

 

Yampolsky et al. 

(2012); Logan-

Garbisch et al. 

(2014) 
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Supplementary Table S2. 1H NMR chemical shifts and integration range used 

for correlations. Identity of the metabolites was verified using all the listed chemical 

shifts. Signal intensities used for the correlations presented in Table 2 were calculated 

as the total intensity within the integration range. Note that some of the signals used 

to estimate intensities of different metabolites overlap with other signals. *Full name 

of the galactoside is 1-O-(4-O-(2-aminoethyl phosphate)-ß-D-galactopyranosyl)-

glycerol. 

 

 

 

 

 

Metabolite chemical shifts (ppm) 

Integration range 

(ppm) 

Alanine 1.47 1.476 – 1.462 

Asparate 2.80, 2.65 2.799 – 2.787 

Betaine 3.88, 3.26 3.260 – 3.252 

Choline 4.05, 3.19 3.196 – 3.189 

Fatty acid 5.31, 1.28, 0.89 0.883 – 0.823 

Glucose 5.22, 4.64, 3.83 4.635 – 4.625 

Glutamate 2.34, 2.12, 2.05 2.359 – 2.335 

Glutamine 2.44, 2.13 2.454 – 2.416 

Galactoside* 4.46, 4.18, 3.93, 3.76, 3.61 4.466 – 4.451 

Isoleucine 1.45, 1.00, 0.93 1.009 – 0.993 

Leucine 1.69, 0.95 0.965 – 0.946 

Maltose 5.40, 4.65 5.411 – 5.397 

Methilnine 

sulphoxide 3.88, 3.01, 2.74, 1.67 2.744 – 2.739 

Methionine 3.86, 2.63, 2.15 2.640 – 2.622 

Phenylalanine 7.42, 7.37, 7.32 7.422 – 7.404 

Phosphocholine 4.17, 3.21 3.215 – 3.208 

Proline 2.12, 2.01 2.039 – 1.995 

Threonine 4.25, 3.58, 1.32 1.326 – 1.323 

Tyrosine 7.18, 6.89 7.194 – 7.174 

Uridine 7.87, 5.90, 4.34 5.912 – 5.882 

Valine 2.27, 1.03, 0.98 1.042 – 1.023 

 1 
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Supplementary Table S3. OPLS model statistics for parameter prediction from 

metabolite data. Capability of the D. melanogaster metabolome to predict different 

parameters was tested using orthogonal projections to latent structures (OPLS) 

models. The test was done both with continuous parameters, as well as categorical 

parameters. A† describes the number of model components where the first number 

accounts for the predictive component(s) correlating with the predicted variable and 

the second the orthogonal component(s). N‡ describes the number of observations 

included in the model. R2§ describes how much of the total metabolite variation that 

is explained by the model. Q2* represents the predictability of the total model and is 

related to the statistical validity of the model. Q2 > 0.5 is considered significant and is 

bold in the table. Q2 was calculated using cross-validation with all measurements for 

one condition left out at a time. §§ The Q2 of this model refers to its ability to separate 

different stress treatments. The model is still useful for characterization of the linear 

stress trajectory.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Parameter Metabolome Type A† N‡ R2§ Q2* 

Female control vs. male control Control flies OPLS-DA 1+0 10 0.57 0.88 

Female control vs. stressed females Female flies OPLS-DA 1+0 30 0.26 0.85 

Linear stress trajectory for sex 

difference 
Sex difference 

O2PLS-

DA 
3+0+0 60 0.59 0.48§§ 

Egg-to-adult viability Sex difference OPLS 1+2 60 0.52 0.83 

Sex difference in dry weight Sex difference OPLS 1+2 60 0.54 0.76 

 1 
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Supplementary Fig. S1. (A) Effects of the six experimental treatments on dry body 

mass. In all panels, red circles are females and blue circles are males. Error bars 

represent SE (n=17-20 flies), and asterisks denote significant difference (as 

determined by one-way ANOVA and Welch’s t-tests). (B) Effects of the six 

experimental treatments on egg-to-adult viability. Error bars represent SE (n=25 

vials), and asterisks denote significant difference (as determined by GLM). (C) 

Correlations between dry body mass and severity of the stressful treatment measured 

as 1 - viability. (D) Correlations between dry body mass measured as % relative to the 

respective control for each sex and severity of the stressful treatment measured as 1 - 

viability. Error bars represent SE (n=17-20 for body mass difference and n=25 for 

stress severity (viability)). The lines represent linear regressions; red is for females 

and blue is for males, and R2 values are presented in the same sex specific colours. 
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ABSTRACT 

Trait variation is normally separated into genetic and environmental components, yet 

genetic factors also control the expression of environmental variation, encompassing 

plasticity across environmental gradients and within-environment responses. We 

defined four components of environmental variation: plasticity across environments, 

variability in plasticity, variation within environments, and differences in within-

environment variation across environments. We assessed these components for cold 

tolerance across five rearing temperatures using the Drosophila melanogaster 

Genetic Reference Panel (DGRP). The four components were found to be heritable, 

and genetically correlated to different extents. By whole genome single marker 

regression, we detected multiple candidate genes controlling the four components and 

showed limited overlap in genes affecting them. Using the binary UAS-GAL4 system, 

we functionally validated the effects of a subset of candidate genes affecting each of 

the four components of environmental variation and also confirmed the genetic and 

phenotypic correlations obtained from the DGRP in distinct genetic backgrounds. We 

delineate selection targets associated with environmental variation and the 

constraints acting upon them, providing a framework for evolutionary and applied 

studies on environmental sensitivity. Based on our results we suggest that the 

traditional quantitative genetic view of environmental variation and genotype-by-

environment interactions needs revisiting.   

 

Keywords: Environmental variation, plasticity, genetic control, cold tolerance, DGRP 
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INTRODUCTION 

Phenotypic trait variation can be partitioned into genetic (VG) and environmental (VE) 

variation. However, the expression of environmental variation is under heritable 

genetic control (Ros et al. 2004; Ibáñez-Escriche et al. 2008; Ayroles et al. 2015; 

Morgante et al. 2015; Sørensen et al. 2015; Blasco et al. 2017). While environmental 

variation has been studied for many decades, the underlying genetic mechanisms 

controlling VE are poorly understood, particularly as different forms of VE are 

recognized (Hill & Mulder 2010). The different forms of VE may be genetically 

independent, thereby having distinct impacts on evolutionary outcomes (Hill & 

Mulder 2010). Knowledge of the genetic basis of VE is important for understanding 

evolutionary trajectories in variable and potentially stressful environments (Zhang & 

Hill 2005; Lande 2014), when undertaking breeding programs aiming at generating 

homogenous phenotypes across different production conditions (Mulder et al. 2008; 

Hill & Mulder 2010), and for identifying the impact of environmental conditions on 

genotype specific responses to diseases and treatments in humans (Hunter 2005; 

Vasseur & Quintana-Murci 2013). Furthermore, the existence of several forms of VE 

may challenge the traditional view of genotype-by-environment (GxE) interactions. 

The ability of genotypes to produce a multitude of phenotypes when exposed to 

different environmental conditions is termed phenotypic plasticity. Environmental 

variation resulting from plasticity (here termed Vplast) is perhaps the most studied type 

of VE (DeWitt & Scheiner 2004; Valladares et al. 2006), and is usually assessed by 

measuring individuals of a given genotype under different environmental conditions 

(Table 1 and Fig. 1A). Trait plasticity is often regarded as being separate from trait 

means, thus, being controlled by a different set of genes capable of responding to 

selection (Stearns 1989; Scheiner & Lyman 1991). It is considered particularly 

important from an adaptive perspective because Vplast may allow populations to 

rapidly utilise novel ecological opportunities in temporally and spatially 

heterogeneous environments or respond to stressful conditions, including those 

emerging as a consequence of anthropogenic climate change (Teplitsky et al. 2008; 

Hoffmann & Sgrò 2011; Anderson et al. 2012). 

A second source of environmental variation is the within-environment variation 

(here termed VWE), which is a measure of the extent to which a genotype can produce 

the same phenotype within an environment (Table 1 and Fig. 1B). Like plasticity, 

within-environment variation is typically considered to be under genetic control (Ros 

et al. 2004; Ibáñez-Escriche et al. 2008; Ayroles et al. 2015; Morgante et al. 2015; 

Sørensen et al. 2015), and have recently been shown to respond to selection, without 

affecting trait mean (Blasco et al. 2017). This form of variation is also an important 

component of adaptive responses. For instance, in a fluctuating environment, 

stabilising selection will favour individuals, which produce high levels of variability 

in their offspring to maximise fitness (Zhang & Hill 2005; Devaux & Lande 2010). 
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This is often referred to as a diversified bet hedging strategy, and represent a 

genetically controlled form of variation expressed within an environment (Simons & 

Johnston 1997; Marshall et al. 2008). Improving our knowledge of the underlying 

genetic basis of VWE and its relationship to other components of environmental 

variation helps to understand and predict species responses in a more variable future 

climate (Chown et al. 2010). In applied breeding programs, where a homogenous 

phenotype is often desirable, in-depth knowledge of the genetic basis of VWE may 

have important economic value (Mulder et al. 2008; Hill & Mulder 2010). 

Two other forms of environmental variation impacting phenotypic variation can 

be recognized, but are not commonly characterised. The first involves developmental 

stability across environments; that is variation of within-environment variation across 

environments (here termed VAE). It measures the extent to which the expression of 

phenotypic variation within an environment is constant across the range of 

environments considered (Table 1 and Fig. 1B). The second involves variation of the 

plastic response (here termed Vv.plast), i.e., a measure of the extent to which the same 

genotype can consistently produce the same plastic response across environments 

(Table 1 and Fig. 1A).  

All four components of environmental variation are likely to be under genetic 

control, although for the latter two (VAE and Vv.plast) this has not been documented. 

Control of within-environment variation (VWE) is thought to be linked to heat shock 

proteins and several other classes of environmental stress responsive genes (Bergman 

& Siegal 2003; Sangster et al. 2008). The control of plastic responses is thought to 

reside with processes like acclimation and hardening (Schlichting & Pigliucci 1993; 

Beaman et al. 2016) and the genetic architecture of these processes have been 

investigated especially in Drosophila (Sørensen et al. 2005). However, it is currently 

unknown whether the different components of VE have the same underlying genetic 

basis, given that quantitative genetic and genomic analyses of the different 

components of VE have rarely been performed. 

Here we investigated the genetic control of the four components of environmental 

variation for cold tolerance in Drosophila melanogaster. Cold tolerance is an 

important trait for understanding evolutionary processes in natural populations 

because the ability to withstand low temperatures limits the geographic distribution 

of many species (Sunday et al. 2011; Williams et al. 2015) and cold tolerance in 

particular is a good predictor of present and future geographical distributions (Kimura 

2004; Overgaard et al. 2011; Araújo et al. 2013). Cold tolerance is strongly impacted 

by environmental variation; in ectotherms the trait is highly plastic (Schou et al. 

2017b), and plays a key role in determining adaptation to thermal extremes (Hoffmann 

et al. 2003; Chown et al. 2010; Overgaard et al. 2011). 
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We conducted a comprehensive investigation of the genetic basis for each of the 

four components of environmental variation impacting cold tolerance, as well as the 

correlation among these, using 166 inbred lines from the Drosophila melanogaster 

Genetic Reference Panel (DGRP) (Mackay et al. 2012). Individuals from each DGRP 

line were reared at five thermal environmental condition; 17, 20, 23, 26, and 29 °C, 

for one generation and the cold tolerance of adult males was then assessed using the 

dynamic measure critical thermal minimum (CTmin; the temperature of chill coma 

onset under gradual cooling (Overgaard et al. 2012)). The four components of VE 

were determined (Table 1) for each DGRP line, and to investigate the underlying 

genetic basis, we performed whole genome single marker regression for each 

component of VE and validated our results by gene expression knockdown using the 

UAS-GAL4 system. This allowed four questions about the genetic control of different 

components of VE affecting cold tolerance within and between environments to be 

answered: 1) Are the different components of VE heritable, i.e. have adaptive 

potential? 2) Is genetic variation of the different components of VE correlated? 3) Are 

the components of VE related to inherent (non-plastic) cold tolerance? and 4) What is 

the genetic architecture controlling the different components of VE?  

Table 1. Overview of the four components of environmental variation. Overview of four 

components of environmental variation as applied here to cold tolerance (CTmin); plasticity 

(Vplast), within-environment variation (VWE), across environment variation (VAE), and variation 

of the plastic response (Vv.plast) and how they are computed. Sample studies or reviews are 

included. 

 

Component of 

environmental 

variation 

Computation Definition References 

Plasticity, Vplast Regression coefficient (i.e. 

slope) of a linear 

regression of CTmin data as 

a function of rearing 

temperature. 

The ability of a genotype to produce a 

multitude of phenotypes when exposed 

to different environmental conditions. 

Norm-of-reactions are widely used in 

the study of phenotypic plasticity. 

 

Different indices of 

phenotypic plasticity 

are reviewed in e.g. 

Valladares et al. (2006) 

and DeWitt and 

Scheiner (2004). 
 

Within-

environment 

variation, VWE 

Coefficient of variation 

(CV = standard 

deviation/mean) within 

each environment. Line 

mean CV ( ) was also 

computed. 
 

How consistently a genotype produces 

the same phenotype within a given 

environment. Similar measures include 

micro-environmental variation. 

 

Ayroles et al. (2015); 

Morgante et al. (2015); 

Sørensen et al. (2015). 

 

Across 

environment 

variation, VAE 

Highest CV in any given 

environment minus lowest 

CV in any other given 

environment (ΔCV). 

Developmental stability across 

environments; the consistency of 

within-environment variation across 

environments. 

 

Tuljapurkar and Istock 

(1993). 

Variation in 

plastic 

response, Vv.plast 

 

Standard error of the 

slope. 

A measure of the extent to which the 

same genotype can produce the same 

plastic response consistently. 
 

Present study. 

 1 
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Fig. 1 Illustration of the four components of environmental variation. (a) Average values 

of any phenotype measured across an environmental gradient in individuals from three 

hypothetical genotypes differing in plasticity (Vplast), i.e. slope of the reaction norm, and thus 

in the contribution of plasticity to the overall environmental variation of the genotypes. 

Genotypes 1 and 2 have different phenotypic plasticity with genotype 1 being the most plastic. 

Genotype 3 is canalized and has no environmental variation as a result of plasticity. The shading 

represents the variation of the plastic response (Vv.plast), i.e. differences in the standard error of 

the slope. Here genotype 1 has the highest plasticity and simultaneously the highest variation 

in the plastic response, whereas genotypes 2 and 3 have the same slope SE despite having 

different slopes. (b) Environmental variance (measured as the coefficient of variation, CV) of 

three hypothetical genotypes (separate from panel (a)) across an environmental gradient. Points 

represent the within-environment variation (VWE) measured as within-environment CV. 

Dashed grey lines represent a measure of the mean within-environment variation (CVതതതത) across 

environments. On the right-hand side the difference in variation across environments (VAE) 

measured as ΔCV is shown. The genotypes differ in both variation within-environments and 

across environments. Genotype 1 has a consistently high CV in all environments, i.e. the 

phenotypic variation within each environment is large, and consistently so across environments 

(low ΔCV). Genotype 2 has low CVs in some environments but high in others, i.e. an 

intermediate CVതതതത, but a high variation in the expression of phenotypic variation across 

environments (high ΔCV). Genotype 3 has low CVs in all environments, i.e. low developmental 

instability both within and across environments. 
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MATERIALS AND METHODS 
 

Fly stocks and maintenance  

The DGRP consists of a collection of lines that through full-sib mating has been inbred 

to an expected inbreeding coefficient of F~1 (Mackay et al. 2012), resulting in the 

large majority of genomic sites being homozygous within line. The study included 

166 lines from the Drosophila melanogaster Genetic Reference Panel (DGRP) 

(Mackay et al. 2012) obtained from Bloomington Drosophila Stock Center (NIH 

P40OD018537), 40 UAS-RNAi lines and the two corresponding genetic background 

strains from Vienna Drosophila Resource Center (Dietzl et al. 2007), and the GAL4 

line act5-GAL4/CyO, which was donated to us from colleagues at Copenhagen 

University, Denmark. All stocks were maintained at 23 °C, 50 %RH and a 12:12 h 

photoperiod on a standard oatmeal-sugar-agar-yeast medium for two generations in 

our laboratory prior to initiating the study. 

 

Thermal rearing conditions 

To assess the effect of thermal rearing condition on cold tolerance, the 166 DGRP 

lines were reared at five thermal conditions: 17, 20, 23, 26, and 29 °C. For each line, 

three replicates of approximately 20 adult flies (age 3-4 days), reproduced for 12 h at 

23 °C in vials containing 7 mL medium after which the flies were discarded and the 

vials were transferred to incubators (KBWF 720 E5.3, Binder, Tuttlingen, Germany) 

at the respective rearing temperature. The temperature within the incubators was 

continuously monitored using data loggers (iButton DS1923-F5 with software 

OneWireViewer x64 version 0.3.15.50, both from Maxim, Sunnyvale, CA, USA). 

Incubators maintained an average temperature (±SD) of 17±0.14 °C, 20±0.35 °C, 

23±0.15 °C, 26±0.37 °C, and 29±0.39 °C. 

 

Assessment of critical thermal minimum, CTmin 

Individuals from each of the five rearing conditions were assessed for their ability to 

tolerate low temperatures determined using a dynamic measure of critical thermal 

minimum (CTmin), which is a standardised procedure of gradual cooling (Overgaard 

et al. 2012). CTmin is defined as the temperature at which a complete cessation of 

movement is observed as a result of the flies entering chill coma. 

 Within one day after eclosion, a maximum of 20 adult males were collected under 

CO2 anaesthesia, transferred to a new vial with 3 mL medium, and returned to the 

respective temperature regime for 48 h. Assessment of CTmin was performed on 

approximately 10 male flies (age 60±12 h) per line per rearing temperature (for exact 

numbers see Supplementary Table S1). Flies were transferred to individual screw-cap 

glass vials (45 x 15 mm) and randomly placed in a metal rack, which was submerged 

into a water bath with ethylene glycol and water (1:3 vol.) pre-set to 23 °C. The 

temperature of the water bath was decreased at a rate of 0.1 °C/min, and the 
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temperature at which all movement of a fly ceased (gently tapping the vials with a 

metal rod and shining a flashlight) due to chill coma was recorded. In all experiments, 

12,612 flies were scored for CTmin. Because the rearing temperature affects 

developmental time and due to the scale of the experiment, the assays were performed 

on multiple days, at different time of the day and in two different water baths. To 

minimize potential bias due to these experimental factors, all assays were performed 

with the exact same setup, in the same location, and throughout the experiment all 

flies were scored for CTmin by the same person. The temperature in the water bath was 

continuously monitored during the assays with iButton data loggers. In the 

temperature range comparable among all assays (23.0 to 8.5 °C), the average cooling 

rates (±SD) of temperature change in the two baths were -0.0970±0.0016 °C/min and 

-0.0971±0.0017 °C/min, respectively. 

 

Measures of environmental variation 

Four types of environmental variation were computed (Table 1, Fig. 1). In order to 

retain a replicated structure of the data, the CTmin from each DGRP line and rearing 

temperature were grouped into three groups of individuals according to day of assay, 

time of day, and water bath, in this order. This way we also accounted for some of the 

variation due to experimental factors potentially impacting VE components, especially 

VWE (Supplementary Fig. S1). Based on the three replicate groups, the four 

components of environmental variation were computed (i.e. obtaining three replicates 

per measure per line) using log-transformed CTmin to ensure normality of the data. To 

test the robustness of the VE estimates, we performed 10,000 random samplings of 

three replicate groups of the same size as the experimental groups, with replacement 

of observations in each line and in each environment. The four VE components were 

calculated based on each of these samplings. We found a high degree of concordance 

between the estimates based on the three experimental groups and estimates based on 

randomly sampled groups across all the DGRP lines (see Supplementary information 

for details). 

Phenotypic plasticity (Vplast) was estimated as the regression coefficient of a linear 

regression (i.e., slope) of CTmin as a function of rearing temperature (Table 1, Fig. 

1A). We chose a linear fit because previous studies have shown that the relationship 

between CTmin and developmental temperature is linear (Schou et al. 2017a), and 

because linear norm-of-reaction analysis is the most commonly used in studies of 

phenotypic plasticity (Valladares et al. 2006). The variation of the plastic response 

(Vv.plast) was computed as the standard error of the regression coefficient (Table 1, Fig. 

1A), as this defined the uncertainty of determination of the plastic response. 

 Line specific variation, both within (VWE) and across (VAE) environments, was 

estimated using the coefficient of variation (CV = SD/mean) (Table 1, Fig. 1B). To 

enable the comparison of a single measure of within-environment variation with the 

other three components of environmental variation, we computed an average VWE as 



PAPER III 

100 

 

the mean of the individual CVs from each of the five rearing conditions (CVതതതത, Table 

1, Fig. 1B). As a measure of developmental stability, i.e. environmental variation 

across environments (VAE), we computed the difference between the highest CV and 

the lowest CV across environments (ΔCV, Table 1, Fig. 1B).  

 

DGRP genotypes 

Only segregating biallelic SNPs with a minor allele frequency ≥ 0.05, a Phred quality 

score ≥ 500, and a genotype call ≥ 0.8 were included. This resulted in a total of 

1,725,755 SNPs distributed on the six chromosome arms (2L, 2R, 3L, 3R, 4 and X). 

Sequence data including information on major inversions and Wolbachia infection 

status were downloaded from the DGRP2 facility (http://dgrp2.gnets.ncsu.edu). SNPs 

were annotated to genes using FlyBase annotation v5.49 (flybase.org). In addition, 

genes were linked to gene ontology (GO) categories (The Gene Ontology Consortium 

et al. 2000). Only GO terms with at least 10 directly evidenced genes were included. 

In total, SNPs were annotated to 10,517 genes and 1,117 GO terms. 

 

Quantitative genetic parameters 

The proportion of phenotypic variance explained by genetic variance (H2) and 

additive genetic variance captured by SNPs (h2) were estimated using the average 

information restricted maximum-likelihood (REML) procedure (Madsen et al. 1994; 

Johnson & Thompson 1995).  H2 was estimated as: 

H2=
σgL
2

σgL
2 +σe

2
 

where σgL
2  and σe

2 were obtained by fitting y = Xb + Zg
L
+ e, where y was a vector of 

phenotypic observations (CTmin at 23 °C and slope SE (log transformed), slope 

(untransformed), ΔCV and CVതതതത (both square root transformed)), b was a vector of 

fixed effects (day, bath, time on day, and Wolbachia infection status for CTmin, and 

for environmental variation phenotypes only Wolbachia infection status was 

included), g
L
 was a vector of random line effects assuming the DGRP lines to be 

independent, i.e. g
L
 ~ N(0, ILσgL

2 ), where IL was an identity matrix, and e was a 

random residual, e ~ N(0, Iσe
2). The estimate of h2 was obtained as: 

h
2
=

σg
2

σg
2+σe

2
 

where σg
2 and σe

2 were obtained by fitting y = Xb + Zg + e, where y was a vector of 

phenotypic observations (as defined above), b was a vector of fixed effects (as defined 

above, including five major polymorphic inversions, I2Lt, I2Rns, I3Rp, I3Rk and 

I3RMo), g was a vector of random genetic effects,  g ~ N(0, Gσg
2), where G was the 

genomic relationship matrix, and e was a random residual, e ~ N(0, Iσe
2). The G 

matrix was computed as G=WW'/m (VanRaden 2008), where m was the number of 
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genetic markers, and W was a centred and scaled genotype matrix. Each column 

vector of W, wi=
ai-2pi

√2pi(1-pi)
, p

i
 was the frequency of the minor allele at locus i, and ai 

was the ith column vector of the allele count matrix, A, containing the genotypes 

encoded as 0, 1, 2, counting the number of the minor alleles. Standard errors of the 

heritability estimates were obtained using the inverse of Fisher’s information measure 

multiplied by minus one (Lynch & Walsh 1998; Sorensen & Gianola 2002). 

 Phenotypic (ρ
p
) and genetic correlations (ρ

g
) were computed among inherent cold 

tolerance (defined as CTmin at 23 ℃), Vplast,  Vv.plast, VAE,  VWE. The genetic correlation 

was approximated as the correlation between SNP effects from the whole genome 

single marker regression (see below). In both cases, the correlations were obtained as 

𝜌 = cov(x, y) √σx
2σy

2⁄ , with standard errors computed as 𝑆𝐸𝜌 = √
1−𝜌2

𝑛−2
, where n was 

the sample size. 

 

Whole genome single marker regression 

For each component of VE and inherent cold tolerance (CTmin at 23 ℃) we performed 

whole genome single marker regression to test individual SNPs for association. In 

order to account for the fixed effects (i.e. experimental conditions, chromosomal 

inversions and Wolbachia infection) and polygenic inheritance among the DGRP 

lines, the response variables were the estimated genetic values (i.e., ĝ) obtained from 

linear mixed models described in ‘Quantitative genetic parameters’. Thus, the degree 

of association between the ith SNP and the component of VE was determined using a 

t-test of the regression of the genetic values on the ith SNP. Significance level was set 

to p-value < 1 x 10−5. This arbitrary significance level was based on a range of other 

DGRP studies (Durham et al. 2014; Montgomery et al. 2014; Vaisnav et al. 2014; 

Gaertner et al. 2015). 

 Functional categories, here GO categories, were tested for enrichment of 

associated SNPs, i.e., SNPs with p-values < 1 x 10−5. We used a count based set test 

approach (previously described by (Rohde et al. 2016; Sørensen et al. 2017), which 

counts the number of genetic markers in a particular GO term that are associated with 

the trait. The enrichment score was computed as: 

𝑇count = ∑ 𝕀(𝑡𝑖 > 𝑡0)

𝑚𝑓

𝑖=1

 

where 𝑚𝑓is the number of markers within the GO term, 𝑡𝑖 is the i-th single marker p-

value, 𝑡0is the significance threshold (here 𝑡0 = 1 × 10−5), and 𝕀 is an indicator 

function that takes the value one if the argument is satisfied. Under the competitive 

null hypothesis, i.e., individually associated SNPs are distributed randomly across the 

genome, the significance can be determined by obtaining an empirical distribution of 

𝑇count. Here, the empirical distribution was obtained using the circular permutation 
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approach as described by Cabrera et al. (2012), where the genome was considered to 

be circular. Then, the set of SNP p-values were permuted by rotating with respect to 

their genomic position, i.e., a random number between one and the total number of 

SNPs was drawn, and the observed SNP p-value of the first SNP in the genome rotates 

to that of the random number-th SNP, and all other SNP p-values rotate to the same 

degree to the corresponding SNPs. Thus, the SNPs retain the original order but, at 

each permutation, gain new random p-values. This uncouples the association between 

SNP and GO term, while retaining the correlation pattern (due to linkage 

disequilibrium) among p-values. For each permutation (here 10,000) a new 𝑇count 

statistic was computed based on the original position of the GO term, and a empirical 

p-value was obtained as a one-tailed test of the proportion of permuted test statistics 

that were larger than the observed. 

 A permutation approach was used to test if the number of genes and GO terms in 

common between traits was larger than expected. Initially, an incidence matrix with 

n rows (number of genes or GO terms) and m columns (the number of traits, i.e., five) 

was constructed: genes or GO terms associated with a trait was set to one, otherwise 

to zero. The true overlap between traits was compared to an empirical distribution 

obtained by permuting the elements within columns and computing the overlap 

(x10,000). The probability of the observed overlap was estimated under the null 

hypothesis of independent association among traits. An empirical p-value was 

obtained as the fraction of all permutations with an overlap equal/higher to the 

observed overlap among traits. 

 

Across environment predictions 

In order to support the estimated genetic correlations, we used the results from the 

whole genome single marker regression to predict the observed values of inherent cold 

tolerance and values of the four VE components. This was achieved by fitting series 

of genomic best linear unbiased prediction (GBLUP) models (Meuwissen et al. 2001) 

and genomic feature best linear unbiased prediction (GFBLUP) models (Sarup et al. 

2016; Edwards et al. 2016). The GBLUP models serves as a NULL model fitting all 

SNPs within one random genetic component assuming all SNP effects to be drawn 

from the same distribution: 

ỹ = μ + Zg + e 

where 𝛍 is a vector of the overall mean, 𝐙 are design matrices linking adjusted 

phenotypic values to genetic values (g) captured by all SNPs; 𝐠~N(0, 𝐆σg
2). ỹ is a 

vector of adjusted phenotypic values, i.e. ỹ = g+e, where the genetic and residual 

effects were obtained from the linear mixed model from the ‘Quantitative genetic 

parameters’. The GFBLUP model includes an additional random genetic effect, that 

allows one to assess the importance (in terms of e.g., variance explained or predictive 

ability) of a selected set of SNPs: 

ỹ = μ + Zf + Zr + e 



PAPER III 

103 

 

with same specifications, as in the GBLUP model, except f is a vector of line-specific 

genetic effects for the SNPs within the genomic feature, and r is a vector of line-

specific genetic values for the SNPs not within the genomic feature (i.e. the remaining 

SNPs). The random genetic and residual effects were assumed to be independent 

normally distributed: f ~ N(0,  Gfσf
2), r ~ N(0,  Grσr

2), e ~ N(0, Iσe
2), where Gf and 

Gr were computed as described in the paragraph above for the subset of SNPs. Here, 

the feature group contained SNPs that in the whole genome single marker regression 

with a p-value bin, i.e., p < 1E-5, 1E-4, 0.001. 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 

0.7, 0.8 and 0.9. Specifically, the feature groups were based on the p-values obtained 

from one trait (inherent cold tolerance or a component of VE), and the predictions 

were performed for another trait. A total of 20 cross-trait predictions were performed. 

For each genomic feature (i.e., p-value bin) a GFBLUP model was fitted, and the 

performance was measured as the predictive ability, which is the correlation between 

observed and predicted genomic effects (see below), compared to the predictive 

ability of the GBLUP model using 10-fold cross validation, i.e., 9:10 as training set 

(t), and 1:10 as a validation set (v) with 100 training and validation sets. The predicted 

genetic effects for GFBLUP of lines in the validation set were computed as: 

ĝ
v
=(Gfv,t

σ̂f
2
+Grv,t

σ̂r
2)[Gft,t

σ̂f
2
+Grt,t

σ̂r
2
+It,tσ̂e

2]
-1

(ỹ
t
-μ̂

t
) 

Similarly, for the GBLUP model, the genetic effects were computed as: 

ĝ
v
=(Gv,tσ̂g

2)[Gt,tσ̂g
2
+It,tσ̂e

2]
-1

(ỹ
t
-μ̂

t
) 

 

Validation of candidate genes 

For each VE measure we selected top 10-11 associated genes to be used in gene 

expression knockdown using the binary UAS-GAL4 system. For each rearing 

temperature, virgin females from the UAS-RNAi lines where crossed to actin-GAL4 

(y1 w*; P{Act5C-GAL4}25FO1/CyO,) males to ubiquitous knockdown gene 

expression of individual candidate genes in the F1 adult male offspring. CTmin of ca. 

20 flies from each UAS-GAL4 cross and rearing condition were assessed. Each 

measure of VE was then estimated based on seven replicates, each consisting of ca. 3 

flies. The observed phenotype (i.e., the four VE components) of the UAS-GAL4 F1 

males was compared to a corresponding control line with the same genetic 

background crossed to the GAL4 line, and significance was assessed using a one-

tailed Mann-Whitney U-test. The p-values were corrected for multiple testing using 

Bonferroni correction. The standard error of the difference of means were determined 

as σM1−M2
= √

σ1
2

n1
+

σ2
2

n2
, where M1 and M2 are means, 𝜎1

2 and 𝜎2
2are the variance 

among replicate values, and n1 and n2 are number of replicates of the UAS-GAL4 line 

and its control, respectively. 
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Assessment of inbreeding effects using diallel crosses 

To test whether differences in CTmin between DGRP lines was due to line-specific 

inbreeding effects, we evaluated potential inbreeding depression by comparing 

CTmin of parental lines and their hybrids. In addition, the contribution of dominance 

and overdominance affecting the inheritance of CTmin was evaluated. A set of half 

diallel crosses of selected DGRP lines was used (Supplementary Table S3). Five 

DGRP lines with high average CTmin and four lines with low average CTmin 

(averaged across the five rearing temperatures), all free of Wolbachia, were used in 

the crosses. Less than 8 h after eclosion, five to ten virgin males and females were 

collected under CO2 anaesthesia and put into separate vials, and left for 48 h to 

recover before the crosses were established. Hereafter, they were transferred to a 

new vial for egg-laying for four time periods of 12 h at 23 °C using the same setup 

as in the main experiment. All possible crosses between the selected DGRP lines 

were performed, resulting in a total of 36 hybrid crosses (approximately equal 

amount of crosses were done with males and females from each of the high and low 

CTmin lines). At an age of 60±12 h 8 males from the 36 hybrid crosses and 9 parental 

lines were tested using the same setup as in the main experiment. Measures of 

additive and non-additive components were obtained by computing the general 

combining ability (GCA) and specific combining ability (SCA). The GCA/SCA 

ratio evaluates the contribution of additive vs. non-additive gene action responsible 

for the inheritance of the trait. GCA/SCA < 1 indicates larger effects of the non-

additive gene action, whereas, GCA/SCA > 1 indicates greater importance of 

additive gene action (Griffing 1956).  

 

Statistical software 

All analyses were done within the R programming environment (R Core Team 2017). 

All quantitative genetic and genomic analyses were performed with the “qgg” package 

freely available at http://psoerensen.github.io/qgg/. In particular, the mixed models 

are efficiently solved using the average information REML implemented in DMU 

(Madsen et al. 1994). The AI-REML function in the “qgg” package provides an R 

interface to DMU, which can be downloaded from http://dmu.agrsci.dk/DMU/. Genes 

were linked to GO categories, using the BioConductor package ‘org.Dm.eg.db’ v. 

2.14 (Carlson 2017). Estimates of GCA and SCA were obtained following the 

methodology of Griffing (1956) for analysis of parental and hybrid genotypes 

(Method II) with a random effects model using the R package “DiallelAnalysisR” 

(Yaseen 2016). 

 

 

 

 

 

http://psoerensen.github.io/qgg/
http://dmu.agrsci.dk/DMU/
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RESULTS 
 

All four components of environmental variation had a heritable component 

Plasticity (Vplast) was estimated as the slope of a linear regression of CTmin as a 

function of rearing temperature, and the variation of the plastic response (Vv.plast) was 

computed as the standard error of the slope (Table 1). Within-environment variation 

(VWE) for CTmin was estimated using the coefficient of variation (CV = SD/mean). To 

enable the comparison of a single measure of within-environment variations (CVs) 

with the other three components of environmental variation, we computed a line mean 

VWE (Table 1). As a measure of environmental variation across environments (VAE), 

we computed the DGRP line specific difference between the highest CV and lowest 

CV across environments (Table 1).  The robustness of all four measures was 

confirmed with resampling as described above (Supplementary Fig. S1). We observed 

large phenotypic differences among the DGRP lines in the four measures of 

environmental variation (Fig. 2) and in CTmin at the individual temperatures 

(Supplementary Table S1). The broad and narrow sense heritability estimates (H2 and 

h2) of the four components of environmental variation were all significant and varied 

considerably with VWE and VAE having low estimates, Vv.plast an intermediate estimate, 

and Vplast having the highest estimate (Fig. 2). We observed significant positive 

phenotypic (ρ
p
) and genetic correlations (ρ

g
) among VWE, VAE and Vv.plast, and between 

Vplast and Vv.plast (Fig. 2), however, Vplast was only weakly positively correlated with 

the other measures of environmental variation (Fig. 2). The correlations between the 

rank orders of the DGRP lines for the four measures of environmental variation 

resembled these patterns, with the highest correlation between the rank order of VWE 

and VAE (Supplementary Fig. S2). 
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Fig. 2 Estimated genetic parameters and correlations between cold tolerance and the components of 

environment variance. Estimated genetic parameters for inherent cold tolerance (i.e., CTmin at 23 ℃) and 

the components of environment variance (Vplast,  Vv.plast, VAE,  VWE). Diagonal elements show the DGRP 

line mean (±SE) sorted by increasing values within trait. Broad sense (H2) and narrow sense (h2) heritability 

estimates with their approximated SEs are shown. Plots above the diagonal show the phenotypic 

correlations (ρp, SE in parenthesis) between traits. Plots below the diagonal show the genetic correlations 

(ρg, SE in parenthesis). Here genetic correlations were approximated as SNP-correlations. Dashed lines are 

the regression lines visualizing the correlations. Genetic parameters in bold indicate values significantly 

different from zero, i.e. the estimate deviates more than 1.645 x SE from 0 (p < 0.05). Note that the y-axis 

across the top row changes because the correlations have been computed based on log(y), but CTmin values 

(i.e., top left panel) are shown in their original scale. 
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Single nucleotide polymorphisms (SNPs) associated with the four components 

of VE 

To disentangle the underlying genetic architecture of the four components of 

environmental variance, we applied whole genome single marker regression on 

individual genetic markers. At a nominal p-value threshold of p < 1 x 10−5 we found 

several SNPs associated with the four components of environmental variation 

(Supplementary Fig. S3 and Supplementary Table S4). In total, 148 genes (132 

unique) were significantly associated with one or more of the four components of 

environmental variation (30 for Vplast, 18 for Vv.plast, 35 for VWE, and 65 for VAE). The 

majority of genes were not in common between VE components, however, a 

significant overlap of 16 genes between VWE and VAE was found (Supplementary 

Table S4). In line with ρ
p
we found significant positive genetic correlations (ρ

g
) for 

the VE measures (Fig. 2), supported by increased predictive ability across traits when 

causal variants were used in the prediction models (Supplementary Fig. S4). To 

investigate whether there was overlap in the functional categories associated with each 

type of environmental variation, we performed a gene ontology (GO) enrichment test 

with sets of SNPs with a p-value < 1x10-5. We only found a significant overlap in GO 

terms between VAE and VWE (Supplementary Fig. S5) supporting the notion that there 

is some degree of similarity in the genetic architecture of these two VE components, 

and that the rest are decoupled on a functional level as well. 

 

Components of environmental variation are genetically distinct from inherent 

cold tolerance 
 

To assess if components of environmental variation were linked to inherent (non-

plastic) cold tolerance, we used CTmin of DGRP lines reared at 23 °C as a measure of 

inherent cold tolerance. While 23 °C is arbitrary, this is a benign temperature and 

normally used to rear the DGRP lines. We found a weak but significant negative 

phenotypic correlation between CTmin at 23 °C and Vplast supported by a negative 

genetic correlation (𝜌𝑔) (Fig. 2). Thus, there was a tendency that for individuals 

reared at 23 °C the most cold tolerant DGRP lines showed the highest degree of 

plasticity. Despite these correlations, we found no overlap of genes associated with 

inherent cold tolerance and Vplast. Similarly, we found no overlapping genes between 

inherent cold tolerance and Vv.plast, VWE and VAE (Supplementary Table S4) and 

inherent cold tolerance was a poor predictor of the four components of environmental 

variation (Supplementary Fig. S4). 
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Fig. 3 Effects of gene expression knockdown of the candidate genes for the four environmental 

variation components. Effects of gene expression knockdown of the candidate genes for (a) Vplast 

in orange (11 genes), (b) Vv.plast in green (10 genes), (c) VWE in blue (10 genes), and (d) VAE in 

purple (10 genes). Bars represent the absolute difference between the mean of a given gene assessed 

in the UAS-GAL4 lines and its respective genetic background. Asterisks denote significant 

difference from control as determined by a one-tailed Mann-Whitney U test between replicate values 

of each VE component compared to the control (n=14): * p-value < 0.05, ** p-value < 0.01. The p-

values has been corrected for multiple testing using the Bonferroni approach. Error bars represent 

standard error of the difference of means determined as σM1−M2
= √

σ1
2

n1
+

σ2
2

n2
, where M1 and M2 are 

means, 𝜎1
2 and 𝜎2

2are the variance among replicate values, and n1 and n2 are number of replicates of 

the UAS-GAL4 line and its control, respectively. 

 

Functional validation of candidate genes 

To phenotypically validate a set candidate genes, we selected 10-11 top candidate 

genes for each VE component and performed gene expression knockdown using the 

binary UAS-GAL4 system (Supplementary Table S5). The knockdown lines were 

reared under the same five thermal regimes as the DGRP lines, and then characterized 

for CTmin to allow estimation of the different components of VE for each candidate 

gene. Each UAS-GAL4 line was compared to a control line with the same genetic 

background. These comparisons provided evidence that 16 of the 40 tested candidate 

genes exhibited a significantly altered phenotypic response compared to the controls 

in the four components of VE (Fig. 3 and Supplementary Table S5). 
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We further tested whether the genetic (ρ
g
) and phenotypic (ρ

p
) correlations 

between the four components of VE and inherent cold tolerance (CTmin 23 °C) obtained 

using the DGRP (Fig. 2) were evident in the UAS-GAL4 lines, providing validation 

that the genes contributed to the genetic architecture of the traits in ways expected 

from the DGRP set. We compared the difference of each UAS-GAL4 line from its 

respective control (signed effect sizes) for all pairwise components of VE and inherent 

cold tolerance (CTmin 23 °C) using both the 10-11 candidate genes in each of the four 

VE components and all 40 candidate genes together (Supplementary Figs. S6-15). 

These comparisons showed that the highly significant correlations between VWE, VAE, 

and Vv.plast in the DGRP lines were also found in the distinct genetic backgrounds of 

the UAS-GAL4 lines. This was regardless of whether only the candidate genes for the 

individual VE components or all 40 candidate genes were used in the pairwise 

correlations (Supplementary Figs. S6-8). Similarly, the weak or non-significant 

correlations of ρ
g
 and ρ

p
 between Vplast and both VWE and VAE, as well between CTmin 

23 °C and Vv.plast, VWE and VAE in the main experiment was confirmed using the UAS-

GAL4 system (Supplementary Figs. S9-13). The positive correlation between Vplast 

and Vv.plast and the negative relationship between inherent cold tolerance and Vplast was 

also confirmed with the UAS-GAL4 system (Supplementary Figs. S14-15). Overall, 

the pairwise relationships between the four components of VE and inherent cold 

tolerance in the UAS-GAL4 lines were highly consistent with the observations in the 

main experiment using the DGRP (Fig. 4). 

 

Diallel crosses show additive gene action and no inbreeding effects 

Because inbreeding effects may confound interpretations of correlation patterns, we 

performed diallel crosses with selected DGRP lines to test if inbreeding depression 

affected CTmin (Supplementary Table S3). Out of 36 line crosses, 6 F1’s had 

significantly lower average CTmin than the mean of the parental genotypes (one sample 

t-test, t14 < -2.70, p < 0.05). We found no F1’s with lower average CTmin than the best 

performing parental genotype, i.e. with lowest CTmin (two-sample t-test, t7 > -1.75, p 

> 0.11). Overall, there was no significant difference in CTmin between parental 

genotypes and hybrid crosses (𝜒1
2= 1.48, p = 0.22, as determined by maximum 

likelihood). Based on one-way ANOVAs, a significant effect of general combining 

ability (GCA) was found (F8 = 11.55, p < 0.001), whereas no significant effect of 

specific combining ability (SCA) (F36 = 1.38, p = 0.075) was detected. The GCA/SCA 

ratio was 3.42, suggesting that inbreeding effects are minor. 
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Fig. 4 Comparison of pairwise trait correlations in the DGRP with correlations obtained 

in the UAS-GAL4 genetic background. Comparison of phenotypic (ρp) correlations between 

the four VE components and inherent cold tolerance (i.e. CTmin 23 °C) obtained from the DGRP 

(Figure 2) with the same pairwise correlations obtained when investigating top candidate genes 

for each component using the UAS-GAL4 system (ρ
𝐏
 (UAS-GAL4)). Estimates of 

ρ
𝐏
 (UAS-GAL4) were obtained as correlations for all combinations of the four VE components 

and inherent cold tolerance, and using all 40 tested candidate genes in calculating the 

correlation, regardless of which VE component these genes were associated with (see 

Supplementary Figs. S6-15). The coefficient of determination, R2, is shown. Letters denote 

correlations between the following combinations of VE components and inherent cold tolerance: 

A: Vplast and Vv.plast, B: Vplast and VWE, C: Vplast and VAE, D: Vplast and CTmin 23 °C, E: Vv.plast 

and VWE, F: Vv.plast and VAE, G: Vv.plast and CTmin 23 °C, H: VWE and VAE, I: VWE and CTmin 23 

°C, and J: VAE and CTmin 23 °C. 
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DISCUSSION 
 

Here we undertook a comprehensive analysis of the genetic control of environmental 

variation (VE) of cold tolerance in Drosophila melanogaster. This was obtained by 

partitioning environmental variation into four components: plasticity (Vplast), within-

environment variation (VWE), across environment variation (VAE), and variation of 

plasticity (Vv.plast; Fig. 1 and Table 1). We investigated the genetic basis for each 

component, the independence of these components from each other and from inherent 

cold tolerance, and the genes governing these patterns.  

We found considerable variation among the DGRP lines for within-environment 

variation (VWE) (Fig. 2 and Supplementary Table S1) suggesting genetic control of 

the trait which is consistent with recent studies (Ayroles et al. 2015; Morgante et al. 

2015; Sørensen et al. 2015). The finding that VWE is under genetic control suggests 

that this trait will be impacted by selection and genetic drift. Such effects have 

implications for breeding programs where consistent trait values are often desirable 

(Hill & Mulder 2010; Rönnegård et al. 2013). For decades, VE has been seen as 

separate from genetic variation in classic quantitative theory (Falconer & Mackay 

1996). In traditional analyses, VE has typically been lumped into a residual variance 

component as part of the variance that cannot be explained by other components in 

the model. Only recently, have researchers started to acknowledge that VE also has a 

genetic basis (Ros et al. 2004; Ibáñez-Escriche et al. 2008; Ayroles et al. 2015; 

Morgante et al. 2015; Sørensen et al. 2015; Blasco et al. 2017). We expand on this 

with our novel proposed partitioning of VE into four components, which has 

implications for evolutionary biologists and breeders alike. 

We observed substantial genetic variation for plasticity (Vplast) (Fig. 2) in line with 

high heritability of plasticity in fitness related traits in Daphnia magna (Stoks et al. 

2016), but inconsistent with some quantitative genetic models pointing to low genetic 

variation for plasticity, and thereby slow evolution of plastic responses (Berrigan & 

Scheiner 2004). The phenotypic and genetic correlations between Vplast and VWE were 

rather low but significant (Fig. 2) suggesting that the genetic mechanisms affecting 

trait plasticity and variation within environments share some characteristics. This 

implies that it will be difficult to fully disentangle the effects of plastic and non-plastic 

effects as organisms respond to changing environments (Via et al. 1995; van Kleunen 

& Fischer 2005; Stoks et al. 2016).  

We considered two novel components of environmental variation; across 

environment variation (VAE calculated as ΔCV) representing the extent to which 

within-environment variation changes across environments, and variation in the 

plastic response (Vv.plast calculated as standard error of the slope). The heritability 

estimate for Vv.plast was relatively high, suggesting a large degree of genetic variation 

for this trait (Fig. 2). The estimated H2 and h2 for VAE and VWE were significant and 

similar, suggesting potential for evolutionary change in both within- and across 
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environment variation. Selection for increased VAE would be beneficial for a 

population of similar genotypes if the optimum fluctuates in time and space such that 

some individuals would benefit from large VWE, whereas others would increase fitness 

by decreased VWE, resulting in a large VAE. As an example of genetic variation in VAE 

likely to be under selection, differentiated diapause or diapausing egg formation in 

insects can be considered, i.e. the situation where a fraction of genotypes always show 

diapause, a fraction of individuals diapause only at certain conditions, and a fraction 

that never diapause (Tuljapurkar & Istock 1993; Simons & Johnston 1997). This leads 

to situations where genotypes produce different levels of phenotypic variation both 

within and across environments. 

Partitioning of VE into four components is novel and genetic variation in these 

components is not captured by classic analyses of environmental variation and 

genotype by environment (GxE) interactions. Genotype specific plasticity can be 

regarded as a GxE interaction. To elaborate, our proposed partitioning of 

environmental variation into different components is not covered by a classic GxE 

paradigm, as we investigate both environmental variation within an environment 

(VWE) and environmental variation across environments (VAE). This results in 

potential interactions between genotype and VWE and between genotype and VAE, 

which cannot be distinguished under a GxE approach. The GxE term does not capture 

genotypic effects on environmental variation due to variation in the plastic response 

(Vv.plast), as this encompasses both variation within and across environments. 

Therefore, our partitioning provides new insights into the nature of genetic 

contributions to environmental variances and potential interactions among them. 

Phenotypic and genetic correlations between inherent cold tolerance (CTmin for 

flies developed at 23 °C) and Vv.plast, VWE, and VAE (Fig. 2) were rather weak and 

differed in direction, supported by a lack of overlapping genes between inherent cold 

tolerance and the four components of VE identified by marker regressions. This was 

confirmed in the validation using the UAS-GAL4 system. Gerken et al. (2015) 

similarly found little overlap between genes controlling basal and plastic cold 

tolerance. Other studies with D. melanogaster show variable associations between 

trait means and environmental variation (Harbison et al. 2013; Ayroles et al. 2015; 

Morgante et al. 2015). In the case of a positive correlation between trait means and 

overall VE, directional selection for increased trait means will simultaneously increase 

VE. This has been suggested as a reason for the high environmental variation typically 

observed in fitness related traits (Morgante et al. 2015). On the other hand, traits with 

a negative correlation between trait mean and trait variance can be of particular 

interest, especially in breeding programs where selecting for both increased trait value 

and trait homogeneity can be of economic value (Mulder et al. 2008; Hill & Mulder 

2010). We found some evidence of similarity in the genetic mechanisms controlling 

VWE and VAE as indicated by shared candidate genes (Supplementary Table S4) and 

the significant genetic correlation observed between these two VE components. 
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Similarly, we found an overlap of GO terms between VWE and VAE (Supplementary 

Fig. S5), which could suggest some shared characteristics on a higher functional level 

between these two VE components. 

We identified no overlapping genes between the Vplast and inherent cold tolerance 

(CTmin 23 °C) (Supplementary Table S4), suggesting partly separate genetic 

mechanisms for plasticity and inherent cold tolerance. The existence of regulatory 

genes that control plasticity but not trait means is often debated (Schlichting & 

Pigliucci 1993; Via et al. 1995), but there is supporting evidence (Schlichting & Levin 

1986; Scheiner & Lyman 1991). We did, however, find significant negative 

correlations between inherent cold tolerance and Vplast (ρp and ρ
g
) i.e. genotypes with 

low cold tolerance will on average tend to have low plasticity. This finding argues 

against a trade-off between plasticity and trait value (Murren et al. 2015). The debate 

about whether plasticity (hardening or acclimation) constrains an organism’s basal 

temperature tolerance is ongoing (Stillman 2003; Calosi et al. 2008; Chown et al. 

2010), and although trade-offs have been observed in some taxa (Stillman 2003; 

Gerken et al. 2015), a recent meta-analysis across taxa found a lack of support for the 

trade-off hypothesis (Gunderson et al. 2015). The results presented here were not 

confounded by inbreeding effects, as the diallel crosses showed no evidence of 

overdominance and only a very small degree of dominance. Furthermore, the general- 

and specific combining ability (GCA/SCA) ratio was well above 1, implying a greater 

relative importance of additive gene action compared to non-additive gene action 

(Griffing 1956). In accordance with other authors (Morgante et al. 2015), we found 

no association between any of the four VE measures and residual heterozygosity across 

the DGRP lines (results not shown). 

The majority of genes associated with Vplast with known biological functions were 

involved in regulatory processes of development (Adgf-A (Dolezal et al. 2005)), 

components of the nervous system (NetB (Labrador et al. 2005) and cno (Pérez-

Gómez et al. 2013)), immune responses (dpr16 (Vogel et al. 2003)), and in DNA 

repair (Pino (Park & Song 2008)), where we functionally validated the latter two (Fig. 

3). Regulatory genes are believed to be a crucial part of the genetic control of plasticity 

(Schlichting & Pigliucci 1993), and might therefore also be expected to be involved 

in expression variation in Vv.plast. Several of the candidate genes for Vv.plast have been 

shown to be involved in regulatory processes such as neurotransmitter regulation 

(CASK (Zordan et al. 2005)), regulation of transcription (EloA (Gerber et al. 2004)), 

regulation within biological pathways such as MAPK (alph (Baril & Therrien 2006)) 

and Notch (eIF-3p40 (Zhang et al. 2012)), and some of the candidate genes for Vv.plast 

have been identified in Drosophila as general environmental stress responsive genes 

(King-Jones et al. 2006; Baril et al. 2009). Here, we showed functionally that eIF-

3p40 and CASK have an effect on Vv.plast (Fig. 3). The gene mub was associated with 

both VAE and VWE, which we validated functionally for VAE (Fig. 3). This gene has 

been shown to be involved in thermosensory behaviour (Hong et al. 2008). Similarly, 
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we identified candidate genes that have previously been associated with variation in 

cold tolerance, e.g. Dys (Gerken et al. 2015), and Cad87A which has been associated 

with thermal stress (DeSalvo et al. 2008). 

The validation data strongly support the results from the DGRP for the individual 

gene functions (Fig. 3). Furthermore, the overall patterns of phenotypic relationships 

among the four VE components and between VE components and inherent cold 

tolerance was similar in the UAS-GAL4 and DGRP lines; in fact the phenotypic 

correlations among the VE components obtained from each of the two distinct sets of 

genotypes was highly correlated (Fig. 4 and Supplementary Figs. S6-15), despite the 

UAS-GAL4 lines coming from distinct genetic backgrounds. This further strengthens 

our confidence in the conclusions drawn on the basis of the DGRP comparison. It also 

represents a novel way of utilizing this gene expression knockdown system, beyond 

simply functionally validating individual genes. 

In conclusion, CTmin and all four components of environmental variation were 

under genetic control. Some of these components of VE were weakly genetically 

correlated to each other, suggesting some shared genetic architecture. Despite being 

correlated, there was little overlap in genes controlling different components of 

environmental variation, suggesting separate selection targets. Using genomic 

resources we identified new candidate genes that are shared between the different 

components of VE and genes specific to particular components. 

Empirical studies on the genetic basis of VE are still in their initial phase, with most 

studies aiming simply to document its existence (Mulder et al. 2008; Ayroles et al. 

2015; Sørensen et al. 2015). We have conceptualized the partitioning of overall 

environmental variation into separate identifiable components to an extent well 

beyond what has been attempted before, and shown substantial genetic variance for 

each component. We propose that our study can work as a hypothesis-generating 

platform motivating future studies elucidating the nature of evolutionary forces 

maintaining variation for VE components and their interactions. 
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Text S1:  Resampling of VE estimates. 

Figure S1:  Correlations between VE measures based on experimental groups, and on 

resamplings. 

Figure S2:  Pairwise correlations between rank order of the DGRP lines for all VE 

measures. 

Table S1: Line mean, standard error and number of replicates per trait for all DGRP 

lines. (supplied online: goo.gl/Ba1vum) 

Table S2: Phenotypic correlations between Vplast, Vv.plast, VWE, and VAE based on 

resampled observations. 

Table S3: List of DGRP lines used for assessment of inbreeding effects in diallel 

crosses. 

Table S4: Top SNPs associated with Vplast, Vv.plast, VWE, and VAE.  

  (supplied online: goo.gl/ZrKKM6) 
 

Table S5: Results of functional validation of candidate genes for Vplast, Vv.plast, VWE, 

and VAE using the UAS-GAL4 system. 
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RESAMPLING OF VE ESTIMATES 
 

In order to retain a replicated structure of the data, the CTmin from each DGRP line 

and rearing temperature were grouped into three groups of individuals according to 

day of assay, time of day, and water bath, in this order. This way we also accounted 

for some of the variation due to experimental factors, potentially impacting VE 

components, especially VWE. The grouping was done because it has previously been 

shown that the power to detect causal variants increases with within-line replicates 

rather than using line means (Edwards et al. 2016; Sørensen et al. 2017). Based on 

the three replicate groups, the four components of environmental variation were 

computed (i.e. obtaining three replicates per measure per line) using log-transformed 

CTmin to ensure normality of the data. To avoid pseudo-replication, we only used each 

observation once, but to test the robustness of the VE estimates, we performed 10,000 

random samplings of three replicate groups of the same size as the experimental 

groups with replacement of observations in each line and in each environment, and 

calculated the four VE components based on each of these samplings. We found high 

correlations between the estimates based on the three experimental groups and 

estimates based on randomly sampled groups across all the DGRP lines (R2 = 0.95, 

0.71, 0.80, 0.80 for Vplast, Vv.plast, VWE, VAE, respectively; Supplementary Fig. S1 

below). Only VWE estimates were consistently lower in the experimental groups as 

compared to randomly sampled groups, which is not surprising given the experimental 

replicates were grouped based on experimental design to account for known variance. 

 For association mapping and identification of candidate genes, it is not the 

magnitude of the estimates per se that are important, but rather the rank order of the 

lines. When comparing the rank order of the DGRP lines between the experimental 

groups and estimates based on randomly sampled groups we found equally high 

correlations (R2 = 0.94, 0.86, 0.80, 0.74 for Vplast, Vv.plast, VWE, VAE, respectively). To 

illustrate the importance of the rank rather than estimate magnitude, we re-ran the 

GWA analysis on each of the four VE estimates based on the resampled groups (10,000 

x n=3). We identified all the validated candidate genes presented in the ms within the 

gene list from the resampled estimates. Almost 90% of the validated candidate genes 

were within top 10% of the candidate genes list for their respective VE component in 

the GWA on the resampled data. 
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Supplementary Fig. S1. Correlations between VE measures based on experimental 

groups, as used for quantitative genetic parameter estimation and association 

mapping, and VE measures based on 10,000 resamplings of three equally sized groups 

(for each resampling the VE measures were computed as the mean of the three groups, 

as for the experimental estimates). Correlations are shown for a. slope (as a measure 

of Vplast), b. slope SE (as a measure of Vv.plast), c. Mean CV (CVതതതത; as a measure of VWE), 

and d. Delta CV (ΔCV; as a measure of VAE). Each circle represents the mean value 

of those 10,000 resampled estimates. Coefficients of determination, R2, is shown as 

the mean correlation with the 95% confidence interval shown in square brackets. The 

dashed lines represent the 1:1 relationship. 

  

a b 
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Supplementary Fig. S2. Pairwise correlations between rank order of the DGRP lines 

for VE measures based on experimental groups; a. between Vplast and Vv.plast, b. 

between Vplast and VWE, c. between Vplast and VAE, d. between Vv.plast and VWE, e. 

between Vv.plast and VAE, and f. between VWE and VAE. Coefficients of determinations, 

R2, of the correlations are shown above each panel. 
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Supplementary Fig. S3. Each panel (A: Vplast, B:  Vv.plast,C:  VAE, and D: VWE) shows 

a Manhattan plot with degree of association on the y-axis (i.e., -log10(p-value)) and 

chromosomal SNP position on x-axis, points highlighted in red indicate p-value < 

1 x 10−5, a quantile-quantile plot comparing the expected and observed p-values, the 

distribution of all SNP effects, and the distribution of SNP effects of SNP with p-

value < 1 x 10−5.  

  



PAPER III - Supplementary Information 

128 

 

 

Supplementary Fig. S4. Across trait (i.e., CTmin 23 °C., Vplast ;  Vv.plast , VAE,  VWE) 

predictions using single marker regression results. The predictions are performed 

using sets of SNPs defined by single marker p-value (from p < 1 x 10−5 to p < 1, 

corresponds to the columns in the figure) to predict the phenotype of another trait 

(corresponds to the rows in the figure). Color coding indicates whether the set has a 

significant (adjusted p-value < 0.0001) better predictive ability than a GBLUP model 

within trait (horizontal line). 
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Supplementary Fig. S5. Results of the GO enrichment test analysis of each VE 

component. It was tested whether a set of SNPs (in a GO term) contained more SNPs 

with p < 1 x 10−5 than a randomly sampled set containing the same amount of SNPs. 

To test the significance level, a count based method was used (Rohde et al. 2016; 

Sørensen et al. 2017). The Venn-diagram shows the unique GO terms for each of the 

four VE components, overlapping GO terms, and the p-value of the overlap (ns is non-

significant). Only the overlap between VAE and VWE was significantly larger than 

expected by chance. The GO identification code is only shown for overlapping GO 

terms. 
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Supplementary Fig. S6. For the UAS-GAL4 lines we obtained the signed differences 

between VWE and its corresponding control (signed effect sizes) and between VAE 

and its corresponding control (signed effect sizes) for each of the 40 lines. Colors 

represent UAS-GAL4 lines selected for each of the four components of VE (top 

candidate genes selected for each trait). Black dashed line shows the linear regression 

based on all 40 candidate genes (degree of association is presented as Pearson’s 

correlation coefficient ρ(all)). In addition, regressions were performed on UAS-GAL4 

lines selected based on top candidate genes for the individual components of VE (10-

11 genes depending on the trait), and the degree of association between them are 

shown as Pearson’s correlation coefficients (ρ values). The SE of the ρ values are 

given in parenthesis. Significant associations are marked with an asterisks (*). A 

linear regression line is inserted when the association is significant.  
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Supplementary Fig. S7. For the UAS-GAL4 lines we obtained the signed differences 

between VWE and its corresponding control (signed effect sizes) and between Vv.plast 

and its corresponding control (signed effect sizes) for each of the 40 lines. Colors 

represent UAS-GAL4 lines selected for each of the four components of VE (top 

candidate genes selected for each trait). Black dashed line shows the linear regression 

based on all 40 candidate genes (degree of association is presented as Pearson’s 

correlation coefficient ρ(all)). In addition, regressions were performed on UAS-GAL4 

lines selected based on top candidate genes for the individual components of VE (10-

11 genes depending on the trait), and the degree of association between them are 

shown as Pearson’s correlation coefficients (ρ values). The SE of the ρ values are 

given in parenthesis. Significant associations are marked with an asterisks (*). A 

linear regression line is inserted when the association is significant.  
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Supplementary Fig. S8. For the UAS-GAL4 lines we obtained the signed differences 

between VAE and its corresponding control (signed effect sizes) and between Vv.plast 

and its corresponding control (signed effect sizes) for each of the 40 lines. Colors 

represent UAS-GAL4 lines selected for each of the four components of VE (top 

candidate genes selected for each trait). Black dashed line shows the linear regression 

based on all 40 candidate genes (degree of association is presented as Pearson’s 

correlation coefficient ρ(all)). In addition, regressions were performed on UAS-GAL4 

lines selected based on top candidate genes for the individual components of VE (10-

11 genes depending on the trait), and the degree of association between them are 

shown as Pearson’s correlation coefficients (ρ values). The SE of the ρ values are 

given in parenthesis. Significant associations are marked with an asterisks (*). A 

linear regression line is inserted when the association is significant.  
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Supplementary Fig. S9. For the UAS-GAL4 lines we obtained the signed differences 

between VWE and its corresponding control (signed effect sizes) and between Vplast 

and its corresponding control (signed effect sizes) for each of the 40 lines. Colors 

represent UAS-GAL4 lines selected for each of the four components of VE (top 

candidate genes selected for each trait). Linear regression based on all 40 candidate 

genes (degree of association is presented as Pearson’s correlation coefficient ρ(all)). 

In addition, regressions wre performed on UAS-GAL4 lines selected based on top 

candidate genes for the individual components of VE (10-11 genes depending on the 

trait), and the degree of association between them are shown as Pearson’s correlation 

coefficients (ρ values). The SE of the ρ values are given in parenthesis. None of the 

regressions presented on the figure are significantly different from zero. 
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Supplementary Fig. S10. For the UAS-GAL4 lines we obtained the signed 

differences between VAE and its corresponding control (signed effect sizes) and 

between Vplast and its corresponding control (signed effect sizes) for each of the 40 

lines. Colors represent UAS-GAL4 lines selected for each of the four components of 

VE (top candidate genes selected for each trait). Linear regression based on all 40 

candidate genes (degree of association is presented as Pearsons’ correlation 

coefficient ρ(all)). In addition, regressions were performed on UAS-GAL4 lines 

selected based on top candidate genes for the individual components of VE (10-11 

genes depending on the trait), and the degree of association between them are shown 

as Pearson’s correlation coefficients (ρ values). The SE of the ρ values are given in 

parenthesis. None of the regressions presented on the figure are significantly different 

from zero. 
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Supplementary Fig. S11. For the UAS-GAL4 lines we obtained the signed 

differences between ln(CTmin 23 °C) and its corresponding control (signed effect 

sizes) and between Vv.plast and its corresponding control (signed effect sizes) for each 

of the 40 lines. Colors represent UAS-GAL4 lines selected for each of the four 

components of VE (top candidate genes selected for each trait). Linear regression 

based on all 40 candidate genes (degree of association is presented as Pearson’s 

correlation coefficient ρ(all)). In addition, regressions were performed on UAS-GAL4 

lines selected based on top candidate genes for the individual components of VE (10-

11 genes depending on the trait), and the degree of association between them are 

shown as Pearson’s correlation coefficients (ρ values). The SE of the ρ values are 

given in parenthesis. None of the regressions presented on the figure are significantly 

different from zero.  
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Supplementary Fig. S12. For the UAS-GAL4 lines we obtained the signed 

differences between ln(CTmin 23 °C) and its corresponding control (signed effect 

sizes) and between VWE and its corresponding control (signed effect sizes) for each of 

the 40 lines. Colors represent UAS-GAL4 lines selected for each of the four 

components of VE (top candidate genes selected for each trait). Linear regression 

based on all 40 candidate genes (degree of association is presented as Pearson’s 

correlation coefficient ρ(all)). In addition, regressions wre performed on UAS-GAL4 

lines selected based on top candidate genes for the individual components of VE (10-

11 genes depending on the trait), and the degree of association between them are 

shown as Pearson’s correlation coefficients (ρ values). The SE of the ρ values are 

given in parenthesis. None of the regressions presented on the figure are significantly 

different from zero. 
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Supplementary Fig. S13. For the UAS-GAL4 lines we obtained the signed 

differences between ln(CTmin 23 °C) and its corresponding control (signed effect 

sizes) and between VWE and its corresponding control (signed effect sizes) for each of 

the 40 lines. Colors represent UAS-GAL4 lines selected for each of the four 

components of VE (top candidate genes selected for each trait). Linear regression 

based on all 40 candidate genes (degree of association is presented as Pearson’s 

correlation coefficient ρ(all)). In addition, regressions wre performed on UAS-GAL4 

lines selected based on top candidate genes for the individual components of VE (10-

11 genes depending on the trait), and the degree of association between them are 

shown as Pearson’s correlation coefficients (ρ values). The SE of the ρ values are 

given in parenthesis. None of the regressions presented on the figure are significantly 

different from zero. 
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Supplementary Fig. S14. For the UAS-GAL4 lines we obtained the signed 

differences between Vv.plast and its corresponding control (signed effect sizes) and 

between Vplast and its corresponding control (signed effect sizes) for each of the 40 

lines. Colors represent UAS-GAL4 lines selected for each of the four components of 

VE (top candidate genes selected for each trait). Black dashed line shows the linear 

regression based on all 40 candidate genes (degree of association is presented as 

Pearson’s correlation coefficient ρ(all)). In addition, regressions were performed on 

UAS-GAL4 lines selected based on top candidate genes for the individual components 

of VE (10-11 genes depending on the trait), and the degree of association between 

them are shown as Pearson’s correlation coefficients (ρ values). The SE of the 

ρ values are given in parenthesis. Significant associations are marked with an asterisks 

(*). A linear regression line is inserted when the association is significant.  
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Supplementary Fig. S15. For the UAS-GAL4 lines we obtained the signed 

differences between ln(CTmin 23 °C) and its corresponding control (signed effect 

sizes) and between Vplast and its corresponding control (signed effect sizes) for each 

of the 40 lines. Colors represent UAS-GAL4 lines selected for each of the four 

components of VE (top candidate genes selected for each trait). Black dashed line 

shows the linear regression based on all 40 candidate genes (degree of association is 

presented as Pearson’s correlation coefficient ρ(all)). In addition, regressions were 

performed on UAS-GAL4 lines selected based on top candidate genes for the 

individual components of VE (10-11 genes depending on the trait), and the degree of 

association between them are shown as Pearson’s correlation coefficients (ρ values). 

The SE of the ρ values are given in parenthesis. Significant associations are marked 

with an asterisks (*). A linear regression line is inserted when the association is 

significant. 
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Supplementary Table S1. Line mean per trait. This table is supplied online: 

goo.gl/Ba1vum. Line mean, standard error (SE) and number of replicates (n) per 

DGRP line per trait. It should be noted that each of the four VE measures is presented 

as a mean of the three replicate experimental groups (n=3), however each of those 

groups consists of flies from all environments (i.e. about 16.6 flies on average). 

 

Supplementary Table S2. Phenotypic correlations between Vplast, Vv.plast, VWE, and 

VAE based on resampled observations. Phenotypic correlations between Vplast, 

Vv.plast, VWE, and VAE based on the resampled estimates (10,000 x n=3). The numbers 

presented are the mean of 10,000 Pearson product-moment correlation coefficients, r 

for the resampled data followed by 95% confidence intervals in square brackets. The 

mean of these correlations were compared to the phenotypic correlations using the 

experimental groupings (Fig. 2), which are given in parenthesis in the table for 

reference. A Fisher’s z-transformation (n=166 for both correlation coefficients) was 

performed to test whether there were significant differences in the phenotypic 

correlations, and we found no such differences. 

 

 

  

 1  
Vplast Vv.plast VAE VWE 

Vplast - 0.33 [0.32;0.34] 

(0.35) 

0.24 [0.23;0.25] 

(0.20) 

0.23 [0.22;0.24] 

(0.19) 

 

Vv.plast 
 

- 0.52 [0.51;0.53] 

(0.54) 

0.58 [0.58;0.59] 

(0.66) 

 

VAE 
  

- 0.84 [0.84;0.85] 

(0.77) 

 

VWE 
   

- 

 

https://goo.gl/Ba1vum
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Supplementary Table S3. The nine DGRP lines used to assess whether differences 

in CTmin between DGRP lines was due to line-specific inbreeding effects. The top four 

lines had low average CTmin (averaged across the five rearing temperatures) in the 

main experiment and the bottom five had high average CTmin. All of these DGRP lines 

were free of Wolbachia. Half diallel crosses were set up using these parental lines; all 

possible crosses between the selected DGRP lines were performed, resulting in a total 

of 36 hybrid crosses (approximately equal number of crosses were done with males 

and females from each line). 

 

Supplementary Table S4. Top SNPs associated with Vplast, Vv.plast, VWE, and VAE.  

This table is supplied online: goo.gl/ZrKKM6. Top SNPs associated with each of 

the four components of environmental variation (Vplast, Vv.plast, VWE, and VAE), i.e. 

SNPs with a nominal p-value < 1 x 10−5. Each table contains the SNP ID 

(‘snpname’), the chromosome on which the SNP is located (‘chr’), the gene which the 

SNP is in physical proximity too (‘FB’), the gene symbol (‘sym’), the type of sequence 

ontology the SNP is located in (‘coding’), the distance in bases from SNP to gene 

(‘dist.’), the SNP effect (‘b’), the t-test statistic for association (‘t’), the p-value of 

association (‘pt’), and the minor allele frequency (‘MAF’). 

  

Genotype Mean CTmin (°C) 

DGRP_332 4.41 

DGRP_894 4.75 

DGRP_38 4.76 

DGRP_301 4.84 

DGRP_138 5.79 

DGRP_492 5.81 

DGRP_559 5.96 

DGRP_627 5.98 

DGRP_443 5.99 

 

https://goo.gl/ZrKKM6
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Supplementary Table S5. Results of functional validation of candidate genes for 

Vplast, Vv.plast, VWE, and VAE using the UAS-GAL4 system. Effects of gene expression 

knockdown of the candidate genes for Vplast (11 genes), Vv.plast (10 genes), VWE (10 

genes), and VAE (10 genes). Values represent the absolute difference between the 

mean of a given gene assessed in the UAS-GAL4 lines and its respective genetic 

background. Absolute differences are also shown for CTmin 23 °C. Asterisks denote 

significant difference from control as determined by a one-tailed Mann-Whitney U 

test between replicate values of each VE component compared to the control (n=14): 

* p-value < 0.05, ** p-value < 0.01, *** p-value < 0.001. To correct for multiple 

testing p-values are Bonferroni corrected. SE represent standard error of the difference 

of means determined as σM1−M2
= √

σ1
2

n1
+

σ2
2

n2
, where M1 and M2 are means, 𝜎1

2 and 

𝜎2
2are the variances among replicate values, and n1 and n2 are number of replicates of 

the UAS-GAL4 line and its control, respectively. 
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Gene Trait Abs. diff. SE Abs. diff. SE Abs. diff. SE Abs. diff. SE Abs. diff. SE

dpr16 Vplast 0.174 0.0197 *** 0.0036 0.0079 0.0507 0.0279 0.0343 0.0087 ** 0.0089 0.002 **

l(1)G0255 Vplast 0.157 0.0199 *** 0.003 0.0062 0.0078 0.0243 0.0228 0.008 * 0.0069 0.0013 **

Pino Vplast 0.0438 0.0186 * 0.0009 0.0051 0.0307 0.0224 0.0187 0.0098 * 0.0012 0.0017

NetB Vplast 0.0354 0.0182 ** 0 0.0055 0.0278 0.0213 0.0113 0.0097 0.0004 0.0019

CG7248 Vplast 0.0691 0.0245 ** 0.0224 0.0079 * 0.0622 0.0298 * 0.0093 0.0075 0.0111 0.0026 **

Magi Vplast 0.21 0.028 *** 0.0035 0.0104 0.02 0.0483 0.0084 0.0085 0.0046 0.0029

CG42747 Vplast 0.124 0.0146 *** 0.016 0.0048 ** 0.0346 0.0194 * 0.0076 0.0085 0.0011 0.0015

CG12589 Vplast 0.121 0.0143 *** 0.0001 0.0086 0.0367 0.0323 0.0049 0.0098 0.0004 0.0016

cno Vplast 0.0993 0.017 *** 0.0166 0.005 ** 0.0179 0.0172 0.0025 0.0072 0.0002 0.0016

obst-G Vplast 0.128 0.0223 *** 0.0164 0.0077 * 0.0627 0.0318 * 0.0001 0.0089 0.0085 0.0027 **

syd Vplast 0.0194 0.019 0.0016 0.0069 0.0054 0.0246 0.0001 0.0065 0.0001 0.0018

sick Vv.plast 0.124 0.0162 *** 0.0157 0.0113 0.12 0.0472 * 0.0137 0.0067 0.0074 0.0018 **

eIF-3p40 Vv.plast 0.125 0.0173 *** 0.0107 0.0049 * 0.0234 0.019 0.0138 0.0072 * 0.0049 0.0014 **

CASK Vv.plast 0.0102 0.0249 0.0054 0.005 0.0083 0.0207 0.0169 0.009 0.0037 0.0017 *

CG14739 Vv.plast 0.0732 0.017 *** 0.0121 0.0087 0.0025 0.0258 0.009 0.0101 0.0037 0.0019

Cyp309a2 Vv.plast 0.0657 0.0138 *** 0.0042 0.0075 0.0428 0.0335 0.0004 0.0075 0.0035 0.0015 *

Cyp309a1 Vv.plast 0.0842 0.018 *** 0.0068 0.0089 0.0092 0.0313 0.0065 0.0106 0.0024 0.0018

CG4449 Vv.plast 0.0813 0.0144 *** 0.0124 0.0065 * 0.0005 0.0268 0.0031 0.0081 0.0015 0.0019

CG9121 Vv.plast 0.0314 0.0198 0.0116 0.0072 * 0.0245 0.0215 0.0156 0.0085 0.0015 0.0015

EloA Vv.plast 0.0407 0.0162 ** 0.0098 0.007 0.0124 0.0301 0.0045 0.0088 0.0013 0.0014

Ir7b Vv.plast 0.0767 0.0152 *** 0.0138 0.0071 0.0219 0.0216 0.0019 0.0073 0.0007 0.0016

CG11395 VWE 0.211 0.0249 *** 0.0253 0.0079 ** 0.0737 0.0307 * 0.0044 0.0078 0.0088 0.0028 *

CS-2 VWE 0.0986 0.0213 *** 0.0223 0.0075 * 0.0636 0.0301 * 0.0134 0.0074 0.0118 0.0026 **

milt VWE 0.0635 0.0165 *** 0.0199 0.0056 ** 0.0351 0.0202 0.0055 0.0075 0.0039 0.0016 *

nrm VWE 0.126 0.0144 *** 0.0182 0.0053 ** 0.0263 0.0243 0.0099 0.0092 0.0001 0.0017

dpr6 VWE 0.0465 0.0195 * 0.0166 0.008 * 0.0424 0.0225 * 0.0544 0.0098 ** 0.0042 0.0024

luna VWE 0.0645 0.0185 *** 0.015 0.0057 * 0.0368 0.0194 * 0.0169 0.0071 * 0.0014 0.0016

mub VWE 0.0877 0.0179 *** 0.0126 0.0082 0.0364 0.0195 * 0.0503 0.0087 ** 0.0065 0.0018 **

CG7458 VWE 0.134 0.0207 *** 0.0097 0.0072 0.0057 0.03 0.0141 0.0078 0.0043 0.0015 *

CG7442 VWE 0.0856 0.016 *** 0.0089 0.0064 0.0116 0.0247 0.0026 0.0081 0.0019 0.002

Mmp2 VWE 0.0215 0.0167 0.0043 0.0078 0.0001 0.0233 0.0045 0.0092 0.0004 0.002

CG1636 VAE 0.111 0.0226 *** 0.0156 0.0073 * 0.0621 0.0306 * 0.0082 0.0097 0.0075 0.0028 **

px VAE 0.0191 0.0251 0.0094 0.0076 0.0593 0.0296 * 0.0489 0.0084 ** 0.0079 0.0029 *

mub VAE 0.0877 0.0179 *** 0.0126 0.0082 0.0364 0.0195 * 0.0503 0.0087 ** 0.0065 0.0018 **

CG43340 VAE 0.0168 0.016 0.0101 0.0067 0.0301 0.0211 0.0092 0.0079 0.0004 0.0016

Pka-R1 VAE 0.0903 0.014 *** 0.0066 0.0085 0.0215 0.03 0.0034 0.0086 0.0005 0.0017

CG15343 VAE 0.0243 0.0177 0.0052 0.006 0.0096 0.0234 0.0107 0.0107 0.0008 0.0017

Ugt VAE 0.0012 0.0216 0.0035 0.0071 0.0096 0.0262 0.0049 0.0084 0.0011 0.0014

CG11534 VAE 0.153 0.0175 *** 0.0048 0.0063 0.0041 0.0275 0.0263 0.0077 ** 0.0068 0.002 **

Sap47 VAE 0.101 0.0184 *** 0.0004 0.0064 0.0028 0.0267 0.0062 0.0075 0.0034 0.0022

Lsp2 VAE 0.0511 0.0214 * 0.0097 0.006 0.0018 0.0241 0.0221 0.0097 * 0.0006 0.0015

CTmin 23 °C VWE VAE Vplast Vv.plast
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ABSTRACT 

A rapidly increasing number of species experience population fragmentation and 

suffer from ecological and genetic consequences of small population sizes. Inbreeding 

and loss of genetic variation can decrease the ability to adapt to altered 

environmental conditions through evolutionary changes and can cause inbreeding 

depression. One solution to these genetic problems is the implementation of genetic 

rescue, which re-establishes gene flow between separated populations. This 

management strategy has proven beneficial in several conservation projects. In this 

study, we conducted highly replicated interpopulation crosses between isogenic 

Drosophila melanogaster lines grouped in two genetic distance groups to study the 

effect of genetic divergence between populations on the expression of heterosis in two 

fitness components; starvation resistance and reproductive output. We further 

investigated the temporal effects of outcrossing by investigating the fitness 

consequences in both F1- and the F3-generations. The results provided clear evidence 

for the beneficial effects of genetic rescue as high fitness enhancements were observed 

in hybrid offspring compared to parental lines, especially for reproductive output. 

However, the level of heterosis declined from the F1- to the F3-generation, likely due 

to loss of heterozygosity, and disruption of co-adapted gene complexes. Generally, 

genetic distance did not have strong impact on the level of heterosis detected, although 

there were exceptions to this pattern. Overall, our results show that genetic rescue 

can have very strong positive fitness consequences for genetically depauperate 

populations and they thereby provide experimental evidence for the great potential 

for genetic rescue to be used actively in management of fragmented small populations. 

 

Keywords: Genetic distance, heterosis, genetic rescue, temporal effects, starvation 

resistance, egg productivity, Drosophila melanogaster. 
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INTRODUCTION 

Destruction or deterioration of habitats, climate change, and other abiotic and biotic 

factors currently cause a rapid increase in the number of threatened and fragmented 

populations (Baillie et al. 2004). Natural gene flow is typically reduced between these 

fragmented populations and their survival is impaired for numerus stochastic and 

deterministic reasons. The genetic consequences of declining populations, e.g. due to 

genetic bottlenecks, include elevated risk of inbreeding depression, erosion of genetic 

variability and thereby loss of evolutionary potential, less efficient selection and a 

higher probability of accumulating deleterious alleles (Amos & Balmford 2001).   

To reduce the extinction risk in small and genetically deteriorated populations 

suffering from inbreeding depression and low evolutionary potential, conservation 

management is typically necessary. Some approaches have already been implemented 

in the conservation of endangered species including 1) ex situ conservation in e.g. 

zoos, which may generate and amplify source populations of endangered species, 2) 

exploitation of natural selection’s ability to reduce the genetic load created by 

inbreeding, i.e. purging the recessive detrimental alleles exposed by inbreeding, and 

3) re-establishment of gene flow among fragmented populations (translocations). The 

possible result of translocations is an increase in population fitness owing to 

immigration of new alleles - a phenomenon termed genetic rescue (Whiteley et al. 

2015). Genetic rescue can reduce extinction risk in small, inbred, and endangered 

populations by reducing rates of inbreeding and the level of inbreeding depression and 

by introducing new genetic variation increasing evolutionary potential (Tallmon et al. 

2004; Hoffmann et al. 2017). This approach has been demonstrated to be successful 

in numerous cases. For instance, one study showed that the immigration of individuals 

to a small population of red flour beetles (Tribolium castaneum) reduced the risk of 

extinction and improved the long-term survival by reducing inbreeding depression 

enabling population growth (Hufbauer et al. 2015). Other well-known examples are 

genetic rescue of the Florida panther (Puma concolor) (Pimm et al. 2006; Johnson et 

al. 2010) and a Scandinavian population of grey wolves (Canis lupus) (Vilà et al. 

2003). 

Despite success stories, concerns have been raised relating to the risk of 

outbreeding depression caused by introducing new genetic material into a donor 

population, which can lead to a reduction in population fitness (Tallmon et al. 2004; 

Frankham et al. 2011; Hedrick & Garcia-Dorado 2016). Outbreeding depression can 

be caused by local adaptive differences between immigrants and the local population 

(extrinsic outbreeding depression) (Allendorf et al. 2001; Edmands et al. 2003). A 

second reason for the potential harmful effects of hybridization is due to genetic 

incompatibilities between two populations. With different co-adapted gene complexes 

between loci (consisting of tightly linked genes), the risk of disrupting beneficial 
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interactions between genes increases, causing a reduced fitness of the hybrid offspring 

population (intrinsic outbreeding depression) (Templeton et al. 1986; Allendorf et al. 

2001). These harmful effects are often not observed before the F2 or later generations, 

when recombination breaks up favourable gene combinations (Montalvo & Ellstrand 

2001; Edmands et al. 2003).  

As illustrated, genetic rescue can be an efficient management tool in conservation 

genetics. However, outbreeding depression is a risk, and little is known about trait 

specific and long-term consequences of genetic rescue. Further, to gain the most 

heterosis, i.e. improved performance of hybrid offspring, and thereby increase 

population fitness, a suitable donor population must be identified in genetic rescue 

projects. It is therefore relevant to investigate whether e.g. genetic distance between 

fragmented populations is a good predictor of fitness benefits observed when securing 

gene flow between these populations. Previous studies investigating the association 

between heterosis and genetic distance between donor and recipient population have 

been far from concluding. Some studies have showed a positive correlation (Goddard 

& Ahmed 1982; Graml & Pirchner 1984; Mohamed & Pirchner 1998; Pandey et al. 

2015), while others found no association (Geleta et al. 2004; Singh & Singh 2004; 

Teklewold & Becker 2006; Kawamura et al. 2016). Some authors have suggested that 

future studies calculating genetic distance based on a larger number of genetic markers 

than possible at the time, would provide more accurate measures of genetic distance 

and thereby better reveal the potential of using genetic distance as a predictor of the 

amount of heterosis expected in genetic rescue projects (Ehiobu et al. 1990; Mohamed 

& Pirchner 1998). Despite novel possibilities to investigate thousands of markers in 

model as well as non-model organisms, little progress has been made on using such 

data to guide management decisions in conservation genetics. 

In this study we use D. melanogaster as a model organism, to investigate the effect 

of genetic distance (GD) between donor and recipient populations on levels of 

heterosis in two fitness related traits; starvation resistance (SR) and reproductive 

output (RO). Because of the importance of persistent genetic rescue effects, we 

measured the two traits in both F1 and F3. We used flies from the Drosophila 

melanogaster Genetic Reference Panel (DGRP), which consists of a publicly 

available collection of 192 different completely inbred lines that have all been 

sequenced (Mackay et al. 2012; Huang et al. 2014). Thus, the genetic distance 

estimates in our study are based on 1,725,755 single nucleotide polymorphism (SNP) 

markers (Edwards et al. 2016). The experiments were designed to simulate 

populations suffering from inbreeding, loss of genetic variation and at risk of 

extinction. To represent the hypothetically genetically impaired populations in need 

for genetic management, five DGRP lines with low fitness were selected based on 

data from previous studies investigating the performance of the DGRP lines in several 

fitness components. Six DGRP lines were selected to constitute genetically rather 
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similar populations, and six additional DGRP lines were selected to constitute 

genetically distant populations, to each of the five threatened populations. Results 

revealed strong heterosis with highly trait specific long-term benefits and little effect 

of genetic distance on the amount of expressed heterosis. 

 

MATERIALS AND METHODS 

DGRP line selection 

To identify the five DGRP lines with lowest fitness representing endangered model 

populations in need of genetic rescue, 141 inbred DGRP lines (expected F≈0.986 

(Falconer & Mackay 1996)) from which phenotypic information could be obtained, 

were ranked according to their performance in five chosen phenotypes: paraquat 

resistance (Weber et al. 2012), starvation resistance and chill-coma recovery time 

(CCRT) (Mackay et al. 2012), negative geotaxis (Jordan et al. 2012), and longevity 

(Ivanov et al. 2015). For all, except CCRT, higher value ranked highest. The five 

DGRP lines with the lowest average rank were chosen to constitute endangered and 

genetically impaired populations (subsequently referred to as ‘model populations’). 

For each of these five model populations, an additional 12 better performing lines 

were identified: six genetically similar (termed ‘Short’ GD) and six genetically 

different lines (termed ‘Long’ GD; see ‘Genetic distance measures’), resulting in 60 

crosses in total. Due to several of the lines recurring in more than one cross, the 60 

crosses were based on 41 inbred DGRP lines (Supplementary Table S1). Some lines 

and crosses without complete data for both generations and both traits ended up being 

discarded. 

 

Genetic distance measures 

Genotypes were acquired from whole genome sequences using an integrative 

genotyping procedure (Huang et al. 2014). All genomic analyses were based on 

1,725,755 SNPs across five chromosome arms (Edwards et al. 2016). The genetically 

similar and distant DGRP lines were chosen on the basis of genetic distance measures 

obtained from a Genomic Relationship Matrix (G-matrix; Supplementary Table S2) 

containing the genetic relationship between DGRP lines based on differences in 

segregating SNPs. The G-matrix is calculated from a W-matrix, which is a scaled 

genotype matrix, with rows containing DGRP lines and the columns containing SNPs: 

G=(W×W')/m, where W' is the transposed W-matrix and m is the number of SNP 

markers. For more details see (VanRaden 2008; Edwards et al. 2016). Average GD 

based on the G-matrix for each model population can be seen in Supplementary Fig. 

S1) 
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To obtain a measure of genetic distance comparable to other studies we also 

computed Nei's pairwise FST (Nei 1973) between pairs of populations of different GD 

using the R-packages ‘adegenet’ (Jombart & Ahmed 2011) and ‘hierfstat’ (Goudet & 

Jombart 2015). Heterozygosities (<2% segregating sites) were weighted by group 

sizes. For each of the model populations, we considered the model population DGRP 

line together with the genetically similar DGRP lines (short GD based on the G-

matrix) as one population, and the genetically distant DGRP lines (long GD based on 

the G-matrix) as another population (Supplementary Fig. S2). For each pairwise 

comparison, FST was calculated as the average of five random samplings (25 in total) 

of 100K SNPs across the entire genome (standard errors within populations were 

below 0.001). For every sampling of SNPs, these FST estimates were furthermore 

compared to FST estimates based on the same 100K SNPs calculated from 25 randomly 

sampled sets of 20 DGRP lines (10 in each of two populations, from the total of 205), 

to test if the FST values between our selected populations were greater than by chance. 

To visualise the genetic differences and subsequent clustering of short and long GD 

populations in dendrograms, we performed a hierarchical cluster analysis (HCA) by 

Ward’s method on the number of loci for which individual DGRP lines differ across 

30K randomly sampled SNPs using the R package ‘ape’ (Paradis et al. 2004). 

(Supplementary Fig. S3). 

 

Crossing design 

The DGRP lines were obtained from the Bloomington Drosophila Stock Center (NIH 

337 P40OD018537). All lines were maintained at 23°C, 50% relative humidity, and a 

12:12 h L:D photoperiod on a standard Drosophila medium (16 g/L agar, 30 g/L 

oatmeal, 40 g/L sugar, 60 g/L dry yeast, 12 mL/L nipagen solution, 1 mL/L acetic 

acid). Vials were checked every 8 h, and emerged flies were sexed under light CO2-

anaesthesia and males and females kept in separate vials for max 24 h prior to setting 

up the crosses. To set up crosses, 10 males from one DGRP line and 10 virgin females 

from another were placed in a vial to generate the F1-generation (see DGRP genotypes 

in Supplementary Table S1). Both males and females were 16±8 h old when initiating 

the crosses. The parental lines were maintained at an equal density with 10 males and 

10 females from the same DGRP line. The same number of crosses was set up with 

males and females stemming from the model populations. One-way ANOVAs showed 

no effect of whether males or females originated from the weaker model populations 

(F(1,110)=0.472; p=0.49 and F(1,110)=0.613, p=0.44, for SR and RO, respectively). To 

produce the F3, approximately 100 flies from the RO test (F2) from each cross were 

distributed to two 100 mL bottles containing 25 mL medium for 24 hours, and then 

transferred to a new set of bottles for an additional 24 hours. The emerging flies were 

tested using the same procedure as for the F1-generation. 
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Phenotypic assessments 

Starvation resistance of parental lines and crosses was measured as total survival time 

(hours) in vials containing a 4 mL 2% agar solution. The vials were kept at 23°C, 50% 

RH, and at a 12:12 h L:D photoperiod. After collection, the flies had a 48-hour period 

to recover from the CO2-anaesthesia, before starting the starvation test. Hereafter one 

individual male was transferred to each of 10 vials. The flies were scored every 8 

hours until all flies had died. 

The productivity of parental lines and crosses was recorded as the total number of 

hatched offspring produced by a pair of flies. One male and one virgin female from 

the F1 generation were transferred to each of 13 vials containing 7 mL medium, and 

after 72 h they were transferred to a new vial. Each pair laid eggs on three vials during 

three 72 h periods for a total of nine days. The vials from each ovipositing period were 

left for 15 days after the initial ovipositing before being frozen, after which the 

emerged flies from each vial were counted. For some vials, not all flies survived the 

entire nine-day period. To account for this, the productivity measure was therefore 

recalculated to our reproductive output (RO) measure (in flies per day) by dividing 

the total sum of flies across the three periods with the number of days from which data 

could be obtained (see Supplementary methods). 

 

Statistical analysis 

Data on both traits met assumptions of normality, and we found no evidence of 

heteroscedacity in either trait (Non-constant Variance Score Test (NCV-test); SR: χ2 

(1,N=114)=3.67; p=0.155), and RO: χ2 (1,N=114)=0.35, p=0.554). To test for 

heterosis in both F1 and F3, two different measures were calculated. Heterosis was 

calculated as both mid-parent heterosis (MPH) and best-parent heterosis (BPH). 

MPH, which is the superiority of the hybrid offspring compared to the mid-parental 

value (MP), was computed as: 

MPH % =  
(Fi − MP)

MP
x 100 

where Fi is the mean value of the hybrid individuals in the i’th generation, produced 

in each cross population, and MP is the mean value of the two parents in each cross 

population; (P1+P2)/2 (Solieman et al. 2013).  

BPH, which is the superiority of the hybrid offspring compared to the best-parental 

value (BP), was computed as: 

BPH % =  
(F𝑖 − BP)

BP
x 100 

where BP is the value of the best performing parent in the particular cross (Gixhari & 

Sulovari 2010). To test whether the levels of heterosis were significant, i.e. whether 

Fi offspring value was higher than the mid-parental value of the two parental lines 

(MPH), we used a one-tailed one-sample Wilcoxon signed rank test with individual 
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Fi values against the MP. To test whether the offspring outperformed the best parent 

(BPH) we used a one-tailed two-sample Mann-Whitney U-test with individual Fi 

offspring values against individual best-parent values (BP). To test whether heterosis 

was significantly different in F1 and F3, we used a two-sample paired Wilcoxon signed 

rank test, as the levels of heterosis in a given cross in the two generations are not 

independent. 

The nature of inheritance was also estimated by the potence ratio (PR) (Solieman 

et al., 2013; Stuber et al., 1987), which is based on the ratio of dominance to additive 

parameters (d/a): 

PR =
d

a
=  

F𝑖 − MP

1
2

x (P2 − P1)
 

where d is the difference between the hybrid offspring and mid-parent value, and a is 

half the difference between the two parents (P2 is the mean of the higher parent and 

P1 is the mean of the lower parent). The PR value is then evaluated as follows 

(Solieman et al., 2013): PR=0 means no dominance (additive); PR between -1 and 1 

(except 0) means partial dominance; PR=+1 means complete dominance; PR above 1 

or below -1 means overdominance. A positive or negative PR specifies the direction 

of dominance towards one of the parents (Solieman et al. 2013). 

In order to test the associations of heterosis and heritability of the traits, we 

calculated narrow-sense heritabilities (h2) based on the slope of parent-offspring 

regressions in both F1 and F3 (Falconer & Mackay 1996). We used line mean offspring 

values that were regressed against mean mid-parental values for both the female and 

male parental lines.  

 We investigated the effect of GD on both forms of heterosis, as well as the 

differences across generations and between traits, we performed an initial ANOVA 

with effects: GD, generation and trait. Separate ANOVAs for each trait were also 

performed including the effects: GD, generation and model population. Lastly, we 

performed ANOVAs within each model population with the effects: GD, generation 

and donor population to investigate model population specific GD effects, and cross-

generational heterosis. We performed sequential AIC based model selection (both 

backwards and forwards) using F-tests to find the most parsimonious model and to 

obtain p values for the retained predictors. In some cases, linear regression t-tests were 

performed on the reduced models to test the difference of e.g. interactions between 

predictors. The model reductions of predictors were halted if they were part of a 

significant interaction. We used Tukey’s HSD post-hoc test for multiple comparison 

testing. All statistical analyses were performed in R (R Core Team 2017). 
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RESULTS 

In total, 39 parental lines and 56 hybrid crosses were assessed for starvation resistance 

(SR) and reproductive output (RO). Mean values for parents, F1 and F3 offspring, mid- 

and, best-parent heterosis, and potence ratio (PR) can be seen in Supplementary Table 

S1. FST values between genetically close and more distant donor and recipient (model) 

populations ranged between 0.100 and 0.134, all of which were significantly different 

from the 0.057 for the randomly sampled populations (t(26)=-21.94; p<0.001; 

Supplementary Fig. S2). 

 

Highest expression of heterosis for reproductive output 

Generally, a high occurrence of heterosis was observed in both traits (Fig. 1, Table 1). 

For SR, the number of crosses showing significant MPH was 45, while 32 showed 

significant BPH in F1. In F3, these numbers were 22 and 11 for MPH and BPH, 

respectively. For RO, almost all crosses showed significant MPH and BPH (55 and 

50 crosses, respectively) in F1. In F3, 46 and 32 crosses exhibited significant MPH and 

BPH, respectively. Additionally, we observed much higher heterosis in RO compared 

to SR in both F1 and F3 (Table 1); average MPH was 30% in F1 and 7% in F3 for SR 

(Fig. 1A), compared to 211% in F1 and 132% in F3 for RO (Fig. 1B). BPH was 

similarly higher for RO in both generations, in fact for SR, BPH was on average 

negative in F3 (Fig. 1A). The h2 estimates (±SE) for SR were 0.58±0.17 in F1 and 

0.62±0.14 in F3, while for RO they were 0.70±0.24 in F1 and 0.69±0.24 in F3. Thus, 

we found no significant difference in h2 estimates between generations (t(108)=0.18; 

p=0.86 for SR, and t(108)=-0.04; p=0.97), nor between the two traits (t(216)=0.97; 

p=0.34). We observed significant negative correlations between the mid-parental 

values (MP) and the amount of heterosis for both traits and both generations, as well 

as significant negative correlations between lowest parental values (LP) and the 

amount of heterosis for RO in both generations and for SR in F1 (Supplementary Table 

S3). 

 

Trait specific declines in heterosis from F1 to F3 

A three-way ANOVA with effects: trait, generation, and GD confirmed the significant 

difference in the amount of MPH and BPH in the two traits, and also that there was a 

significant effect of generation (Table 2A), with heterosis generally being higher in 

F1. Interestingly, we also found a significant interaction between trait and generation 

for both types of heterosis, suggesting that the decline in heterosis across generations 

is dependent on the trait. When comparing the slopes for both groups across 

generations, RO showed a steeper decline than SR in both MPH and BPH (t(220)=-

2.15; p=0.033, and t(220)=-2.13; p=0.034, respectively). 
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Fig. 1 Mean mid- and best-parent heterosis for the two genetic distance groups across 

generations. Mean mid-parent heterosis (MPH) and best-parent heterosis (BPH) for the two 

genetic distance (GD) groups ‘Short’ and ‘Long’, i.e. genetically similar or different. Values 

are averaged across all model populations in the two generations: F1 and F3 for (a) starvation 

resistance (SR) and (b) reproductive output (RO). MPH is shown in black circles, and BPH in 

white circles. The cross-generational effect is shown in solid lines for GD group ‘Long’ and in 

dashed lines for GD group ‘Short’. Error bars represent SE (n=30 for long GD, and n=26 for 

short GD). Asterisks designate significant difference between F1 and F3 (based on two-sample 

paired Wilcoxon signed rank test, p<0.05). 

 
Table 1. Summary of effects of genetic distance across generations. Mid-parental values 

(MP), hybrid offspring values (Offspring), mid-parent heterosis (MPH), best-parent heterosis 

(BPH) and potence ratio (PR) in F1 and F3 for the two genetic distance groups separately (Short 

and Long) and combined (Comb.) summarized across all 56 DGRP crosses for starvation 

resistance (top half) and reproductive output (lower half). Values are given as medians and 

minimum and maximum (range) values in square brackets, except for the combined column 

where only medians are shown as the range can be derived from the separate genetic distance 

groups. Additionally, the total number of crosses and the number of crosses showing significant 

MPH and BPH are shown. For starvation resistance (SR), MP and offspring values are given 

in hours, while for reproductive output (RO), MP and offspring values are given in number of 

flies produced per day. 
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Generation F1 F3 

Genetic distance Short Long Comb. Short Long Comb. 

MP 48.91 [35.60; 54.80] 43.80 [28.44; 60.40] 45.5 48.91 [35.60; 54.80] 43.80 [28.44; 60.40] 45.5 

Offspring 59.33 [41.60; 85.60] 56.40 [38.86; 74.40] 57.6 50.80 [34.40; 62.40] 46.00 [29.60; 65.60] 48.8 

MPH (%) 26.40 [-8.77; 91.01] 32.77 [-14.67; 70.11] 28.87 8.19 [-14.43; 39.41] 3.00 [-29.91; 51.88] 4.1 

BPH (%) 10.56 [-21.79; 72.55] 17.95 [-20.00; 60.38] 12.85 -9.17 [-32.22; 30.77] -2.87 [-41.43; 31.67] -5.69 

PR 1.70 [-5.00; 25.70] 2.63 [-2.20; 33.00] 2.28 0.45 [-4.40; 11.00] 0.59 [-8.00; 14.50] 0.52 

Number of crosses 26 30 56 26 30 56 

Crosses MPH 22 23 45 11 11 22 

Crosses BPH 13 19 32 4 7 11 

        

R
ep

ro
d

u
ct

iv
e 

o
u

tp
u

t 

Generation F1 F3 

Genetic distance Short Long Comb. Short Long Comb. 

MP 5.30 [2.23; 12.08] 5.58 [1.98; 11.67] 5.51 5.30 [2.23; 12.08] 5.58 [1.98; 11.67] 5.51 

Offspring 15.85 [5.24; 24.44] 15.94 [6.98; 23.48] 15.91 13.41 [4.19; 20.56] 10.43 [5.15; 20.42] 11.35 

MPH (%) 180.87 [-5.70; 493.97] 163.37 [36.87; 872.37] 171.69 118.62 [-7.13; 467.89] 86.99 [-28.40; 361.63] 98.94 

BPH (%) 130.45 [-16.09; 472.80] 100.41 [25.55; 453.60] 112.9 63.91 [-36.12; 274.60] 57.50 [-45.87; 256.30] 59.58 

PR 6.25 [-0.46; 155.00] 8.22 [1.86; 89.40] 7.5 4.64 [-0.16; 95.90] 4.14 [-0.88; 116.00] 4.42 

Number of crosses 26 30 56 26 30 56 

Crosses MPH 25 30 55 21 25 46 

Crosses BPH 23 27 50 17 15 32 



PAPER IV 

 

157 

 

 

Model population specific effects of genetic distance 

Because heterosis was trait specific, the two traits were subsequently analysed in two 

separate three-way ANOVAs (Table 2B-C), with effects: GD, generation and model 

population, to investigate the importance of GD when selecting populations for 

genetic rescue projects, and to examine model population specificity as well. We 

found no overall significant difference in the magnitude of heterosis between the two 

groups of GD (Long and Short) for neither MPH or for BPH in the two traits. The five 

model populations did however display very different levels of both kinds of heterosis 

(Fig. 2), confirmed by highly significant effects of model population (Table 2B-C). 

This prompted separate analyses for each model population (Table 3). 

 

 

Table 2. Effects of trait, genetic distance, generation and model population. Results of 

ANOVAs for both traits combined (a), with generation (Gen.), Trait, and genetic distance (GD) 

for mid-parent heterosis (MPH), and best-parent heterosis (BPH). Because of clear trait 

specificity, separate ANOVAs for each trait were also performed including the effects: GD, 

Gen. and model population (ModelPop.). The results of these are shown for (b) starvation 

resistance (SR), and (c) reproductive output (RO). Sequential AIC based model selection (both 

backwards and forwards) was performed, using F-tests to find the most parsimonious model 

and to obtain p-values for the retained predictors. The model reductions of predictors were 

halted if they were part of a significant interaction. Sum of squares (SS), degrees of freedom 

(Df), mean squares (MS), F-values, and p-values are shown for each retained predictor. 

Asterisks denote significance level: *** p<0.001; ** p<0.01; * p<0.05; ∙ p<0.1. A ‘-’ in a row 

means the predictor or interaction were retained in the model for MPH or BPH but not in the 

other. 

 a (Both traits) MPH BPH 

Parameter SS Df MS F p  SS Df MS F p  
Gen.             144854 1 144854 15.565 <0.001 *** 89774 1 89774 19.704 <0.001 *** 

Trait           1315068 1 1315068 141.309 <0.001 *** 620807 1 620807 136.259 <0.001 *** 

Gen.*Trait       43024 1 43024 4.623 0.033 * 20632 1 20632 4.528 0.034 * 

Residuals       2047389 220 9306    1002336 220 4556    

b (SR)             

Parameter SS Df MS F p  SS Df MS F p  

GD           - 12 1 12 0.033 0.856  

Gen.             14995 1 14995 44.719 <0.001 *** 12165 1 12165 33.831 <0.001 *** 

ModelPop. 10147 4 2537 7.565 <0.001 *** 8102 4 2025 5.632 <0.001 *** 

GD*ModelPop. - 3764 4 941 2.617 0.040 * 

Gen.*ModelPop.       3218 4 804 2.399 0.055 ∙ 2716 4 679 1.888 0.119  

Residuals       34202 102 335    34881 97     

c (RO)             

Parameter SS Df MS F p  SS Df MS F p  

Gen.             172883 1 172883 11.362 0.001 ** 98241 1 98241 14.511 <0.001 *** 

ModelPop. 386961 4 96740 6.358 <0.001 *** 235257 4 58814 8.688 <0.001 *** 

Residuals         1612861 106 15216    717606 106 6770    

 1 
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Fig. 2 Population specific mid- and best-parent heterosis for the two genetic distance 

groups across generations. Population specific mid-parent heterosis (MPH) and best-parent 

heterosis (BPH) for the two genetic distance (GD) groups ‘Short’ and ‘Long’, i.e. genetically 

similar or different, in the two generations: F1 and F3. Each panel shows results for the five 

DGRP model populations: DGRP_42, DGRP_176, DGRP_765, DGRP_21, and DGRP_177. 

Values are averaged across the donor populations to each of the model populations for (a) MPH 

for starvation resistance (SR), (b) BPH for SR, (c) MPH for reproductive output (RO), and (d) 

BPH for RO. The Short GD group is shown as hatched bars, and the Long GD group is shown 

as open bars. Data from F1 is shown in grey bars, and data from F3 is shown in white bars. Error 

bars represent SE (n=5-6 donor populations). 
 
Table 3. Model population specific effects of genetic distance, generation and donor 

population. Results of ANOVAs for model effects: genetic distance (GD), generation (Gen.) 

and donor population (DonorPop.) for mid-parent heterosis (MPH), and best-parent heterosis 

(BPH) for (a) starvation resistance (SR) and (b) reproductive output (RO). Separate models 

were used for each DGRP model population (Model Pop.): DGRP_42, DGRP_176, 

DGRP_765, DGRP_21, and DGRP_177. Only retained predictors are shown after sequential 

AIC based model selection (both backwards and forwards) was performed, using F-tests to find 

the most parsimonious model and to obtain P values for the retained predictors. The model 

reductions of predictors were halted if they were part of a significant interaction. Donor 

population was not included in interactions, because each donor population were part of only 

one of the two GD groups. Sum of squares (SS), degrees of freedom (Df), mean squares (MS), 

F-, and P values are shown for each retained predictor. Asterisks denote significance level: *** 

p<0.001; ** p<0.01; * p<0.05; ∙ p<0.1. A ‘-’ in a row means the predictor or interaction were 

retained in the model for MPH or BPH but not in the other. 
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a (SR) MPH BPH 

Model Pop. Source SS Df MS F P  SS Df MS F P  
DGRP_42 GD      6 1 6 0.070 0.797  30 1 30 0.424 0.530  

 Gen. 438 1 438 5.083 0.048 * 368 1 368 5.225 0.045 * 

 DonorPop. 6488 10 649 7.530 0.002 ** 7081 10 708 10.053 <0.001 *** 

 GD*Gen. 188 1 188 2.184 0.170  159 1 159 2.254 0.164  

 Residuals   862 10 86   
 704 10 70   

 

DGRP_176 GD      1832 1 1832 23.575 <0.001 *** 2339 1 2339 40.552 <0.001 *** 

 Gen. 3857 1 3857 49.648 <0.001 *** 3099 1 3099 53.726 <0.001 *** 

 DonorPop. 4024 9 447 5.755 0.008 ** 4214 9 468 8.117 0.002 ** 

 GD*Gen. 186 1 186 2.395 0.156  202 1 202 3.509 0.094 ∙ 

 Residuals   699 9 78   
 519 9 58   

 

DGRP_765 Gen. 1353 1 1353 5.195 0.033 * 1067 1 1067 4.718 0.053 ∙ 

 DonorPop.   -    4082 11 371 1.641 0.212  

 Residuals   5728 22 260   
 2488 11 226   

 

DGRP_21 Gen. 5184 1 5184 16.055 0.002 ** 3917 1 3917 14.676 0.003 ** 

 DonorPop. 6094 10 609 1.887 0.166  7674 10 767 2.875 0.055 ∙ 

 Residuals   3229 10 323   
 2669 10 267   

 

DGRP_177 Gen. 7381 1 7381 27.300 <0.001 *** 6431 1 6431 17.845 <0.001 *** 
 Residuals   4866 18 270   

 6487 18 360   
 

        
     

 

b (RO) MPH BPH 

Model Pop. Source SS Df MS F P  SS Df MS F P  
DGRP_42 GD      170 1 170 0.016 0.900  8235 1 8235 1.963 0.192  

 Gen. 137952 1 137952 13.357 0.004 ** 74218 1 74218 17.687 0.002 ** 

 DonorPop. 520291 10 52029 5.038 0.009 ** 257120 10 25712 6.127 0.004 ** 

 GD*Gen. 17258 1 17258 1.671 0.225  4272 1 4272 1.018 0.337  

 Residuals   103279 10 10328   
 41962 10 4196   

 

DGRP_176 GD      4924 1 4924 3.577 0.091 ∙ 3388 1 3388 4.416 0.065 ∙ 

 Gen. 24785 1 24785 18.008 0.002 ** 14346 1 14346 18.698 0.002 ** 

 DonorPop. 89375 9 9931 7.215 0.004 ** 20892 9 2321 3.026 0.057 ∙ 

 GD*Gen. 9259 1 9259 6.727 0.029 * 5148 1 5148 6.710 0.029 * 

 Residuals   12387 9 1376   
 6905 9 767   

 

DGRP_765 GD      47 1 47 0.008 0.929  1742 1 1742 0.655 0.437  

 Gen. 49354 1 49354 8.970 0.013 * 27781 1 27781 10.448 0.009 ** 

 DonorPop. 125162 10 12516 2.275 0.105  83505 10 8351 3.141 0.043 * 

 GD*Gen. 10421 1 10421 1.894 0.199  6345 1 6345 2.386 0.153  

 Residuals   55018 10 5502   
 26590 10 2659   

 

DGRP_21 Gen. 6887 1 6887 1.186 0.302  5332 1 5332 1.462 0.254  

 DonorPop. 210008 10 21001 3.618 0.027 * 69654 10 6965 1.910 0.161  

 Residuals   58045 10 5804   
 36470 10 3647   

 

DGRP_177 Gen. 6652 1 6652 1.406 0.266  3421 1 3421 1.044 0.334  

 DonorPop. 301906 9 33545 7.093 0.004 ** 89016 9 9891 3.017 0.058 ∙ 

 Residuals   42566 9 4730   
 29502 9 3278   

 
 1 
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In the majority of the model populations, there was a strong effect of generation 

for both SR and RO (Fig. 2, Table 3), but in a few cases there were no effect of 

generation (e.g. DGRP_765 in Fig. 2A-B and DGRP_21 and DGRP_177 in Fig. 2C-

D), suggesting that some populations sustained a temporally constant level of 

heterosis. Additionally, we saw significant effects of which donor populations were 

used to cross with the weaker model populations, especially for RO (Table 3B). This 

is also suggested by the relatively large standard errors in heterosis measures across 

model populations with a strong donor population effect (e.g. for DGRP_42 and 

DGRP_177 in Fig. 2C and Table 3). 

In one of the model populations (DGRP_176), a significant proportion of the total 

variation for both kinds of heterosis in SR was explained by GD (Table 3). Post-hoc 

Tukey’s HSD tests showed that donor populations more closely related (GD=short) 

to the model population showed higher MPH and BPH than populations more 

distantly related in both F1 and F3 (p<0.001) (Figure 2A-B). In the same population, 

we observed a significant interaction between GD and generation for RO (Table 3), 

with long GD donor populations showing a significantly greater decline in both MPH 

and BPH from F1 to F3 (Fig. 2C-D) (t(9)=2.60; p=0.029 and t(9)=2.59; p=0.029, 

respectively).  

 

DISCUSSION 

The main objectives of this study were to investigate how genetic distance (GD) 

between populations can affect the magnitude of heterosis and how heterosis varies 

across generations. For that purpose we used DGRP lines. By using the GDRP 

resource we can base our estimates of genetic distance on ~1.7 million markers and 

thereby obtain more accurate estimates of GD than have been done in previous 

investigations of the effects of genetic distance on heterosis (Goddard & Ahmed 1982; 

Graml & Pirchner 1984; Ehiobu et al. 1990; Mohamed & Pirchner 1998; Geleta et al. 

2004; Singh & Singh 2004; Teklewold & Becker 2006; Pandey et al. 2015; Kawamura 

et al. 2016). Generally, our results reveal that genetic distance have little and in-

consistent effect on the level of heterosis and that heterosis is highly trait specific and 

decrease significantly from generation F1 to F3. 

Theory predicts that higher genetic divergence and larger deviations in allele 

frequencies between two populations increase the probability of heterozygosity in F1. 

An increased expression of heterosis may therefore be expected between more 

genetically divergent populations (Mäki-Tanila, 2007; Pandey et al., 2015). On the 

contrary offspring from highly divergent parents may suffer from outbreeding 

depression e.g. caused by adaptive differentiation or fixation of chromosomal 

variants. Predicting when genetic rescue is expected to cause positive fitness effect 

(heterosis) or outbreeding depression has been attempted and some general guidelines 
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have been proposed (Lynch 1991; Frankham et al. 2011). However, empirical studies 

investigating the association between GD and the expression of heterosis are far from 

concluding. Some studies have found a positive correlation between GD and heterosis 

(Goddard & Ahmed 1982; Graml & Pirchner 1984; Biton et al. 2012; Pandey et al. 

2015), while others have come to different conclusions (Geleta et al. 2004; Singh & 

Singh 2004; Teklewold & Becker 2006; Kawamura et al. 2016).  

In our study we investigated crosses between populations with FST values ranging 

between 0.10-0.13, which is defined as ‘moderate’ genetic differentiation (Hartl & 

Clark 2007). Thus within this range of genetic differentiation no general impact of 

genetic distance were observed. Although we cannot provide general 

recommendations for populations more or less differentiated than the ones we have 

investigated we do provide evidence that within this range outbreeding depression is 

unlikely and genetic distance is not a good predictor of the outcome of genetic rescue 

(Table 2, Fig. 1). We propose this information is of relevance for endangered domestic 

and wild populations where FST estimates comparable to ours are often observed 

between populations in the need of rescue (Merilä & Crnokrak 2001; Leinonen et al. 

2008; Stronen et al. 2017). 

Despite the lack of a general effect of GD on heterosis across populations, we did 

see an effect within some of the model populations (Fig. 2, Table 3), where offspring 

from populations with short GD expressed significantly higher MPH and BPH for SR 

than offspring from long GD populations. This suggests that the effect of GD in a 

genetic rescue project is likely to be highly population specific and again illustrate 

that it is difficult to predict the magnitude of heterosis based solely on GD between 

receiver and donor populations. This is further complicated by interactions between 

GD and other predictors. In DGRP_176, we observed a significant interaction 

between GD and generation for RO (Table 3), with long GD donor populations 

showing a significantly greater decline in both MPH and BPH from F1 to F3 (Fig. 2C-

D). This suggests that, although GD may not have an effect on the initial level of 

heterosis, GD can affect the rate at which heterosis is lost in some populations. 

In genetic rescue projects long-term consequences are important to evaluate. 

Based on previous studies, we expected heterosis to be detected in both the F1- and 

F3-generation, but at a higher level in F1 (Fenster & Galloway 2000; Willi et al. 2007; 

Bijlsma et al. 2010; Whiteley et al. 2015; Frankham 2016). Significant and high levels 

of heterosis were generally observed in both generations (Table 1), but with a 

significant decline in the level of heterosis from the F1 to the F3 generation (Fig. 1, 

Fig. 2, Table 2). This is in accordance with findings in a wide range of organisms 

including partridge peas (Fenster & Galloway 2000), copepods (Edmands 1999), and 

song sparrows (Marr et al. 2002). This fitness decline might be due to reduced 

heterozygosity in generations succeeding F1, whereby the potential for heterosis 

decreases (Marr et al., 2002; Tallmon et al., 2004). Another reason for the temporal 
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decline in heterosis could be recombination uncoupling the loci contributing to 

heterosis by epistatic interactions, disrupting adaptive gene combinations and 

decreasing the expression of heterosis in the generations following F1 (Tallmon et al., 

2004; Bijlsma et al., 2010). These data clearly illustrate that fitness benefits associated 

with heterosis might be transient. 

Inbreeding depression and heterosis have been suggested by many studies to be 

trait specific, with life history traits being more affected by inbreeding depression 

compared to traits less closely associated with fitness (Mäki-Tanila, 2007; Derose & 

Roff, 2017). Congruent with this, we observed a significantly higher expression of 

heterosis in RO, which is likely more closely linked to fitness, than SR (Table 1, Fig. 

1). Selection is expected to deplete additive genetic variance faster for traits closely 

associated with fitness suggesting that relatively more additive variance would be 

segregating for SR compared to RO; i.e. remaining variance for RO will be mainly 

non-additive (Crnokrak & Roff, 1995). This type of genetic variance is expressed as 

either dominance, overdominance or epistatic interactions between loci, which are the 

mechanisms believed to cause heterosis (Solieman et al., 2013). This is confirmed by 

the calculated PR values, which estimate the ratio between dominance and additive 

genetic variance (d/a). The PR values was significantly higher for RO than for SR in 

both F1 and F3, (Table 1), and considerably above 1 indicating that the nature of 

inheritance is mainly governed by overdominance. Interestingly, our results showed 

a significant interaction between generation and trait (Table 2), which indicated that, 

despite RO expressing higher heterosis initially, the level of heterosis decreased more 

rapidly in RO compared to SR from F1 to F3. This suggests a trait specific trade-off 

between early heterosis gains and long-term persistence of heterosis. 

We found high h2 estimates (~0.60 for SR and ~0.70 for RO). Others have found 

similar estimates for SR (Mackay et al. 2012), while the heritability for reproduction 

varies more in literature depending in part on the metric used for fecundity (Sgro & 

Hoffmann 1998; Fernández et al. 2003; Long et al. 2009). Thus, the difference in 

heterosis between the two traits seemed to be unrelated to heritability, as these were 

not different between the two traits suggesting that heritability is a poor predictor of 

trait specific heterosis, consistent with other findings (e.g. Flint-Garcia et al. 2009). 

The five model populations investigated in this study displayed very different 

levels of heterosis (Table 3, Fig. 2), suggesting that heterosis is strongly dependent on 

the specific population to which donor individuals are translocated. Furthermore, 

there were population specific interactions, e.g. in a few model populations there were 

no effect of generation (Fig. 2, Table 3), suggesting that some populations sustained 

a temporally constant level of heterosis. Additionally, we saw significant effects of 

which donor population were used to cross with the weaker model populations. 

Interestingly, we detected significant negative correlations between both mid- and 

lowest parental values and the level of heterosis (Supplementary Table S3), i.e. poorly 
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performing parental lines showed higher hybrid vigour. This supports the theory, and 

the conclusions from other empirical studies, that the potential for heterosis is 

proportional to the level of inbreeding depression (Bijlsma et al. 2010). Furthermore, 

it suggests that fitness estimates of parental populations might be reliable predictors 

of heterosis. This is also suggested by other authors, who propose to use other 

measures than GD to predict heterosis, e.g. parental phenotypic distance (Teklewold 

& Becker 2006).  

In conclusion, our results support genetic rescue as an effective management tool 

in conservation of threatened populations. We find that consequences of genetic recue 

are highly population specific and that genetic distance (within the range of genetic 

distances investigated) is not a good predictor of observed heterosis. As expected 

heterosis typically decrease from F1 to F3 but interestingly this decrease is trait specific 

and less pronounced for SR compared to RO. The best predictor of heterosis seemed 

to be mid- and lowest parental values, which correlated with heterosis; i.e. lower 

fitness in the crossed population led to higher heterosis. However, using such 

populations in genetic rescue also increase the risk of introducing deleterious alleles 

into recipient populations. 
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SUPPLEMENTARY INFORMATION FOR PAPER IV 

Text S1:  Supplementary methods: Reproductive output calculations 

Table S1:  Mean phenotypic values for starvation resistance and reproductive 

output averaged for each cross in F1 and F3. 

Table S2: Genomic Relationship Matrix of the selected DGRP lines. (supplied 

online: https://goo.gl/t6yPJs) 

Table S3: Correlations between mid- or lowest-parental values, and mid-parent 

heterosis and/or best-parent heterosis. 

Figure S1: Genetic distances based on the Genomic Relationship Matrix of the two 

genetic distance groups for each DGRP model population. 

Figure S2: Nei's pairwise FST between pairs of populations of different genetic 

distances crossed to the five model populations. 

Figure S3: Dendrograms with clustering of DGRP lines used in the study as either 

genetically similar or distant to each of the five DGRP model 

populations. 
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Reproductive output calculations 

The productivity of the flies for both the parental DGRP lines and the hybrid offspring 

were recorded as the total number of hatched offspring produced by a pair of flies 

consisting of one male and one virgin female over a nine-day period on three separate 

vials (vials 1-3) each for 72 hours. Thirteen such replicate vials were set up per DGRP 

line and per hybrid cross, however for some vials not all flies survived the entire nine-

day period. To account for this, the productivity measure was therefore recalculated 

to a reproductive output measure by dividing the total sum of flies across the three 

periods with the number of days from which data is obtained. Meaning, if e.g. no data 

was obtained from the third vial (if either the female or both flies were dead prior to 

transferring to vial III, see regulations below) the total number of flies was divided by 

six and if both flies survived until being discarded after three periods of 72 hours, the 

total number of flies was divided by nine. To avoid discarding too much data, we 

defined some regulations that were based on the fact that a single insemination can 

provide the female fly with enough sperm to lay fertile eggs for approximately eight 

days (Kaufman & Demerec 1942): 

 If the male was dead before transfer to vial 2, and if vial 1 was without larvae, the 

replicate was discarded. The male had to be alive for at least 72 hours. If vial 1 

had live larvae, all replicate vials were used, as the female was certainly fertilised. 

 If the female was dead before transfer to vial 2, the replicate was discarded, as it 

was impossible to determine for how long the female had been alive on vial 1. 

 If the female was dead before transfer to vial 3, only data from vial 1 was used, as 

it was impossible to determine for how long the female had been alive on vial 2. 

This was regardless of whether larvae were observed in vial 1.  

 If the female was dead before being discarded from vial 3, data from vial 1 and 2 

was used. 

 

 

  



PAPER IV - Supplementary Information 

172 

 

Supplementary Table S1. Mean phenotypic values for starvation resistance (in 

hours) and reproductive output (in eggs laid per day) averaged for each cross (ID) in 

F1 and F3. Male parent (♂) and female parent (♀) DGRP genotypes are given for each 

cross. Gen. indicates in which generation the performance is measured. Note that the 

parental values were only measured in the first generation. GD designates the genetic 

distance group to which the given cross belongs (S=short, L=long). M and F 

designates the male and female parent phenotypic values, respectively, and MP is the 

average of the two parents. Offspring (O) is the average performance of the F1 or F3 

offspring. MPH is the mean mid-parent heterosis (in %) and BPH the mean best-parent 

heterosis (in %). Significant MPH and BPH are designated with asterisks: *** 

p<0.001; ** p<0.01; * p<0.05; ∙ p<0.1, based on one-sided one sample Wilcoxon 

signed rank tests against the MP value for MPH or one-sided Mann-Whitney U test 

against the best parent values for BPH. PR shows the mean potence ratio. 
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Table S1 

ID ♂ ♀ GD gen M F MP O PR M F MP O PR

1 42 357 S F1 36.4 66.4 51.4 55.2 7.35 * -16.87 0.25 3.47 0.99 2.23 13.26 493.97 ** 281.80 *** 8.89

1 42 357 S F3 36.4 66.4 51.4 49.6 -3.54 -25.30 -0.12 3.47 0.99 2.23 10.71 379.85 *** 208.40 *** 6.83

2 517 42 S F1 49.6 36.4 43.0 54.4 26.45 ** 9.68 1.73 6.50 3.47 4.99 13.92 179.24 ** 114.20 *** 5.90

2 517 42 S F3 49.6 36.4 43.0 50.4 17.15 ** 1.61 1.12 6.50 3.47 4.99 11.32 127.13 ** 74.23 ** 4.19

3 42 786 S F1 36.4 62.4 49.4 48.8 -1.26 -21.79 -0.05 3.47 9.50 6.49 14.36 121.38 *** 51.15 * 2.61

3 42 786 S F3 36.4 62.4 49.4 59.2 19.78 * -5.13 0.75 3.47 9.50 6.49 14.26 119.84 ** 50.10 2.58

4 177 42 S F1 40.8 36.4 38.6 48.8 26.35 ** 19.61 ** 4.67 5.39 3.47 4.43 21.21 378.79 ** 293.60 *** 17.50

4 177 42 S F3 40.8 36.4 38.6 44.8 16.00 * 9.80 * 2.84 5.39 3.47 4.43 16.45 271.35 *** 205.30 *** 12.50

5 42 855 S F1 36.4 61.6 49.0 55.2 12.60 ** -10.39 0.49 3.47 3.34 3.41 13.35 291.85 *** 284.50 *** 153.00

5 42 855 S F3 36.4 61.6 49.0 51.2 4.44 -16.88 0.17 3.47 3.34 3.41 9.66 183.47 ** 178.20 ** 95.90

6 491 42 S F1 41.6 36.4 39.0 54.4 39.41 ** 30.77 *** 5.97 3.26 3.47 3.37 19.89 490.92 *** 472.80 *** 155.00

6 491 42 S F3 41.6 36.4 39.0 54.4 39.41 ** 30.77 ** 5.97 3.26 3.47 3.37 13.01 286.50 *** 274.60 *** 90.60

7 42 802 L F1 36.4 36.8 36.6 40.0 9.22 8.70 19.00 3.47 9.53 6.50 18.68 187.31 ** 96.01 *** 4.02

7 42 802 L F3 36.4 36.8 36.6 39.2 7.04 6.52 14.50 3.47 9.53 6.50 8.98 38.20 -5.72 0.82

8 161 42 L F1 38.4 36.4 37.4 50.4 34.68 ** 31.25 ** 13.30 4.09 3.47 3.78 16.44 334.54 *** 301.60 *** 40.80

8 161 42 L F3 38.4 36.4 37.4 38.4 2.61 4.1E-15 1.00 4.09 3.47 3.78 14.58 285.50 ** 256.30 *** 34.80

9 42 358 L F1 36.4 42.4 39.4 53.0 34.44 ** 25.00 ** 4.56 3.47 4.87 4.17 8.85 112.10 * 81.65 6.69

9 42 358 L F3 36.4 42.4 39.4 40.8 3.50 -3.77 0.46 3.47 4.87 4.17 7.76 85.95 59.26 5.13

10 350 42 L F1 64.8 36.4 50.6 56.0 10.62 * -13.58 0.38 1.69 3.47 2.58 15.00 480.65 *** 332.00 *** 14.00

10 350 42 L F3 64.8 36.4 50.6 50.4 -0.44 -22.22 -0.02 1.69 3.47 2.58 6.69 159.06 ** 92.74 * 4.62

11 42 837 L F1 36.4 48.0 42.2 38.9 -7.97 -19.05 -0.58 3.47 0.48 1.98 19.22 872.37 ** 453.60 *** 11.50

11 42 837 L F3 36.4 48.0 42.2 37.6 -10.95 -21.67 -0.80 3.47 0.48 1.98 8.69 339.34 * 150.10 4.49

12 409 42 L F1 20.4 36.4 28.4 44.8 57.50 ** 22.93 ** 2.04 6.81 3.47 5.14 18.46 259.03 *** 171.00 *** 7.98

12 409 42 L F3 20.4 36.4 28.4 43.2 51.88 ** 18.54 * 1.84 6.81 3.47 5.14 10.61 106.36 * 55.77 3.28

13 176 75 S F1 56.0 53.6 54.8 85.6 56.20 ** 52.86 ** 25.70 9.51 5.48 7.50 16.36 118.26 ** 71.97 *** 4.39

13 176 75 S F3 56.0 53.6 54.8 62.4 13.87 * 11.43 6.33 9.51 5.48 7.50 13.82 84.37 * 45.27 3.13

14 761 176 S F1 52.0 56.0 54.0 54.4 0.74 -2.86 0.20 14.65 9.51 12.08 18.01 49.06 ** 22.93 ** 2.31

14 761 176 S F3 52.0 56.0 54.0 48.0 -11.11 -14.29 -3.00 14.65 9.51 12.08 14.58 20.71 -0.45 0.97

15 176 142 S F1 56.0 38.7 47.3 58.7 23.94 4.76 1.31 9.51 1.40 5.46 13.55 148.28 ** 42.43 * 2.00

15 176 142 S F3 56.0 38.7 47.3 44.8 -5.35 -20.00 -0.29 9.51 1.40 5.46 15.70 187.68 ** 65.03 * 2.53

16 703 176 S F1 42.4 56.0 49.2 76.0 54.47 ** 35.71 ** 3.94 9.13 9.51 9.32 16.06 72.25 ** 68.76 *** 34.90

16 703 176 S F3 42.4 56.0 49.2 54.4 10.57 -2.86 0.77 9.13 9.51 9.32 16.66 78.72 *** 75.09 ** 38.00

17 176 379 S F1 56.0 52.4 54.2 66.4 22.46 ** 18.57 * 6.85 9.51 3.91 6.71 24.44 264.18 *** 156.80 *** 6.32

17 176 379 S F3 56.0 52.4 54.2 46.4 -14.43 -17.14 -4.40 9.51 3.91 6.71 18.09 169.64 ** 90.17 ** 4.06

19 176 93 L F1 56.0 37.6 46.8 48.0 2.56 -14.29 0.13 9.51 7.94 8.73 11.94 36.87 * 25.55 4.09

19 176 93 L F3 56.0 37.6 46.8 32.8 -29.92 -41.43 -1.52 9.51 7.94 8.73 8.69 -0.44 -8.67 -0.05

20 386 176 L F1 32.8 56.0 44.4 53.6 20.72 ** -4.29 0.79 13.83 9.51 11.67 23.05 97.49 ** 66.68 *** 5.27

20 386 176 L F3 32.8 56.0 44.4 37.6 -15.32 -32.86 -0.59 13.83 9.51 11.67 14.50 24.24 * 4.85 1.31

21 176 894 L F1 56.0 49.6 52.8 60.8 15.15 ** 8.57 2.50 9.51 2.08 5.80 21.18 265.19 ** 122.60 *** 4.14

21 176 894 L F3 56.0 49.6 52.8 51.2 -3.03 -8.57 -0.50 9.51 2.08 5.80 15.21 162.34 ** 59.89 2.53

22 358 176 L F1 42.4 56.0 49.2 51.2 4.07 -8.57 0.29 4.87 9.51 7.19 19.45 170.48 *** 104.50 *** 5.28

22 358 176 L F3 42.4 56.0 49.2 39.2 -20.33 -30.00 -1.47 4.87 9.51 7.19 5.15 -28.40 -45.87 -0.88

23 176 350 L F1 56.0 64.8 60.4 70.4 16.56 ** 8.64 * 2.27 9.51 1.69 5.60 14.71 162.47 ** 54.61 * 2.33

23 176 350 L F3 56.0 64.8 60.4 65.6 8.61 1.24 1.18 9.51 1.69 5.60 9.40 67.73 ** -1.20 0.97

24 359 176 L F1 64.0 56.0 60.0 51.2 -14.67 -20.00 -2.20 11.74 9.51 10.63 23.04 116.86 ** 96.32 *** 11.20

24 359 176 L F3 64.0 56.0 60.0 46.4 -22.67 -27.50 -3.40 11.74 9.51 10.63 10.24 -3.62 -12.75 -0.35

25 765 774 S F1 46.4 60.0 53.2 64.8 21.81 ** 8.00 * 1.71 4.73 16.30 10.52 22.39 112.95 *** 37.38 ** 2.05

25 765 774 S F3 46.4 60.0 53.2 55.2 3.76 -8.00 0.29 4.73 16.30 10.52 19.92 89.44 ** 22.22 1.63

MPH MPH BPHBPH

Starvation resistance Reproductive output
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Table S1 continued 

ID ♂ ♀ GD gen M F MP O PR M F MP O PR

26 531 765 S F1 44.8 46.4 45.6 41.6 -8.77 -10.34 -5.00 5.56 4.73 5.14 14.04 172.91 ** 152.70 *** 21.60

26 531 765 S F3 44.8 46.4 45.6 54.4 19.30 ** 17.24 ** 11.00 5.56 4.73 5.14 8.33 61.93 49.92 7.73

27 765 379 S F1 46.4 52.4 49.4 73.6 48.92 ** 40.34 *** 8.00 4.73 3.91 4.32 15.65 262.29 ** 230.70 *** 27.40

27 765 379 S F3 46.4 52.4 49.4 57.6 16.55 9.83 2.71 4.73 3.91 4.32 6.98 61.69 ** 47.58 * 6.45

28 786 765 S F1 62.4 46.4 54.4 60.0 10.29 ** -3.85 0.70 9.50 4.73 7.12 20.10 182.51 *** 111.60 *** 5.45

28 786 765 S F3 62.4 46.4 54.4 55.2 1.47 -11.54 0.10 9.50 4.73 7.12 18.79 164.01 *** 97.75 *** 4.89

29 765 142 S F1 46.4 38.7 42.5 57.6 35.42 ** 24.14 ** 3.90 4.73 1.40 3.07 17.93 484.66 ** 278.90 *** 8.93

29 765 142 S F3 46.4 38.7 42.5 41.6 -2.19 -10.34 -0.24 4.73 1.40 3.07 6.67 117.40 * 40.90 2.16

30 859 765 S F1 63.2 46.4 54.8 55.2 0.73 * -12.66 0.05 12.59 4.73 8.66 14.40 66.24 ** 14.36 1.46

30 859 765 S F3 63.2 46.4 54.8 53.6 -2.19 -15.19 -0.14 12.59 4.73 8.66 8.04 -7.13 -36.12 -0.16

31 765 359 L F1 46.4 64.0 55.2 74.4 34.78 ** 16.25 ** 2.18 4.73 11.74 8.23 21.76 164.27 ** 85.40 *** 3.86

31 765 359 L F3 46.4 64.0 55.2 45.6 -17.39 -28.75 -1.09 4.73 11.74 8.23 16.38 98.92 ** 39.55 2.33

32 313 765 L F1 52.8 46.4 49.6 59.2 19.36 ** 12.12 ** 3.00 6.42 4.73 5.58 15.76 182.59 *** 145.40 *** 12.00

32 313 765 L F3 52.8 46.4 49.6 65.6 32.26 ** 24.24 * 5.00 6.42 4.73 5.58 14.05 151.94 ** 118.80 ** 10.00

33 765 712 L F1 46.4 48.0 47.2 62.4 32.20 ** 30.00 *** 19.00 4.73 6.44 5.58 10.48 87.67 ** 62.82 ** 5.74

33 765 712 L F3 46.4 48.0 47.2 48.8 3.39 * 1.67 2.00 4.73 6.44 5.58 10.25 83.53 ** 59.23 ** 5.47

34 358 765 L F1 42.4 46.4 44.4 48.8 9.91 5.17 2.20 4.87 4.73 4.80 7.62 58.80 ** 56.54 ** 40.70

34 358 765 L F3 42.4 46.4 44.4 52.0 17.12 ** 12.07 * 3.80 4.87 4.73 4.80 8.37 74.29 ** 71.80 * 51.40

35 765 350 L F1 46.4 64.8 55.6 58.7 5.52 * -9.47 0.33 4.73 1.69 3.21 11.44 255.93 ** 141.70 ** 5.42

35 765 350 L F3 46.4 64.8 55.6 44.8 -19.42 -30.86 -1.17 4.73 1.69 3.21 5.98 86.17 * 26.42 1.82

36 161 765 L F1 38.4 46.4 42.4 56.8 33.96 ** 22.41 *** 3.60 4.09 4.73 4.41 16.13 265.55 *** 240.90 *** 36.70

36 161 765 L F3 38.4 46.4 42.4 47.2 11.32 * 1.72 1.20 4.09 4.73 4.41 14.38 225.84 ** 203.80 *** 31.20

37 21 358 S F1 31.2 42.4 36.8 45.7 24.22 ** 7.82 1.59 6.25 4.87 5.56 5.24 -5.70 -16.09 -0.46

37 21 358 S F3 31.2 42.4 36.8 34.4 -6.52 -18.87 -0.43 6.25 4.87 5.56 8.45 52.07 * 35.31 * 4.20

39 21 790 S F1 31.2 40.0 35.6 68.0 91.01 ** 70.00 ** 7.36 6.25 3.44 4.85 20.34 319.77 ** 225.60 *** 11.10

39 21 790 S F3 31.2 40.0 35.6 41.6 16.85 * 4.00 1.36 6.25 3.44 4.85 7.68 58.55 22.98 2.02

40 375 21 S F1 72.0 31.2 51.6 57.3 11.11 * -20.37 0.28 5.88 6.25 6.06 18.98 213.04 *** 203.80 *** 70.30

40 375 21 S F3 72.0 31.2 51.6 48.8 -5.43 -32.22 -0.14 5.88 6.25 6.06 14.05 131.71 ** 124.90 *** 43.50

41 21 367 S F1 31.2 64.0 47.6 60.8 27.73 * -5.00 0.81 6.25 9.87 8.06 11.70 45.19 * 18.55 2.01

41 21 367 S F3 31.2 64.0 47.6 52.0 9.24 * -18.75 0.27 6.25 9.87 8.06 16.03 98.96 ** 62.45 ** 4.40

42 357 21 S F1 66.4 31.2 48.8 74.0 51.64 * 11.45 1.43 0.99 6.25 3.62 16.92 367.36 ** 170.80 *** 5.06

42 357 21 S F3 66.4 31.2 48.8 58.4 19.67 -12.05 0.55 0.99 6.25 3.62 20.56 467.89 *** 229.00 *** 6.44

43 21 386 L F1 31.2 32.8 32.0 41.6 30.00 ** 26.83 *** 12.00 6.25 13.83 10.04 20.41 103.32 *** 47.59 *** 2.74

43 21 386 L F3 31.2 32.8 32.0 29.6 -7.50 -9.76 -3.00 6.25 13.83 10.04 20.42 103.38 ** 47.64 * 2.74

44 161 21 L F1 38.4 31.2 34.8 59.2 70.12 ** 54.17 *** 6.78 4.09 6.25 5.17 10.13 95.92 ** 62.13 *** 4.60

44 161 21 L F3 38.4 31.2 34.8 40.8 17.24 * 6.25 1.67 4.09 6.25 5.17 8.93 72.75 * 42.95 3.49

45 21 712 L F1 31.2 48.0 39.6 62.9 58.73 ** 30.95 *** 2.77 6.25 6.44 6.34 14.75 132.54 ** 129.10 *** 89.40

45 21 712 L F3 31.2 48.0 39.6 48.8 23.23 ** 1.67 1.10 6.25 6.44 6.34 17.22 171.56 ** 167.60 *** 116.00

46 26 21 L F1 44.8 31.2 38.0 53.6 41.05 ** 19.64 ** 2.29 9.32 6.25 7.79 23.48 201.55 *** 151.80 *** 10.20

46 26 21 L F3 44.8 31.2 38.0 56.8 49.47 ** 26.79 *** 2.76 9.32 6.25 7.79 17.22 121.20 ** 84.71 *** 6.13

47 21 595 L F1 31.2 51.2 41.2 44.8 8.74 -12.50 0.36 6.25 4.42 5.33 18.06 238.54 ** 189.00 *** 13.90

47 21 595 L F3 31.2 51.2 41.2 48.0 16.51 -6.25 0.68 6.25 4.42 5.33 8.87 66.27 ** 41.93 * 3.86

48 93 21 L F1 37.6 31.2 34.4 53.7 56.15 ** 42.86 *** 6.04 7.94 6.25 7.09 14.89 109.88 *** 87.51 *** 9.21

48 93 21 L F3 37.6 31.2 34.4 34.4 0.00 -8.51 0.00 7.94 6.25 7.09 13.32 87.82 * 67.81 7.36

49 177 142 S F1 40.8 38.7 39.7 62.4 57.05 ** 52.94 *** 21.30 5.39 1.40 3.40 10.19 200.25 ** 89.18 * 3.41

49 177 142 S F3 40.8 38.7 39.7 40.8 2.69 7.1E-15 1.00 5.39 1.40 3.40 4.19 23.46 -22.21 0.40

MPH MPH BPHBPH
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Table S1 continued 

ID ♂ ♀ GD gen M F MP O PR M F MP O PR

51 177 229 S F1 40.8 37.6 39.2 70.4 79.59 ** 72.55 *** 19.50 5.39 5.93 5.66 14.50 156.23 *** 144.60 *** 32.90

51 177 229 S F3 40.8 37.6 39.2 45.6 16.33 ** 11.76 * 4.00 5.39 5.93 5.66 9.65 70.51 * 62.78 * 14.90

52 855 177 S F1 61.6 40.8 51.2 68.8 34.38 ** 11.69 * 1.69 3.34 5.39 4.37 11.66 167.04 ** 116.30 ** 7.12

52 855 177 S F3 61.6 40.8 51.2 54.9 7.14 * -10.95 0.35 3.34 5.39 4.37 9.80 124.57 ** 81.92 * 5.31

54 887 177 S F1 50.0 40.8 45.4 72.0 58.59 ** 44.00 ** 5.78 0.89 5.39 3.14 17.05 443.23 *** 216.40 *** 6.18

54 887 177 S F3 50.0 40.8 45.4 49.6 9.25 * -0.80 0.91 0.89 5.39 3.14 17.81 467.43 ** 230.50 ** 6.52

55 177 712 L F1 40.8 48.0 44.4 62.4 40.54 ** 30.00 *** 5.00 5.39 6.44 5.91 10.34 74.92 *** 60.69 ** 8.46

55 177 712 L F3 40.8 48.0 44.4 63.2 42.34 ** 31.67 *** 5.22 5.39 6.44 5.91 19.66 232.56 *** 205.50 *** 26.30

56 894 177 L F1 49.6 40.8 45.2 66.4 46.90 ** 33.87 *** 4.82 2.08 5.39 3.74 19.29 416.33 *** 258.00 *** 9.41

56 894 177 L F3 49.6 40.8 45.2 59.2 30.97 ** 19.35 ** 3.18 2.08 5.39 3.74 17.25 361.63 ** 220.00 ** 8.17

57 177 28 L F1 40.8 45.6 43.2 57.6 33.33 * 26.32 ** 6.00 5.39 4.16 4.78 14.30 199.36 ** 165.30 ** 15.50

57 177 28 L F3 40.8 45.6 43.2 57.6 33.33 ** 26.32 ** 6.00 5.39 4.16 4.78 7.49 56.88 * 39.03 * 4.43

58 358 177 L F1 42.4 40.8 41.6 68.0 63.46 ** 60.38 *** 33.00 4.87 5.39 5.13 9.48 84.84 ** 75.95 * 16.80

58 358 177 L F3 42.4 40.8 41.6 35.2 -15.39 -16.98 -8.00 4.87 5.39 5.13 12.12 136.19 ** 124.80 ** 26.90

59 177 350 L F1 40.8 64.8 52.8 73.6 39.39 ** 13.58 ** 1.73 5.39 1.69 3.54 6.98 97.12 ** 29.55 1.86

59 177 350 L F3 40.8 64.8 52.8 52.0 -1.52 -19.75 -0.07 5.39 1.69 3.54 6.43 81.44 ** 19.24 1.56

60 93 177 L F1 37.6 40.8 39.2 62.0 58.16 * 51.96 *** 14.30 7.94 5.39 6.66 16.72 150.85 ** 110.50 ** 7.88

60 93 177 L F3 37.6 40.8 39.2 40.0 2.04 -1.96 0.50 7.94 5.39 6.66 11.38 70.75 ** 43.32 * 3.70

MPH MPH BPHBPH

Starvation resistance Reproductive output
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Supplementary Table S2. This table is supplied online: https://goo.gl/t6yPJs. 

Genomic Relationship Matrix (G-matrix) of the selected DGRP lines. G-matrix based 

on SNPs (single nucleotide polymorphisms) in the DGRP lines identified based on 

the phenotypic ranking. The values are measures on how genetically uniform two 

DGRP lines are. A high value indicates high similarity in SNPs and hence high genetic 

relatedness, which is referred to as short genetic distance (GD). Oppositely, a low 

value indicates a low number of similar SNPs and hence a low genetic similarity, 

which is referred to as long GD. The diagonal (yellow) is the inbreeding coefficient, 

F+1 (scaling can result in these being above 2). The G-matrix is calculated from a W-

matrix, which is a scaled genotype matrix, with rows containing DGRP lines and the 

columns containing SNPs (see ‘Genetic distance measures’). The G-matrix was kindly 

provided by Palle Duun Rohde. 

 

Supplementary Table S3. Correlations between mid-parental values (MP), mid-

parent heterosis (MPH) and best-parent heterosis (BPH), as well as between lowest 

parental value (LP), MPH and BPH. Correlations are calculated separately for each 

trait and each generation. Values are Pearson’s correlation coefficients, R. Asterisks 

denote significance of correlations: *** p<0.001; ** p<0.01; * p<0.05; ∙ p<0.1. MP 

and LP are used as proxies for the level of inbreeding depression in the parental line(s), 

thus negative correlations indicate that poorly performing parental lines show higher 

heterosis. 

 

 

 

 

 

 

 

 

 

 

 1 

  Mid-parental value (MP) Lowest parental value (LP) 
Trait Generation MPH BPH MPH BPH 

Starvation resistance 
F1 -0.496 *** -0.484 *** -0.333 * -0.103  

F3 -0.397 ** -0.411 ** -0.320 * -0.062  

Reproductive output 
F1 -0.639 *** -0.623 *** -0.633 *** -0.457 *** 

F3 -0.540 *** -0.502 *** -0.538 *** -0.320 * 

https://goo.gl/t6yPJs
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Supplementary Fig. S1. Boxplots showing average genetic distance based on the 

Genomic Relationship Matrix (G-matrix; Supplementary Table S2) of the two genetic 

distance (GD) groups (Long=red, Short=blue) for each of the five DGRP model 

populations; DGRP_21, DGRP_42, DGRP_176, DGRP_177, and DGRP_765. The 

values in the G-matrix are measures on how genetically uniform two DGRP lines are. 

A high value indicates high similarity in SNPs and hence high genetic relatedness 

(Short GD). Oppositely, a low value indicates a low number of similar SNPs and 

hence a low genetic similarity (Long GD). Dashed horizontal lines are shown at 0 for 

reference. 
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Supplementary Fig. S2. Nei's pairwise FST between pairs of populations of different 

genetic distances (GD). For each of the model populations (DGRP_42, DGRP_176, 

DGRP_765, DGRP_21, and DGRP_177), we considered the model population DGRP 

line together with the genetically similar DGRP lines (short GD based on the G-

matrix) as one population, and the genetically distant DGRP lines (long GD based on 

the G-matrix) as another population. For each pairwise comparison, FST was 

calculated as the average of five random samplings of 100K SNPs across the entire 

genome. For each of the five samplings of SNPs, these FST estimates were compared 

to FST estimates based on the same 100K SNPs calculated from five randomly sampled 

sets of 20 DGRP lines (10 in each of two populations, from the total of 205 DGRP 

lines) for a total of 25 samplings. FST values between our selected populations were 

significantly greater than expected by chance (t(26)=-21.94; p<0.001). 
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Supplementary Fig. S3. Dendrograms showing clustering of DGRP lines used in the 

study as either genetically similar or distant to each of the five DGRP model 

populations (marked with a red outline); (a) DGRP_42, (b) DGRP_176, (c) 

DGRP_765, (d) DGRP_21, and (e) DGRP_177. These dendrograms are based on 

hierarchical cluster analysis (HCA) of the number of loci for which individual DGRP 

lines differ among 30K randomly sampled SNPs (represented by the height of the 

vertical bars), and visualise the genetic differences and subsequent clustering into 

Short and Long genetic distance (GD) groups. It should be noted that the lines, that 

are distantly related (in terms of number of different loci = Long GD) to a particular 

model population, are not necessarily closely related to each other. 
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INTRODUCTION 

Recent reviews suggests that associations between the Ne, genetic variation and 

evolutionary potential is more complex than previously assumed (Wood et al. 2016; 

Hoffmann et al. 2017). Many researchers have studied these relationships, however 

the results are somewhat ambiguous. The majority of the studies reviewed by Wood 

et al. (2016) investigate high heritability traits such as morphology traits, which often 

have unclear connections to fitness. Thus, such studies might not correctly reflect 

genetic variation important for fitness in natural populations, where low heritabilities 

are common (Carlson & Seamons 2008; Hansen et al. 2011). In addition, many 

experimental studies on the effects of inbreeding on genetic variation and evolvability, 

employ unrealistically high levels of inbreeding (Pemberton et al. 2017), compared to 

what is found in most natural populations of both plants and animals (e.g. Crnokrak 

and Roff 1999; Newman and Tallmon 2001; Bowling et al. 2003; Walling et al. 2011; 

Huisman et al. 2016). Also, the majority of studies on the effects of inbreeding on 

selection and/or adaptation tend to employ only one level of inbreeding compared to 

outbred controls, and are therefore unable to quantify the full extent of the relationship 

between a range of inbreeding levels (and thus a greater range of genetic variation) 

and adaptive responses. Lastly, we argue that because many quantitative trait 
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estimates are inherently noisy (Hansen et al. 2011) especially for traits that are highly 

responsive to environmental variability (Hoffmann et al. 2017), large sample sizes 

and highly replicated inbreeding designs are needed to yield reliable estimates of the 

adaptive capability, especially for low heritability traits (Hoffmann et al. 2016). 

 In light of these shortcomings of many experimental studies, we setup a large-

scale empirical study, where we investigated the effects of varying and ecologically 

relevant levels of inbreeding on the adaptive potential of Drosophila melanogaster. 

Specifically, we set up ca. 40 lines of each of three different levels of inbreeding as 

well as 10 outbred control lines and measured their baseline response to stressful 

media reduced in nutrition and increased in acidity. Each line was then reared on this 

media for 10 successive generations, during which we measured reproductive output 

and body size, to examine how the varying levels of inbreeding relates to the potential 

to adapt to stressful environments. We quantified viability before and after rearing on 

stressful medium to assess the response on survival, and to identify potential trade-

offs between costs and benefits of adaptation. Lastly, we also obtained a molecular 

estimate of genetic variation of each line in the generation before we started the 

experiment, enabling quantification of the relationship between evolutionary response 

and genetic diversity across inbreeding levels. 

 

MATERIALS AND METHODS 

 

Fly stock and maintenance 

The D. melanogaster population used in this study originated from flies caught at 

Oakridge winery in the Yarra Valley, Victoria, Australia (37°41'15"S 145°27'27"E) 

in April 2016. A total of 232 wild caught inseminated females each contributed with 

an equal number of offspring (five males and five females) to the establishment of a 

mass bred population. This population was maintained at a minimum size of 1000 

individuals at 19 °C in a 12:12 L:D photoperiod. To control density, 200 parental flies 

laid eggs for 4-5 days in 175 mL bottles with 50 mL standard Drosophila sucrose-

yeast-agar media. Nipagen (10 mL/L) and acetic acid (1 mL/L) was added to the 

media to control fungal growth. The flies were maintained for 4 generations prior to 

establishing the inbred lines. At the beginning of the inbreeding procedure the flies 

were moved to 25 °C and a 12:12 L:D photoperiod and maintained as such for the 

remainder of the experiments. 

 

Inbreeding procedure 

We set up lines of each of three different levels of inbreeding (hereafter referred to as 

low (L), medium (M) and high (H)) by controlling the number of breeding flies (N=4) 

in successive generations of bottlenecks (Fig. 1). To set up inbred lines from the mass 

bred population, virgin flies were sorted less than 8 hours after emergence under light 
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CO2 anaesthesia and for each line two males and two females were transferred to a 27 

mL vial with 10 mL food. After three days, the flies were tipped to another vial and 

discarded after another three days. To set up lines of low, medium, and high levels of 

inbreeding, this procedure of sorting two male and two female virgin flies was 

followed for a total of 2, 3 and 5 succeeding generations, respectively (Fig. 1). The 

lines with different levels of inbreeding were set up asynchronously, so that they 

reached the desired inbreeding level at the same time, after which they were flushed 

to a population size of minimum 200 individuals maintained in bottles. We assume 

there was no inbreeding in the founding population and that the effective population 

size (Ne) was equal to census size (N), thus, the estimated coefficient of inbreeding 

(F) at a given generation (t) with 2 breeding pairs, i.e. Ne = 4, was computed as (Crow 

& Kimura 1970; Kristensen et al. 2005):  

 

Ft=
Ft-1+ (1 - 2Ft-1 + Ft-2)

2Ne

 

 

The estimated F of the low, intermediate and high inbreeding lines were 0.125, 0.219 

and 0.381, respectively. The inbred lines went from mass bred (~1000 individuals) 

through a total of 2, 3 and 5 generations of bottlenecks of 4 individuals to a population 

size flushed to 200 individuals (Fig. 1). The effective population sizes of the three 

inbred populations were estimated as the harmonic mean of the fluctuating population 

sizes over t generations (Frankham et al. 2013): 

 

Ne = t ∙ (∑
1

Ni

t
i=1 )

−1

  

 

The estimated Ne of the low, intermediate and highly inbred lines were 5.6, 6.6 and 

7.9, respectively. Some lines were lost due to extinction or the death of one or more 

of the four flies during breeding. Therefore, more lines than needed were set up to 

ensure that enough reached the expected level of inbreeding. The total number of lines 

after the inbreeding procedure was approximately 40 lines per inbreeding level plus 

10 outbred lines (hereafter referred to as outbreds 1-10; OB1-OB10) totalling ca. 130 

lines at the beginning of the experiment (for exact numbers see Table 1). 
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Baseline characterization of stress response 

Preliminary range finding tests of both yeast and acid concentrations revealed large 

differences in responses to the treatments both between and within inbreeding levels. 

Therefore, we characterized the response of each of the 130 lines to the varying stress 

levels in order to start the experiment at a line specific stress level that yielded an 

approximately similar response in all lines (Fig. 1). We set up all lines including the 

outbred on four different stressful low-nutrition-low-pH media consisting only of 9.5 

g/L yeast, 16 g/L agar and 1.0, 2.5, 5.0 or 10.0 mL/L acetic acid, plus a benign control 

of standard Drosophila sucrose-yeast-agar media. Five replicate vials with 10 mL of 

the respective media were set up for each treatment. In this baseline characterization, 

we measured egg-to-adult viability by allowing approximately 20 flies (4-5 days old) 

to lay eggs in a vial containing a plastic spoon with 1.5 mL standard media. After 12 

h, 15 eggs were picked from the spoon and transferred to the vials of each treatment, 

while carefully avoiding transferring media to the low nutrition vials. In total 48,750 

eggs were distributed to 3,250 vials. The acetic acid concentration yielding the 

survival closest to 50 % egg-to-adult viability was selected as the acid concentration 

used in the experimental evolution study. The results of the baseline characterization 

of egg-to-adult viability can be seen in Supplementary Table S1. 
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Fig. 1. Experimental procedure from setting up inbreeding regimes, to measuring initial stress 

response and starting nucleotide diversity, followed by 10 generations of exposure to stressful 

medium, and lastly assessment of egg-to-adult viability. The stressful medium was line-specific, 

i.e. the acetic acid concentration yielding the survival closest to 50 % egg-to-adult viability in 

the initial baseline characterization of the stress response was selected as the acid concentration 

used in the experimental evolution study. *Egg-to-adult viability was assessed after the 10 

generations on the stressful medium on which the specific line had been reared, and a benign 

medium. This viability was compared to the egg-to-adult viability from the baseline response, 

to identify adaptive responses for this trait. Productivity and dry body mass was assessed every 

generation. See text for details on each step in the procedure. 
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Main evolutionary experiment 

Based on the baseline characterization of egg-to-adult viability, lines were exposed to 

two different stress levels from the beginning of the experiment, and for each line this 

level of stress was maintained throughout the experiment. A total of 123 inbred lines 

(43 low, 40 medium, and 40 high; Table 1) were started on stressful media containing 

9.5 g/L yeast, 16 g/L agar and either 1 mL/L (85 lines) or 2.5 mL/L (38 lines) acetic 

acid (see Supplementary Table S1). The 10 outbred control lines were started on the 

2.5 mL/L acetic acid media. Approximately 200 adult flies (5 days old) were 

transferred to 175 mL bottles containing 50 mL of the respective stressful media, and 

laid eggs for 48 h, then tipped to a new identical bottle and laid eggs for another 48 h 

before being stored in absolute ethanol and counted. Flies that had died on the medium 

in either of the two bottles were also counted. When the first flies emerged from a 

given line, adult flies were collected over the following days and transferred to a 175 

mL bottle with 50 mL standard media sprinkled with dry yeast, to recover before again 

being exposed to the stressful medium. This was done to stimulate egg-production 

and to reduce maternal carry-over effects of the low-nutrition media, i.e. a cumulative 

reduction of egg-production throughout the generations. When approximately 200 

emerged flies from a line had been collected and all flies had had a minimum of 5 

days recovery, they were transferred to a new bottle with stressful media similar to 

the previous generation, and the egg-laying procedure was repeated. This was carried 

out over 10 generations (Fig. 1). 

 

Phenotypes assessed 

Productivity 

All the flies that emerged from the bottles were stored in ethanol and counted to 

provide an estimate of total number of flies produced by each line in each generation. 

This included the collected flies that contributed to the next generation after the egg-

laying periods, and all the flies that emerged after enough flies had been collected. All 

flies were considered emerged from a bottle when no flies had emerged from a given 

bottle for 10 consecutive days (because of the poor nutritional quality flies often 

emerged over a long period). We computed a total productivity measure (adult flies 

produced per female per day) to account for slight deviations in egg-laying time and 

in number of females. We assumed a 1:1 sex ratio, thus the total number of egg-laying 

females for a new generation was half of the total number of flies (approximately 200 

total flies = 100 females per generation).  

 

Dry body mass 

From each line and each generation, the dry body mass (hereafter referred to simply 

as body mass) of 15 males were measured by drying the flies at 60 °C for 24 h (for 

exact numbers see Supplementary Table S2). To prevent re-absorption of humidity, 
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the samples were transferred to a desiccator with silica gel after drying, and from there 

flies were transferred and measured individually on a Quintix35-1S laboratory scale 

with a resolution of 0.01 mg (Sartorius, Göttingen, Germany). In total 15,343 males 

were individually assessed for body mass. 

Egg-to-adult viability after 10th generation 

To assess the evolutionary response on number of surviving adults on the stressful 

medium, we assessed egg-to-adult viability after 10 generations. This followed the 

same procedure as the assessment of egg-to-adult viability in the initial baseline 

characterization of stress response, with the exception that viability was determined 

only on the stressful medium on which the specific line had been exposed to, and a 

benign medium. In addition, the numbers of replicate vials were increased to 10 per 

line per environment. For this assessment of egg-to-adult viability, 28,880 eggs were 

distributed to 1920 vials. For each line, the results were compared to the initial 

response as determined before starting the experiment for that line’s respective 

stressful medium. 

 

Assessment of genetic diversity by GBS 

DNA extraction 

From each line, a sample of 15 males (~15 mg wet weight) was homogenized in a 

tube with three sterile 2 mm glass beads by subjecting it to 2x6 s cycles at 6500 rpm 

using a Precellys mechanical homogeniser (Bertin Technologies, Montigny le 

Bretonneux, France). DNA was extracted with DNeasy® Blood & Tissue Kit 

(QIAGEN, Hilden, Germany) following a specialized protocol for insect tissues 

according to manufacturer’s instructions. Concentration and purity of extracted DNA 

was assessed on a 1 % agarose gel and on a NanoDrop 1000 spectrophotometer 

(Thermo Scientific, Waltham, MA, USA). 

 

Preparation of genotyping-by-sequencing libraries 

5’ and 3’ barcoding adapters were designed as described in Sverrisdóttir et al. (2017). 

Adapters were designed to contain a 3 bp overhang complementary to the overhang 

generated by ApeKI (CWG). 5’ adapters also contained eight different internal 4 to 8 

bp barcode sequences, as described in (Elshire et al. 2011), while 3’ adapters 

contained 12 different 6 bp barcode sequences compatible with standard Illumina 

sequencing multiplexing, enabling a 96 multiplexing system. Adapter were designed 

so that the ApeKI recognition site did not occur in any adapter sequence and was not 

regenerated after ligation to genomic DNA. 

DNA samples were digested with ApeKI (NEB) and ligated to adapters according 

to the 96 Plex GBS protocol developed by Elshire et al. (2011) with minor revisions. 

Sets of 66 differently barcoded samples were combined in two pools and purified 
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using Agencourt AMPure XP PCR purification system (Beckman Coulter, 

Indianapolis, IN, USA). Restriction fragments from each library were amplified in 50 

µL volumes containing 4 µL pooled DNA fragments using Phusion High-Fidelity 

PCR kit (Thermo Scientific). Primer design and temperature cycling was performed 

according to the protocol developed by Elshire et al. (2011). Libraries were purified 

as before and diluted to 2 nM as determined by Qubit (Thermo Scientific). Single-

read sequencing (200 bp) was performed on a rapid run flow cell on a HiSeq 2500 

(Illumina, San Diego, CA, USA).  

 

Nucleotide diversity 

Sequenced reads were demultiplexed using fastq-multx (Aronesty 2013) sorting the 

data into separate files, removing the barcode, and discarding reads that did not 

perfectly match any of the barcodes. All samples of barcoded GBS tags were pooled 

and sequenced. To ensure equal chance of detecting variants across all samples, 

500000 reads were sampled from each sample and mapped to the reference genome 

of Drosophila r6.14 using the CLC Workbench v9.5.2 using default parameter, no 

masking of repetitive regions and a length fraction of 0.5 and a similarity fraction of 

0.8. Non-specific matches were ignored and thus not included in the analysis. 

Following mapping, variants were called using the Low Frequency Variant Detection 

module using a required significance of 1%, min coverage of 20, max coverage of 

200000, minimum count of 1 and a min frequency of 5%. Again non-specific matches 

were ignored. The variant table for each sample were exported. Using a custom Bash 

script, the variants mapping to autosomes 2, 3 and 4 were used to calculated nucleotide 

diversity (π) for each variant loci:  

 

𝜋 = 2𝑝(1 − 𝑝) ∗ 1/130 

 

As our measure of genetic variation, a relative population measure of nucleotide 

diversity (π(apparent)) for each sample was estimated by summing π over all variant 

loci for each sample. Note that the term 1/130 is used here because after trimming 

average read length of all samples were very close to 130 bp, thus assuming a single 

polymorphism in each reads makes the diversity constitute 1/130 of each read. This is 

strictly speaking not necessarily true, but violation of this assumption does not impact 

the use of π(apparent) as a relative measure between the samples, only the absolute 

value of π. From here on in, π will refer to π(apparent). 

 

Statistical analysis 

Body mass data conformed to assumptions of normality and was analysed with a 

linear model. Productivity data were analysed with a generalised linear effect model 

(GLM) with a Poisson distribution. Egg-to-adult viability data were analysed with a 



ADDITIONAL RESULTS 

188 

 

GLM with a binomial response and a logit link function. We detected overdispersion 

in this model and corrected for this using a quasi-generalised linear model. In the 

analysis of the difference in viability from before and after the experiment, the SE of 

the difference was calculated from the variance sum law: √
σF10

2

nF10
+

σF0
2

nF0
, where σ2 are 

the variances and n are the sample sizes of viability measures from F10 and F0, 

respectively. In analyses of productivity and egg-to-adult viability across generations 

general linear mixed models (GLMMs) were employed with line ID included as a 

random effect, as measures of a given line across generations are not independent. 

Body mass was analysed across generations with repeated measures (RM) ANOVAs. 

Tukey HSD post hoc test was used for RM ANOVAs, while for GLMs and GLMMs, 

post hoc multiple comparisons was performed with the R-package ‘multcomp’ 

(Hothorn et al. 2008). The p-values were corrected for multiple testing using 

Bonferroni correction. Nucleotide diversity was compared across e.g. generations 

using simple Welch’s t-tests. As a measure of evolutionary response, we used the 

regression coefficients (slope) of the linear models of the response across generations, 

and slopes of the different inbreeding levels were compared using interactions in the 

models. To assess the linearity of the response, we compared the slope across all 10 

generations with the slopes calculated across generations 1-3, 4-6, and 7-10, 

respectively. A range of measures was compared to nucleotide diversity using 

Pearson’s product-moment correlation for body mass data and Spearman’s rank 

correlation for productivity data. The correlated adaptive response between body mass 

and productivity was tested in the same manner using the slopes. We calculated 

between line coefficient of variation (CV=SD/mean) for each generation for each 

inbreeding group as a measure of divergence within and between groups. All 

statistical analyses were performed in R (R Core Team 2017) (v. 3.4.0), and mixed 

models were performed using the R-package ‘lme4’ (Bates et al. 2015). 
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RESULTS 
 

Extinctions were associated with low genetic variation 

The first step was to assess if the lines of the different expected inbreeding levels had 

lower genetic variation. The nucleotide diversity of all the inbred lines varied more 

than for the outbred control lines. The nucleotide diversity of the H and M inbred lines 

were significantly lower than the outbred and L inbred lines, which could not be 

mutually distinguished (Fig. 2). Although there was an overall declining trend with 

increased inbreeding, results show that inbreeding does not necessarily result in 

reduced nucleotide diversity, and that for this parameter some inbred lines perform 

just as well or even better than some of the outbred lines. We started with 123 inbred 

lines and 10 control outbred lines (Table 1). While all control lines persisted, 37 of the 

inbred lines went extinct during the experimental evolution procedure, with more lines 

going extinct in the medium and highest inbreeding groups (17, 15, and 5 for H, M, 

and L lines, respectively), and the majority of these going extinct in the first three 

generations (Fig. 3). The nucleotide diversity of lines, that went extinct were overall 

lower than the lines that did not go extinct (Fig. 4), with an indication that the earlier 

the extinction, the lower the diversity, however, this could not be statistically verified. 

Interestingly, we also observed a few notable exceptions where lines with relatively 

high diversity went extinct in the first and second generation, as well as the converse 

where low diversity lines did not go extinct, suggesting that some highly inbred lines 

performed just as well as less inbred or even outbred lines in terms of persistency. 

Fig. 2. Boxplots showing nucleotide diversity (π) of the experimental lines of the three 

inbreeding levels (Low, Medium, and High), and the control (Outbred) lines. Letters denote 

significant differences (as determined by Welch’s t-test; P < 0.05). 
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Fig. 3. Number of experimental lines lost during the experiment of the three inbreeding levels 

(Low; L (yellow), Medium; M (orange), and High; H (red)), and the outbred lines (OB 

(blue)). Values are expressed as percentage of the number of starting lines within the 

respective groups. 
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Table 1. Number of lines for each generation in the current study for each level of inbreeding 

(Low; L, Medium; M, and High; H) and the outbred control lines (OB). Bottom row shows 

total number of lines per generation. 

 

 Generation 

 1 2 3 4 5 6 7 8 9 10 

OB 10 10 10 10 10 10 10 10 10 10 

L 43 42 41 39 39 38 38 38 38 38 

M 40 39 30 29 28 27 26 26 25 25 

H 40 32 27 25 25 24 23 23 23 23 

Total 133 123 108 103 102 99 97 97 96 96 
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Inbreeding effects on the evolutionary response were trait specific 

For an overview of the effects of inbreeding level on the responses across generations 

we performed separate analyses for the two traits, and treated each line as repeated 

measures (see ‘Materials and methods: Statistical analysis’). Overall, for body mass, 

there was a significant effect of inbreeding as well as significant effect of the 

interaction between generation and inbreeding, suggesting differential slopes of the 

inbreeding levels (Table 2). Tukey’s HSD revealed non-significant effects of 

intercepts for all levels of inbreeding, but highly significant effects of interactions for 

all levels, indicating that outbred and inbred lines all initially had approximately 

similar body mass, but that the different inbreeding levels responded differently to the 

stressful medium. The L lines had a significantly lower slope than the outbred lines, 

while the M and H lines had an even lower response. This is similarly suggested by 

the line means, where we observed an adaptive response that was dependent on 

inbreeding level (Fig. 5A). Starting body mass of the different inbreeding levels 

(generation 1) could not be distinguished from each other or from the outbred lines, 

however after 6 generations, the outbred and L lines had increased in body mass, 

enough to be statistically different from the M and H lines (Fig. 5A). After 10 

generations, there was a significant difference in body mass between the outbred 

control lines and the L lines. The body mass of M and H lines was on average constant 

throughout the experiment, i.e. they did respond evolutionary to exposure to stressful 

Fig. 4. Boxplot showing nucleotide diversity of lines that went extinct in either the first 

generation, the second generation, or in the third to the ninth generation, as well as for lines 

that did not go extinct. Dots represent outliers. Letters denote significant differences (as 

determined by Welch’s t-test; P < 0.05). Number of lines is shown for each group (n). 
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conditions. The response in body mass of all lines across generations can be seen for 

each inbreeding level in Fig. 6. 

For productivity, the effects of generation and inbreeding level was significant, 

however there was no effect of the interaction between the two (Table 2). The 

intercept for the outbred lines were significantly different from the inbred lines. The 

intercepts of L and M lines were also different from that of H lines. For all lines, we 

found no evidence of an interaction. This is also seen for line means for productivity 

(Fig. 5B), where there was greater difference in the initial measure of productivity of 

the inbred and outbred lines as compared to for body mass (generation 1; Fig. 5). This 

could suggest a higher degree of inbreeding depression for productivity than for body 

mass, which is congruent with the expectation, that inbreeding depression is highest 

in life-history traits that are closely related to fitness (productivity). Body mass is most 

likely also important for fitness, however the connection is less clear. In any case, the 

degree of inbreeding depression in body mass seem negligible. The response in 

productivity of all lines across generations can be seen for each inbreeding level in 

Fig. 6. 

Table 2. Results of linear models with effects of generation (Gen), and inbreeding level and 

their interaction (top half) for dry body mass (left side) and productivity (right side). Degrees 

of freedom (Df), sum of squares (SS), mean squares (MS), F-, and P-values are shown for each 

source of variation. Symbols denote significance level: *** P < 0.001, ** P < 0.01, * P < 0.05, 

∙ P < 0.1. The lower half shows the summary of these models with the outbred lines as the 

reference parameter, showing estimates, standard error (SE), t- and P-values. All estimates are 

expressed relative to these lines including interactions i.e. a negative interaction between 

generation and any of the inbreeding levels (L, M, and H) equals a lower slope. The P-values 

refer to whether the intercept or gen:inbreeding interaction of the inbred lines is significantly 

different from that of the outbred controls. To test if the intercepts and interactions were 

mutually different (P < 0.05), Tukey’s HSD post hoc multiple comparisons was performed. 

Letters denote significant differences in intercepts (uppercase), and slopes/interactions 

(lowercase). Note that Tukey’s HSD for productivity is a modified non-parametric version. All 

P-values were corrected for multiple testing using Bonferroni correction. 

Df SS MS F P value Df SS MS F P value

Gen 1 0.007 0.007 3.616 0.058
. Gen 1 228.400 228.430 27.599 < 0.001 ***

Inbreeding 3 0.362 0.121 63.035 < 0.001 *** Inbreeding 3 1781.200 593.720 71.733 < 0.001 ***

Gen:Inbreeding 3 0.077 0.026 13.385 < 0.001 *** Gen:Inbreeding 3 19.600 6.540 0.791 0.499

Residuals 952 1.822 0.002 Residuals 952 7879.500 8.280

Tukey 

Grp. Estimate SE t P value

Tukey 

Grp. Estimate SE t P value

Intercept A 0.187 0.009 19.822 < 0.001 *** Intercept A 6.322 0.621 10.173 < 0.001 ***

Gen a 0.007 0.002 4.701 < 0.001 *** Gen a 0.116 0.100 1.162 0.245

L A -0.001 0.011 -0.108 0.914 L B -1.892 0.699 -2.708 0.007 **

M A 0.001 0.011 0.093 0.926 M B -1.809 0.735 -2.460 0.014 *

H A -0.011 0.011 -0.938 0.348 H C -4.112 0.744 -5.524 < 0.001 ***

Gen:L b -0.004 0.002 -2.478 0.013 * Gen:L a 0.096 0.113 0.850 0.395

Gen:M c -0.009 0.002 -5.025 < 0.001 *** Gen:M a 0.078 0.119 0.662 0.508

Gen:H c -0.009 0.002 -5.005 < 0.001 *** Gen:H a -0.021 0.120 -0.171 0.864

Dry body mass Productivity
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Fig. 5. Response in (A) body mass, and (B) productivity across generations 1-10 of the three 

inbreeding levels (Low; L (yellow), Medium; M (orange), and High; H (red)), and the outbred 

lines (OB (blue)). Error bars represent SE. The number of lines at each generation can be seen 

in Table 1. Letters denote significance groups at selected generations 1, 6, and 10, as based on 

Tukey’s HSD post hoc multiple comparisons test (P < 0.05). Note that Tukey’s HSD for 

productivity is a modified non-parametric version. All P-values were corrected for multiple 

testing using Bonferroni correction. 
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Only the productivity of L lines was significantly different in generations 1 and 10, 

the rest were not significantly differentiated. Altogether, these results suggest that the 

inbreeding effects are trait specific: for body mass, the starting point is the same for 

all lines, but the evolutionary changes are greatly dependent on inbreeding levels, 

whereas for productivity inbreeding effects have a large impact on starting point, but 

a less pronounced impact on the evolutionary response. The response of either trait 

was independent on which acid level the lines were exposed to (ANOVA; F1,21=0.678; 

P=0.422, for body mass, and F1,94=0.717; P=0.401 for productivity; see 

Supplementary Table S1 for different acid levels). 

 

Line divergence across generations were related to level of inbreeding  

From the standard errors of the line means (Fig. 5), it is clear that the lines are 

becoming increasingly diverged. An overview of all lines plotted across generations 

similarly reveal this divergence as well as the high variability within some lines across 

generations (Fig. 6). An increasing degree of variation across generations could be 

attributed to a decreasing number of lines because of extinctions, however we account 

for some of that discrepancy by using the SE. In addition, the variation between 

outbred lines also increases, and none of these lines went extinct during the 

experiment. To further account for the potential simultaneous increase in means, the 

increasing variation was expressed as the coefficient of variation (CV; Fig. 7). 

Interestingly, we also found effects of inbreeding and trait specificity in the CVs 

across lines. Although statistical comparisons are not performed, it is notable how the 

CV is generally higher for the inbred lines (at least M and H lines) than for the outbred 

lines. For body mass, the CVs of all lines are increasing across generations, and for 

e.g. the H lines, CV is almost doubled after 10 generations of experimental evolution 

(Fig. 7A). Since the mean is not increasing, this suggest that the SD increases 

disproportionally with the mean, suggesting that lines are diverging during the study, 

and that this divergence is dependent on inbreeding level. For productivity, the CVs 

are more constant across generations, and consistently higher for the most inbred lines 

compared to L and outbred lines (Fig. 7B). 
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Fig. 7. Coefficient of variation (CV in %) across lines in (A) body mass, and (B) productivity 

across generations 1-10 of the three inbreeding levels (Low; L (yellow), Medium; M (orange), 

and High; H (red)), and the outbred lines (OB (blue)).  

 

0

5

10

15

20

25

30

35

40

45

1 2 3 4 5 6 7 8 9 10

C
V

 f
o

r 
d
ry

 b
o

d
y
 m

as
s 

(%
)

Generation

Across lines CV dry body massOB
L
M
H

0

20

40

60

80

100

120

140

1 2 3 4 5 6 7 8 9 10

C
V

 f
o

r 
p
ro

d
u
c
ti

vi
ty

 (
%

)

Generation

Across lines CV productivityOB
L
M
H

A

B

Fig. 6. Line plots of all lines across generations 1-10 within each group: High (A-B; in red), 

Medium (C-D; in orange), Low (E-F; in yellow), and outbred lines (G-H; in blue), and all lines 

plotted together (I-J) for body mass (left side), and productivity (right side). Y-axes are similar 

for all plots within a trait for ease of comparison. 
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Rate of adaptation was mostly constant 

For the majority of analyses, we employed the slope of the linear regressions as a 

measure of evolution, which seems appropriate. However, the evolutionary response 

to the environmental conditions might not be constant across generation, so to test the 

rate of adaptation and the linearity of the evolutionary response, we compared the 

slope on all generations with subsets of generations F1-F3, F4-F6, and F7-F10 (Table 

3). Firstly this confirmed that the slope of the response in body mass was statistically 

higher for OB and L lines, while H lines did not respond. The slope of the body mass 

of M lines was in fact negative. For body mass the slopes were constant across all 

subset of generations. For productivity, the slopes across the first three generations 

was significantly steeper than the overall slope for OB and L lines (Table 3), whereas 

the slopes across generations F4-F6 and F7-F10 was not. This indicate a non-linear 

response, suggestive of rapid early adaptation followed by plateauing responses. 

Although not directly measured, this could perhaps point to a fast initial depletion of 

VA followed by the responses reaching an adaptation limit. It could turn out to be 

difficult to fully disentangle plastic effects from adaptive evolution, as plasticity itself 

might evolve. 

 

 

 

 

Table 3. Results of comparisons of slope for all generations (all) versus slopes for subsets of 

generations F1-F3, F4-F6, and F7-F10 for the three inbreeding levels (H, M, and L) and the 

outbred lines (OB) for body mass (top) and productivity (bottom). Asterisks denote slopes that 

are significantly different from 0: *** P < 0.001, ** P < 0.01, * P < 0.05. An ‘a’ denotes slopes 

from subsets of generations within an inbreeding levels, that are significantly different from 

the slope from all generations within the same level. All P-values were corrected for multiple 

testing using Bonferroni correction. 

Trait
Inbreeding 

level

Body mass H -0.0020 -0.0028 0.0001 0.0028

M -0.0019 * -0.0080 -0.0072 0.0017

L 0.0029 *** 0.0041 -0.0019 0.0030

OB 0.0072 *** 0.0072 0.0055 0.0066

Productivity H 0.0959 -0.0103 0.3497 -0.0754

M 0.1949 * -0.3610 0.0603 0.2060

L 0.2121 *** 0.9307 ***,a 0.4192 0.0848

OB 0.1164 1.1932 ***,a -0.3232 -0.0046

Slope (F7-F10)Slope (F1-F3)Slope (all) Slope (F4-F6)
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Evolutionary responses of viability suggested trade-offs 

Egg-to-adult viability was assessed before and after the experiment on the stressful 

medium on which the specific line had been reared on throughout, and a benign 

medium, to identify evolutionary changes in this trait (Fig. 8). All lines except the 

most inbred (H) exhibited a significantly increased viability on the stressful medium 

after in generation 10 compared to the baseline. Conversely, all inbred lines performed 

significantly worse in terms of viability on the benign medium, and only the viability 

of outbred lines were not significantly different on the benign medium in generation 

10. These results suggest a trade-off, which seems related to level of inbreeding to 

some extent. It also suggests that there has been some genetic change, i.e. adaptive 

evolution on the stressful medium. Had the change been solely a result of phenotypic 

plasticity in the ability to tolerate different food sources with varying levels of stress, 

we would not have expected a trade-off, except maybe in the cost of maintaining a 

higher plasticity. 

Fig. 8. Differences in egg-to-adult viability (in %) between before and after the evolutionary 

experiment for the three inbreeding levels (Low; L (yellow), Medium; M (orange), and High; 

H (red)), and the outbred lines (OB (blue)). Values are expressed as after the experiment (F10) 

compared to before (F0), i.e. a negative difference means that the viability is lower after the 

conclusion of the experiment. Values are expressed as the mean of the difference for each line, 

rather than the difference in means across all lines, to correctly reflect the between line 

variation. Error bars represent the SE of this difference, which is calculated from the variance 

sum as described in the methods section. Asterisks denote differences that are not significantly 

different from 0 (P < 0.05). Letters denote significance groupings across all inbreeding levels 

and across types of medium. All P-values were corrected for multiple testing using Bonferroni 

correction. 

 

Results of comparisons of slope for all generations (all) versus slopes for subsets of generations 

F1-F3, F4-F6, and F7-F10 for the three inbreeding levels (H, M, and L) and the outbred lines 

(OB) for body mass (top) and productivity (bottom). Asterisks denote slopes that are 

significantly different from 0: *** P < 0.001, ** P < 0.01, * P < 0.05. An ‘a’ denotes slopes 
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Nucleotide diversity was a good predictor of evolutionary response 

As suggested by the nucleotide diversity of the different inbreeding groups, as well as 

for the outbred groups (Fig. 2), the genetic diversity across these groups is 

continuously declining. This is what we would expect, as not all lines are inbred to 

the same degree and in the same regions of the genome. Therefore, it might be more 

appropriate to treat the loss of genetic variation as a result of inbreeding as a 

continuous parameter and disregard the expected inbreeding coefficient, F. This 

allowed us to correlate responses for all lines to nucleotide diversity. We observed 

weak but significant positive correlations between π and starting values for both body 

mass and productivity (Fig. 9A-B). The correlations between π and body mass 

averaged across all generations were stronger and similarly positive (Fig. 9C-D). Both 

of these measures can be regarded as proxies for inbreeding depression, however the 

latter is of course also affected by evolution during the 10 generations. A high average 

across generations can occur both in lines with a high starting values but a low slope, 

or in lines with low starting values, but a steeper slope, i.e. more adaptive potential, 

and vice versa for a low average across generations. Which of the two contributes to 

the average cannot be distinguished from this measure. Therefore, we also correlated 

π with slope across all generations similarly to the measures in Tables 2 and 3, 

however here presented for all lines regardless of expected F. We found a positive 

correlation between π and slope for both body mass and productivity (Fig. 9E-F), 

which indicated that π was a good predictor of evolutionary response. However, there 

were exceptions reflected by the rather low R2 values: 0.32 and 0.28 for body mass 

and productivity, respectively. We correlated the slope for the body mass and 

productivity for each line (n=92), to explore whether there was a correlated response 

in the two traits (Fig. 10). We found no evidence of such a correlated response, 

suggesting that the adaptations in the two traits are somewhat independent. Lastly, we 

found no correlation between π and CV within line across generations for body mass 

(Fig. 9G) and we found a very weak, albeit significant, correlation for productivity 

(Fig. 9H). These CV measures within line across generations are different from the 

across lines CV presented in Fig. 7, and thus does not yield any information of 

Fig. 9. Correlations between nucleotide diversity (π) and starting values in the first generation 

(A-B), average values across all generations (C-D), slope of evolutionary response (E-F), and 

CV across generations (G-H) for body mass (left side in blue) and productivity (right side in 

green). For all regressions, R2 values are shown. For body mass, Pearson’s product-moment 

correlations are used, and for productivity, Spearman’s rank correlations are used. Asterisks 

denote significant correlations: *** P < 0.001, ** P < 0.01, * P < 0.05. All these correlations 

are based on nucleotide diversity estimates from 128 lines (for 5 lines, the quality of DNA 

extracts did not allow estimation of π), except for slope where we only considered slope for 

lines that did not go extinct, to ensure unreliable slope estimates across e.g. 2 generations; in 

total this yielded slope estimates for 92 lines. 
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variation within line within generations. For productivity, we only have one 

measurement per generation and thus cannot get this information, but for body mass, 

where we have ~15 measurements per line per generation, further analyses will 

hopefully elucidate the relationship between within line variation and genetic 

diversity. 
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Fig. 10. Correlation between slopes of body mass and productivity as measures of evolutionary 

responses in the respective traits. The R2 value is shown. This correlation was not significant 

(Pearson’s r=0.168; t(90)=1.657; P=0.101). We only considered slope for lines that did not go 

extinct, to ensure unreliable slope estimates across e.g. 2 generations; in total this yielded slope 

estimates for 92 lines.  
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SUPPLEMENTARY INFORMATION FOR ADDITIONAL RESULTS 

Table S1:  Egg-to-adult viability before and after the experiment. 

Table S2:  Line mean dry body mass for generations 1-10. 

 (supplied online: goo.gl/tZUjgx) 

Table S3:  Line mean productivity for generations 1-10. 

 

  

https://goo.gl/tZUjgx
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Supplementary Table S1. Egg-to-adult viability before and after the experiment. 

Results of baseline characterization of egg-to-adult viability (%) of 123 lines from the 

three different inbreeding (Inb.) levels (H, M and L) plus 10 outbred lines (OB1-

OB10) from five treatments ranging from a benign standard medium (‘Control’) to 

four stressful media consisting of 9.5 g/L yeast, 16 g/L agar and a range of 1.0, 2.5, 

5.0 or 10.0 mL/L acetic acid, designated A1, A2, A3, and A4, respectively. The acetic 

acid concentration yielding the survival closest to 50 % egg-to-adult viability was 

selected as the acid concentration used in the experimental evolution study, and is 

given in the ‘A(s)’ column. The baseline experiment was set up on five replicate vials 

as described in text. The ‘Ext.’ column designates lines that went extinct during the 

experiment. Egg-to-adult viability (%) after the experiment on the stressful medium 

on which the specific line had been reared on throughout, and a benign medium, is 

shown in the last two columns (denoted ‘Benign’ and ‘Stress’) for the 96 lines that 

persisted through the experiment. 

 

ID Inb. Control A1 A2 A3 A4 A(s) Ext. Benign Stress

1 H 50.00 43.33 41.67 25.00 18.33 A1 29.29 35.88

2 H 33.33 30.00 45.00 23.33 20.00 A2 X

3 H 56.67 38.33 36.67 30.00 11.11 A1 X

4 H 26.67 23.33 38.33 21.67 6.67 A2 44.24 38.60

5 H 33.33 18.33 38.89 13.33 8.89 A2 5.93 68.13

6 H 29.58 15.00 26.67 17.78 10.00 A2 32.98 76.53

7 H 21.67 15.00 16.67 11.11 5.00 A2 19.79 47.21

8 H 58.33 25.00 18.33 23.33 10.00 A1 35.01 46.20

9 H 65.00 56.67 36.67 28.33 25.00 A1 25.30 32.65

10 H 48.57 46.67 56.67 38.33 21.67 A1 36.81 49.39

11 H 40.00 25.00 40.00 24.09 35.00 A2 38.54 55.28

12 H 43.33 46.67 25.00 10.00 3.33 A1 X

13 H 39.17 11.67 23.33 21.67 8.33 A2 X

14 H 38.33 31.67 60.00 32.62 30.00 A2 X

15 H 38.33 40.00 53.33 45.00 38.33 A2 36.79 61.64

16 H 40.00 35.00 13.33 10.00 3.33 A1 53.24 12.52

17 H 43.75 45.00 40.00 26.67 8.33 A1 X

18 H 43.33 58.33 59.00 35.00 15.00 A1 54.50 71.32

19 H 21.67 28.33 27.00 8.94 23.33 A1 X

20 H 55.00 29.00 30.00 20.00 8.33 A2 10.95 52.64

Baseline After
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Table S1 continued

ID Inb. Control A1 A2 A3 A4 A(s) Ext. Benign Stress

21 H 73.33 58.33 30.00 35.56 18.33 A1 X

22 H 52.92 53.33 55.00 35.00 21.67 A1 8.95 68.43

23 H 40.00 45.48 57.00 40.00 18.33 A1 8.33 84.10

24 H 76.67 23.33 66.67 25.00 28.33 A2 X

25 H 73.33 65.00 51.67 35.00 28.33 A2 61.21 42.50

26 H 35.83 18.33 31.67 26.67 13.33 A2 36.88 7.28

27 H 36.67 25.00 30.48 20.00 6.67 A2 X

28 H 8.33 31.67 11.67 8.33 6.67 A1 X

29 H 16.67 16.67 16.67 5.00 13.33 A1 X

30 H 68.33 60.00 35.00 33.33 18.33 A1 56.68 50.91

31 H 9.52 15.00 10.00 0.83 5.00 A1 X

32 H 45.00 61.67 31.67 37.00 21.67 A1 X

33 H 50.00 61.67 63.33 70.00 35.00 A1 18.15 45.60

34 H 53.33 48.33 38.33 43.33 20.00 A1 61.75 50.58

35 H 53.33 53.33 31.67 21.67 11.67 A1 54.49 83.41

36 H 60.00 31.67 25.00 30.00 15.56 A1 X

37 H 51.67 21.67 28.33 22.22 10.00 A2 X

38 H 20.00 35.00 21.67 25.00 13.33 A1 X

39 H 40.00 26.67 16.67 8.33 11.11 A1 31.02 47.66

40 H 30.00 61.67 26.67 15.00 4.44 A1 68.97 32.97

41 M 71.67 36.67 26.67 28.33 20.00 A1 X

42 M 48.33 26.67 35.00 33.00 20.00 A2 69.98 65.49

43 M 83.33 12.00 15.00 11.67 12.00 A2 X

44 M 30.00 21.67 15.00 12.00 12.00 A1 X

45 M 53.33 50.00 30.00 20.00 15.56 A1 X

46 M 56.67 36.67 46.67 31.67 17.78 A2 25.98 45.01

47 M 34.29 35.00 35.00 28.33 15.00 A1 55.68 73.66

48 M 63.33 30.00 45.00 61.67 31.11 A2 65.28 82.01

49 M 50.00 38.33 85.00 8.33 1.67 A1 14.91 47.10

50 M 38.26 31.11 20.00 10.00 28.89 A1 54.85 46.30

51 M 68.89 65.00 21.67 32.00 20.00 A1 X

52 M 67.50 57.50 41.67 41.67 30.00 A1 47.25 62.08

53 M 53.33 15.00 23.33 18.00 16.00 A2 X

54 M 83.33 68.33 23.33 20.00 23.33 A1 12.94 76.85

55 M 63.33 40.00 53.33 43.33 40.00 A2 32.14 76.49

56 M 61.67 45.00 25.00 25.00 18.33 A1 26.53 35.33

57 M 81.67 40.00 33.33 25.00 31.67 A1 55.70 52.91

58 M 55.00 45.00 33.33 31.67 28.33 A1 1.39 32.29

Baseline After
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Table S1 continued

ID Inb. Control A1 A2 A3 A4 A(s) Ext. Benign Stress

59 M 60.00 38.33 38.00 33.33 31.67 A1 24.94 34.30

60 M 48.33 38.33 41.67 23.33 13.33 A2 57.09 42.46

61 M 2.22 15.00 12.00 10.00 10.00 A1 21.32 84.82

62 M 78.33 45.00 41.67 8.33 2.22 A1 54.30 56.51

63 M 63.33 25.00 26.67 13.33 0.00 A2 34.82 40.42

64 M 65.00 46.67 33.33 31.67 21.67 A1 X

65 M 43.33 26.67 16.67 16.67 11.67 A1 36.92 43.34

66 M 75.83 75.00 20.00 23.33 18.33 A1 X

67 M 81.67 53.33 20.00 15.00 16.67 A1 32.36 63.26

68 M 65.00 85.00 14.00 10.00 12.00 A1 X

69 M 71.67 75.00 41.67 16.67 10.00 A2 83.59 32.02

70 M 65.00 48.33 35.00 20.00 16.67 A1 X

71 M 78.33 58.33 41.67 31.67 15.00 A1 X

72 M 38.33 26.67 24.00 12.00 8.00 A1 27.94 45.62

73 M 41.67 63.33 31.67 28.33 15.00 A1 X

74 M 28.33 28.33 33.33 31.67 26.67 A2 69.51 66.87

75 M 60.00 51.67 30.00 8.33 3.33 A1 X

76 M 20.00 18.33 18.00 15.00 5.00 A1 X

77 M 60.00 53.33 35.00 30.00 8.33 A1 44.84 61.10

78 M 85.00 75.00 10.00 16.67 16.67 A1 X

79 M 33.33 51.67 57.33 18.33 13.33 A1 51.53 70.29

80 M 26.67 15.00 10.00 0.00 1.67 A1 15.33 53.13

81 L 76.83 71.67 50.00 48.00 30.00 A2 63.42 50.94

82 L 38.33 76.67 20.00 15.00 10.00 A1 10.71 79.21

83 L 78.33 76.67 16.67 18.33 16.67 A1 64.82 88.59

84 L 33.33 20.00 16.67 11.67 11.67 A1 25.59 67.92

85 L 78.33 86.67 13.00 3.84 11.67 A1 82.46 45.58

86 L 73.33 61.67 31.67 26.67 8.33 A1 85.03 70.47

87 L 16.67 40.00 28.33 39.00 30.00 A1 41.59 96.10

88 L 41.67 31.67 38.33 20.00 23.33 A2 28.71 74.96

89 L 75.83 30.00 48.33 25.00 13.33 A2 X

90 L 51.67 61.67 36.67 33.00 33.33 A1 38.40 59.18

91 L 55.00 41.67 28.33 25.00 11.67 A1 35.36 89.18

92 L 63.33 61.67 17.50 18.33 8.33 A1 34.99 19.62

93 L 53.33 17.50 26.67 23.33 23.33 A2 38.40 86.90

94 L 35.00 26.67 25.00 23.33 12.00 A1 37.87 53.03

95 L 57.50 41.67 38.33 36.67 20.00 A1 53.83 48.82

96 L 33.33 38.33 17.50 28.33 30.00 A1 41.38 81.48

97 L 40.00 41.67 15.00 10.00 5.00 A1 67.95 21.13

Baseline After
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Table S1 continued

ID Inb. Control A1 A2 A3 A4 A(s) Ext. Benign Stress

98 L 58.33 51.67 35.00 31.67 18.33 A1 73.44 72.95

99 L 60.00 43.33 55.00 33.33 43.33 A2 67.17 70.28

100 L 20.00 38.33 46.67 35.00 37.42 A2 65.73 67.41

101 L 41.67 15.00 12.00 12.00 14.67 A1 41.39 18.20

102 L 70.00 51.67 31.67 25.00 10.00 A1 21.00 86.70

103 L 56.67 50.00 55.00 31.67 13.33 A1 98.40 98.33

104 L 50.00 50.00 45.00 33.33 21.67 A1 96.08 74.42

105 L 66.67 38.00 60.00 28.33 38.33 A2 43.72 49.84

106 L 63.33 30.00 21.67 16.67 26.67 A1 82.25 81.33

107 L 53.33 50.00 23.33 16.67 6.67 A1 67.45 89.42

108 L 46.67 43.33 45.00 25.00 13.33 A2 38.87 92.36

109 L 66.67 35.78 36.67 21.67 5.00 A2 63.27 50.45

110 L 44.17 30.00 23.33 18.33 5.00 A1 83.24 39.27

111 L 80.00 53.33 43.33 20.00 21.67 A1 5.95 35.67

112 L 90.00 53.33 45.00 35.00 15.77 A1 54.59 81.37

113 L 56.67 48.33 46.67 35.00 15.00 A1 29.10 96.52

114 L 66.67 46.67 18.33 33.33 11.67 A1 6.35 60.01

115 L 76.67 65.00 26.67 21.67 8.33 A1 29.70 52.20

116 L 43.33 43.33 45.00 23.33 13.33 A2 37.33 48.80

117 L 60.00 38.33 46.67 25.00 4.44 A2 X

118 L 41.67 28.33 15.00 23.33 4.33 A1 57.40 52.47

119 L 73.33 18.33 46.67 36.67 5.00 A2 39.49 57.59

120 L 43.33 31.57 31.67 23.33 11.67 A2 X

121 L 38.33 48.33 16.67 35.00 24.44 A1 44.41 82.29

122 L 71.67 63.33 28.33 23.33 23.33 A1 X

123 L 76.67 51.67 43.33 25.00 16.67 A1 X

OB1 N 88.33 71.67 61.67 26.67 11.67 A2 69.18 82.95

OB2 N 93.33 76.67 60.00 16.67 6.67 A2 88.65 96.24

OB3 N 86.67 70.00 65.00 31.67 26.67 A2 83.40 78.48

OB4 N 81.67 70.00 66.67 28.33 25.00 A2 97.00 83.85

OB5 N 85.00 73.33 65.00 25.00 26.67 A2 87.34 74.72

OB6 N 81.67 66.67 60.00 26.67 23.33 A2 74.70 97.83

OB7 N 86.67 66.67 53.33 45.00 26.67 A2 60.58 86.11

OB8 N 80.00 73.33 58.33 30.00 26.67 A2 88.00 60.44

OB9 N 81.67 68.33 55.00 31.67 25.00 A2 76.76 85.24

OB10 N 83.33 76.67 58.33 30.00 23.33 A2 83.02 60.97

Baseline After
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Supplementary Table S2. Line mean dry body mass for generations 1-10. This 

table is supplied online: https://goo.gl/tZUjgx. Line mean dry body mass from 123 

lines of the three different inbreeding (F) levels (High; H, Medium; M, and Low; L) 

plus the outbred lines (OB). Mean, n, and SD is shown for generations 1-10. 

 

Supplementary Table S3. Line mean productivity for generations 1-10. Line 

mean productivity from 123 lines of the three different inbreeding (F) levels (High; 

H, Medium; M, and Low; L) plus the outbred lines (OB) for generations 1-10. For 

productivity, we only have one measure per line per generation, so SD cannot be 

determined. 

 

ID F 1 2 3 4 5 6 7 8 9 10

1 H 0.489 0.774 3.872 0.402 5.871 0.823 2.861 1.576 0.670 4.201

2 H 0.209

3 H 4.722 0.273 0.469

4 H 1.185 3.854 1.201 1.819 6.641 0.623 5.731 0.720 8.404 8.806

5 H 3.664 4.466 2.072 0.341 1.363 3.414 0.832 0.977 5.711 0.635

6 H 6.585 4.675 2.570 8.673 4.013 5.542 0.977 0.471 2.690 1.036

7 H 0.445 2.439 0.724 0.308 0.755 6.014 9.318 0.496 8.452 0.982

8 H 1.295 2.333 0.414 0.673 0.904 0.733 0.722 0.496 2.334 6.975

9 H 0.585 1.059 2.067 0.211 1.158 7.658 0.441 0.655 2.174 5.677

10 H 2.885 0.628 0.974 0.146 8.376 0.591 3.067 8.461 0.416 0.856

11 H 2.371 5.376 0.892 7.131 0.642 10.163 4.070 10.465 1.446 3.477

12 H 0.516 0.654 4.607 0.194 0.072

13 H 0.039

14 H 0.367 0.258

15 H 3.804 0.516 5.538 1.750 0.322 0.452 1.464 0.460 0.995 0.720

16 H 0.903 5.916 8.031 0.160 0.699 1.717 0.885 1.486 2.159 0.832

17 H 0.861 0.357

18 H 4.835 2.072 1.164 0.123 0.225 3.101 0.754 9.787 2.799 11.912

19 H 1.181 0.155

20 H 3.076 2.689 2.404 0.624 4.567 1.752 8.033 0.708 1.223 1.397

21 H 1.693 0.124

22 H 0.793 0.375 1.507 4.380 0.514 2.442 1.510 9.720 6.769 0.878

23 H 5.988 0.562 0.909 0.441 0.297 1.460 1.456 6.192 3.172 1.041

24 H 0.186

25 H 1.298 0.727 0.568 4.062 0.508 0.928 9.339 0.734 0.676 4.467

26 H 1.735 1.473 3.187 0.911 4.998 0.478 5.583 5.388 0.544 0.731

27 H 0.617

28 H 1.084 1.761 0.718 2.281 0.907 0.008

29 H 0.021

30 H 5.082 3.124 1.077 0.426 2.212 3.708 0.708 0.982 0.986 1.613

31 H 1.006

32 H 0.656

33 H 0.538 0.880 2.628 0.410 7.938 3.857 8.330 2.287 0.612 4.315

Generation

https://goo.gl/tZUjgx
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Table S3 continued

ID F 1 2 3 4 5 6 7 8 9 10

34 H 0.398 3.410 2.567 6.442 8.261 0.897 0.643 2.347 8.372 2.823

35 H 0.542 2.963 0.445 0.601 1.956 1.233 2.872 0.967 4.790 0.725

36 H 0.093

37 H 0.577 2.307 0.023

38 H 0.376 0.332

39 H 0.994 0.847 2.523 2.227 7.992 5.146 0.964 3.314 0.778 0.525

40 H 5.514 1.284 7.194 7.645 2.762 3.265 0.509 3.551 3.009 1.683

41 M 4.409 0.540

42 M 4.450 6.311 6.678 0.458 7.880 5.314 2.610 0.960 0.601 1.278

43 M 2.503 0.591

44 M 1.782 0.827 10.221 8.071 1.363 0.212

45 M 0.458 5.137 0.433 0.514

46 M 7.335 11.018 8.564 0.473 8.497 4.565 6.290 0.980 6.454 9.625

47 M 9.080 2.279 8.384 8.357 3.940 2.938 10.425 4.552 1.734 0.952

48 M 1.168 3.413 8.914 7.606 3.338 9.497 11.959 10.312 7.506 2.696

49 M 1.163 5.523 1.881 4.581 0.600 3.274 12.019 4.727 10.167 3.494

50 M 7.161 0.329 7.493 1.091 1.764 7.617 0.614 10.542 3.027 5.685

51 M 4.394 0.917

52 M 0.192 9.136 0.638 8.059 9.119 0.400 14.578 12.997 5.922 14.221

53 M 7.362 0.724

54 M 6.719 2.174 7.808 3.679 7.771 16.834 0.814 5.321 1.410 0.749

55 M 4.864 1.593 4.226 10.455 2.399 1.664 13.622 10.522 12.236 3.387

56 M 2.595 8.595 1.888 5.270 2.136 3.060 3.313 0.674 1.182 4.087

57 M 6.408 6.324 6.818 9.622 9.307 10.325 4.459 7.708 3.421 5.415

58 M 0.140 2.628 5.232 4.447 6.548 2.767 0.904 4.376 5.374 2.050

59 M 5.810 0.811 2.226 0.902 0.601 8.073 2.323 4.032 2.257 4.657

60 M 1.719 0.896 0.888 15.764 3.679 12.022 1.793 8.768 7.186 10.143

61 M 5.747 14.984 4.077 1.804 4.959 8.260 6.496 6.265 9.971 3.258

62 M 4.081 8.974 4.150 2.568 3.844 3.763 6.718 6.007 8.495 3.902

63 M 2.270 5.231 0.428 4.352 14.362 2.559 1.993 0.451 9.362 3.853

64 M 0.520 2.109

65 M 6.515 1.523 1.693 4.410 2.174 1.557 5.473 11.812 10.068 4.926

66 M 5.139 0.601

67 M 6.421 0.724 2.531 5.373 8.352 0.710 7.544 15.007 0.892 12.162

68 M 5.657 5.316 0.643

69 M 7.440 9.188 4.816 7.521 15.007 1.359 5.530 5.871 14.227 16.040

70 M 5.685 1.829

71 M 1.408 3.788

72 M 6.755 8.613 2.256 10.318 9.070 7.433 10.269 0.508 5.810 9.499

73 M 1.124

74 M 3.108 8.536 3.407 1.145 3.632 7.146 4.938 4.420 0.852 12.283

75 M 7.225 3.516 0.771 5.446 5.507

76 M 0.795 1.316 1.916 2.807 3.043 2.448 0.747 1.558

77 M 7.504 0.964 1.105 4.118 14.262 0.839 1.620 14.966 1.884 13.486

78 M 0.628 0.740

79 M 8.698 10.927 2.165 5.807 3.721 0.048 1.424 7.068 5.306 12.012

80 M 5.018 5.630 6.047 1.007 2.558 10.178 11.745 0.710 4.992 13.183

81 L 3.337 8.982 5.128 5.816 6.193 3.809 4.716 7.278 4.568 3.651

82 L 3.354 3.284 7.194 3.690 6.966 5.394 5.225 3.378 9.322 8.570

Generation
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Table S3 continued

ID F 1 2 3 4 5 6 7 8 9 10

83 L 2.670 5.537 3.256 3.649 4.367 9.398 4.464 4.829 4.340 2.843

84 L 3.069 4.664 8.861 5.776 4.347 7.374 5.274 7.558 4.484 5.333

85 L 2.981 4.958 3.814 2.456 3.380 3.856 8.374 5.141 4.943 4.441

86 L 2.905 4.763 6.818 4.979 7.366 2.903 3.582 4.372 5.403 3.754

87 L 3.762 4.650 3.581 9.774 4.645 5.100 3.699 3.706 5.001 11.558

88 L 3.396 5.174 5.668 6.331 8.418 10.106 4.543 3.909 3.981 3.659

89 L 3.206 2.657 0.087

90 L 2.996 4.849 8.818 7.382 4.240 6.192 2.964 11.094 4.132 8.535

91 L 3.095 1.189 4.518 8.948 5.564 3.631 8.999 6.109 3.945 3.030

92 L 4.107 4.978 5.693 3.780 3.351 4.312 3.163 11.800 8.380 3.106

93 L 3.571 4.369 5.036 5.700 11.735 9.360 9.436 4.131 11.578 3.392

94 L 4.266 5.633 4.839 8.780 2.746 10.685 4.446 4.917 6.886 3.058

95 L 5.452 5.207 7.000 8.234 6.073 7.464 3.884 4.173 3.774 3.381

96 L 4.090 8.108 5.908 3.748 5.178 5.242 5.619 4.708 12.577 2.941

97 L 4.945 5.649 7.000 5.498 4.529 5.946 4.750 6.731 4.078 3.722

98 L 3.461 4.236 4.019 5.071 8.807 6.381 8.074 6.451 5.038 3.074

99 L 3.103 4.050 6.333 3.472 5.185 9.926 6.833 6.025 6.966 11.286

100 L 5.755 5.888 4.221 6.837 6.128 5.768 5.609 6.887 6.693 4.066

101 L 3.203 4.247 5.067 2.380 6.708 4.691 2.997 4.829 6.749 5.850

102 L 4.276 5.565 3.531 7.709 6.927 3.341 8.584 5.968 5.804 12.027

103 L 5.041 4.627 3.960 3.056 3.109 9.457 4.132 4.404 3.960 3.802

104 L 3.173 4.209 5.116 4.568 6.207 4.963 5.717 8.782 10.482 5.119

105 L 3.389 5.186 6.165 6.301 3.218 4.721 8.887 10.919 8.156 12.673

106 L 4.001 5.531 7.217 8.611 8.380 11.843 9.401 9.770 13.303 12.685

107 L 3.535 7.971 3.265 4.319 9.744 5.388 3.118 4.357 5.078 7.839

108 L 3.841 2.218 5.613 3.521 3.453 6.162 3.247 3.755 12.140 3.351

109 L 3.152 4.167 6.865 6.392 4.087 5.174 4.639 5.442 5.049 11.082

110 L 4.731 4.564 8.000 5.161 10.516 6.889 6.028 3.332 3.824 7.812

111 L 2.917 4.952 4.600 5.580 5.458 6.295 9.878 3.500 7.408 3.046

112 L 3.150 8.268 8.536 7.647 3.613 6.589 10.017 4.753 3.969 11.021

113 L 3.182 4.781 6.203 4.071 3.506 4.703 2.998 3.852 5.214 4.234

114 L 2.909 4.359 3.760 6.594 6.609 8.322 4.184 8.792 3.755 6.226

115 L 3.568 4.814 3.516 6.323 7.095 11.007 5.084 10.279 4.707 6.939

116 L 2.765 5.794 3.029 4.565 4.693 8.528 4.948 7.199 6.430 8.647

117 L 4.217 0.250

118 L 2.157 5.324 3.897 6.233 3.806 5.009 4.573 10.000 4.864 3.720

119 L 3.845 4.486 5.642 5.070 8.436 3.459 4.600 3.738 5.555 3.531

120 L 2.846 5.131 3.532 8.147 2.762

121 L 3.093 4.217 5.281 4.283 2.855 4.779 11.308 8.100 4.803 4.942

122 L 3.010 4.253 2.055

123 L 2.056

Generation
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Table S3 continued

ID F 1 2 3 4 5 6 7 8 9 10

123 L 2.056

OB1 N 4.828 5.784 7.272 11.588 8.520 5.604 5.464 10.685 8.685 5.838

OB2 N 5.708 6.891 7.209 10.023 10.748 5.507 5.460 14.277 5.663 3.686

OB3 N 4.867 6.695 8.499 7.412 4.685 9.773 10.938 9.898 9.460 12.409

OB4 N 4.693 7.656 6.258 6.537 3.522 5.387 7.327 4.472 5.919 6.102

OB5 N 6.000 6.843 7.460 10.378 5.213 4.319 10.404 7.462 6.350 10.706

OB6 N 5.427 6.165 6.613 5.630 9.641 8.807 4.754 6.862 4.969 9.543

OB7 N 5.416 7.818 8.220 4.466 5.085 6.137 2.905 6.000 4.969 9.543

OB8 N 5.072 6.280 6.750 4.152 8.911 9.773 6.957 7.425 6.835 4.844

OB9 N 5.090 7.847 8.239 7.455 3.411 8.300 7.935 5.698 7.685 3.415

OB10 N 4.652 6.418 9.095 7.817 6.511 5.387 7.965 4.911 8.685 6.694

Generation
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When organisms are faced with changes in their environment, they are forced 
to respond, if they are to maintain optimal function. Especially ectotherms 
must deal with environmental changes in e.g. temperature on a regular basis, 
and thus their survival and reproductive success depend on their ability to 
respond on a behavioral, physiological, morphological and/or evolutionary 
level according to the environmental cues.
At the same time, if populations are small and fragmented, and have limited 
gene flow, environmental change and environmental stress might interact 
with intrinsic genetic stress such as inbreeding and genetic drift, which can 
exacerbate the effects of one or more environmental stresses. Furthermore, 
inbred populations often have low genetic variation that might constrain 
evolutionary responses to rapidly changing environments.
This thesis investigates how, and to what extent, insect model species re-
spond to a multitude of different environmental stresses, how the environ-
ment interacts with the genetic composition of individuals, and lastly the 
consequences of low effective population size on the adaptive ability, and 
how to possible alleviate some of the negative fitness effects of inbreeding 
and loss of genetic variation by means of genetic rescue.
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