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Abstract—Distributed cooperative control methods attract 
more and more attention in microgrid secondary control because 
they are more reliable and flexible. However, the traditional 
methods rely on the periodic communication, which is neither 
economic nor efficient due to its large communication burden. In 
this paper, an event-triggered approach based distributed control 
strategy is used to deal with the secondary frequency and voltage 
control in the islanded microgrid. By using the outputs of 
estimators, which are reset to the actual values only at the event-
triggered time, to replace the actual values in the feedback control 
laws, the proposed control strategies just require the 
communication between distributed secondary controllers at some 
particular instants while having frequency and voltage 
restoration function and accurate active power sharing. The 
stability and inter-event interval are also analyzed in this paper. 
An islanded microgrid test system is built in PSCAD/EMTDC to 
validate the proposed control strategies. It shows that the 
proposed secondary control strategies based on event-triggered 
approach can highly reduce the inter-agent communication. 

Index Terms--Distributed control, microgrid, secondary 
control, event-triggered strategy, power sharing, inter-event 
interval. 

NOMENCLATURE 
ωi, ωni Output frequency and its set-value of DGi. 
Vi, Vni Voltage amplitude and its set-value of DGi. 
Dpi, Dqi  Frequency and voltage droop coefficients. 
pi, Pi  Output and filtered active power of DGi. 
qi, Qi Output and filtered reactive power of DGi. 
ωc Cut-off frequency of low-pass filter. 
vdi, vqi Output voltages in the d-q coordinate of DGi. 
iodi, ioqi Output currents in the d-q coordinate of DGi. 
uωi, upi, uvi Frequency, active power and voltage control 

inputs of  DGi. 
yωi, ypi, yvi Frequency, active power and voltage control 

outputs of  DGi. 
eωi, epi, evi Frequency, active power and voltage local 
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neighborhood tracking error of DGi. 
di Pinning gain of DGi. 
ηωi, ηvi Frequency, active power and voltage local 

disagreement. 
i

kt
ω pi

kt
vi
kt Event-triggered time of the frequency, active 

power and voltage control for agenti. 
fωi, fpi, fvi Triggering functions of the frequency, active 

power and voltage control for the agenti. 

I. INTRODUCTION

HE microgrids have been proved as an effective and 
efficient way to integrate and manage distributed 

generations (DGs)[1] [2]. To keep the stable operation under 
islanded mode, a hierarchical structure of microgrids control, 
which is organized in three levels, is proposed in [3] and [4]. 
The primary control level follows the P-ω and Q-V droops, or 
some improved forms, to stabilize voltage and frequency by 
deviating them from the reference values. Then the secondary 
control level is necessary to compensate these deviations. 
Finally, the tertiary level determines set-points of secondary 
level to regulate power of system and optimize operation. This 
paper focus on the secondary level control. When considering 
the power regulation, it is in the scope of tertiary level. 
Research on tertiary level can be found in [4], [6] and [33]. 

Traditionally, the secondary level is designed in centralized 
way, that is, the microgrid central controller (MGCC) monitors 
the voltage and frequency of the system, generates set-points 
using a PI controller and send them to all the primary 
controllers via a star communication network [5]. This kind of 
communication structure is neither economic nor reliable [6]. 

Recently, in order to develop more reliable and autonomous 
control structures, the distributed cooperative control is 
introduced to solve the secondary restoration control for an 
islanded microgrid. In [7] and [8], the secondary control of 
islanded microgrids is transferred to the tracking 
synchronization problem of the multi-agent systems (MAS) 
using feedback linearization. In this context, DGs in the 
microgrid are considered as agents in the MAS. Then both 
voltage and frequency can be restored to their reference values 
with accurate real power sharing by communications between 
neighboring agents, although only a small portion of DGs can 
directly access to the leader. Actually, in an islanded microgrid, 
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there is inherently coupling between active and reactive power 
which means voltage and frequency will influence each other. 
To solve this problems, [9] proposes a distributed finite-time 
control method to address voltage restoration. Then design of 
the secondary voltage and frequency control can be separate. 
Similarly, the distributed finite-time control protocol can also 
be used to deal with the frequency restoration while having 
active power sharing based on their ratings [10]. Besides, 
distributed control has also been reported to deal with 
secondary control of the virtual synchronous generator [11]. In 
addition, optimal power routing problem among DC microgrid 
clusters is discussed using communication method in [35]. It 
should be noted that, all methods above are based on periodic 
sampled-data control which implies high communication 
burden between agents. In practice, the bandwidth of the 
communication network is limited, and therefore, it is 
necessary to reduce the communication burden to make the 
communication network more efficient and effective [12]. A 
discrete-time control was proposed in [13] to design the 
secondary control for islanded microgrids. However, the 
updating period is fixed, and therefore there is still much 
unnecessary communication though the communication burden 
is reduced comparing with those in [7]-[11]. 

Most recently, the event-triggered communication way is 
proposed in MAS. This kind of approach is implanted in a 
aperiodic fashion in contrast to the commonly periodic way. 
Therefore, it can reduce the communication burden among the 
sensors, controllers and actuators as well as improving the 
efficiency of the whole system [30].  

In the last several years, the event-triggered control has 
been used in microgrid control to reduce information exchange 
between DGs. Both centralized and distributed power 
controllers have been proposed in [14] using the event-
triggered communication. In [31], optimization is taken into 
consideration to reduce the event sampling. However, the 
controllers are not droop-based so that the system cannot 
operate in case of communication failure [12]. To solve this, a 
droop-based distributed reactive power sharing control for 
microgrids with event-triggered communication is proposed in 
[12]. Besides, the similar idea is also used in DC microgrid to 
achieve current sharing and eliminate voltage drops [15]. To 
the authors’ knowledge, the secondary voltage and frequency 
restoration control using the event-triggered communication 
for an islanded AC microgrid has not been discussed. 

In this paper, we focus on the distributed secondary voltage 
and frequency restoration control by taking into account the 
communication burden. The communication approach of 
distributed controllers is changed from the traditional periodic 
sampling way into a new event-triggered aperiodic sampling 
way. Triggering functions are designed to determine the event-
triggered instants for all the voltage, frequency and active 
power controllers. By conducting the stability analysis, it 
shows that the proposed control scheme satisfies the Lyapunov 
stability, which means that all the output voltages and 
frequencies of DGs can synchronize to the reference values 
while maintaining the active power sharing according to their 

ratings. Different simulation results have validated the 
effectiveness of the proposed event-triggered approach. 

The main contributions of the paper are summarized as: 
1) Both output voltages of DGs and frequency of the 

islanded microgrid are restored to their reference 
values while keeping active power sharing accuracy 
using distributed event-triggered control. Thus 
communication burden between agents is highly 
reduced than that the periodic communication way. 

2) To define the event-triggered condition and sampling, a 
new distributed event-triggering rule is proposed for all 
the controllers of frequency, voltage and active power, 
to construct the secondary control level, which is easy 
to follow. 

3) The stability of the proposed control strategy is proved 
using Lyapunov method. And the lower bound of the 
inter-event interval is also discussed to prevent infinite 
event-triggered instants in a finite time period. 

The rest of this paper is organized as follows. In Section II, 
the local primary control of DGs is introduced. The secondary 
voltage and frequency controls based on decentralized event-
triggered control of the islanded microgrids are presented in 
Section III. The triggering function and sampling are also 
included in Section III. Section IV proves the stability of the 
proposed control strategy and discusses the lower bound of the 
inter-event interval. The proposed secondary control is 
validated in Section V through simulations in 
PSCAD/EMTDC. Section VI concludes this paper. 

II.  PRIMARY CONTROL OF ISLANDED MICROGRIDS 
The schematic view of the proposed control strategy can be 

illustrated in Fig. 1. Usually, DGs are connected to the 
microgrid through power electronics inverters and the power 
stage of the DGs also includes an LC filter and a line. The 
primary control scheme implemented in d-q coordinates 
includes four different parts which are power calculation block, 
droop controller, voltage and current controllers, and PWM 
modulator [16]. The secondary control provides set-points for 
the primary control. As seen, not only local information is 
needed but also neighboring information is delivered to the 
secondary controller by communication link. In comparison to 
the traditional periodic communication way, the method in this 
paper is event-triggered. 

The droop controller mimics the droop mechanism of the 
traditional synchronous generator to regulate ωi and Vi 
according to active and reactive power respectively, and can 
be expressed as [17], [18] 

                                                                (1)i ni pi iD Pω ω= −  

                                                                (2)i ni qi iV V D Q= −  

where ωi and Vni are derived by the secondary control level. 
The primary control makes DGs share the active and reactive 
power autonomously. Meanwhile, in this case, the droop 
characteristics make voltage and frequency of the microgrid 
deviate from the rated values. Usually, Pi and Qi in (1) and (2) 
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can be obtained via two first-order low-pass filters (LPF) as 
the following [19] 

                                                                    (3)c
i i

c

P p
s

ω
ω

=
+

 

                                                                   (4)c
i i

c

Q q
s

ω
ω

=
+

 

where pi and qi are calculated by the power calculation block 
which can be expressed as [20] 

                                                             (5)i di odi qi oqip v i v i= +  

                                                             (6)i qi odi di oqiq v i v i= −  

III.  SECONDARY CONTROL OF ISLANDED MICROGRIDS 
In an islanded microgrid, the frequency is same globally in 

the steady-state. However, the output voltages of DGs may be 
different [32]. In this paper, we use the decentralized event-
triggered secondary control to restore the output voltages of all 
DGs. Furthermore, the frequency restoration with accurate 
active power sharing is also handled. The control objectives 
can be expressed as follows. 

1) Frequency restoration with accurate active power 
sharing, i.e., 

                                lim ( ) ,                            (7)i reft
t iω ω

→∞
= ∀  

                   lim[ ( )] lim[ ( )],  ,                (8)pi i pj jt t
D P t D P t i j

→∞ →∞
= ∀  

2) Output voltages restoration of all DGs, i.e., 

                                  lim ( ) ,                           (9)i reft
V t V i

→∞
= ∀  

A.  Graph Theory 
An islanded microgrid can be seen as a MAS if considering 

DGs as agents. In this section, the basic knowledge of graph 
theory is firstly introduced for convenience to describe the 
communication network of the MAS, which can be modelled 
by a graph. 

A graph is expressed by a triple G=(V(G), E(G), AG) 

consisting of a nonempty finite set of N vertex, i.e. agents, 
V(G)={v1, v2, …, vN}, a set of edges, i.e. links between agents, 
E(G)⊂V(G)×V(G), and the adjacency matrix AG⊂RN×N. (vj, 
vi)⊂E(G) denotes an edge which means the ith agent can 
receive information from the jth agent. The graph G is said to 
be undirected if for all edges (vj, vi)⊂E(G), (vi, vj)⊂E(G). The 
set of neighbors of the ith agent is defined as Ni={vj∈V(G)|(vj, 
vi)⊂E(G), i≠j}. The elements of AG are defined as aij=1 if 
vj∈Ni, otherwise aij=0. The degree matrix ∆ is defined as 
∆=diag{∆i} with ∆i=∑vj∈Niaij. The Laplacian matrix L is 
defined as L=∆−AG. A sequence of edges {(vi, vk), (vk, vl), …, 
(vs, vj)} is a path from agenti to agentj. If there exists a path 
from all vi∈V(G) to all vj∈V(G), the undirected graph is said to 
be connected [21], [22]. In addition, in the following, the 
communication network of the islanded microgrid is also 
denoted as G for convenience. 

B.  Distributed Secondary Controller Design 
The distributed control scheme of an islanded microgrid 

can be illustrated in Fig. 2. In this scheme, references are only 
known to a few agents. The secondary control objectives are 
achieved locally with a communication network rather than 
relying on a central controller. A virtual agent denoting as 
agent0 provides the references for secondary controllers. Then 
agent0 can be considered as a leader node and all the other 
agents synchronize to it. Furthermore, the active power sharing 
can be seen as a leaderless consensus problem. In this way, 
control objectives in (7)-(9) can be achieved.  

1) Frequency restoration: The dynamics of the primary 
control are dominated by the droop control in (1) and (2) [19].  

Therefore, fast dynamics can be neglected when designing 
the secondary control level [5] [7]. Constructing the state-
space model of the frequency control as the following 

( ) ( )
                                                               (10)

( ) ( )
i i

i i

t u t
y t t

ω

ω

ω
ω

=
 =



 

Traditionally, to solve the leader-followers consensus, a 
distributed controller can be constructed as [23] 

                                    ( ) ( )                          (11)i iu t k e tω ω ω=  

where kω>0 and eωi(t) is defined as 

           ( ) [ ( ) ( )] [ ( )]        (12)
i

i j i i ref i
j N

e t t t d tω ω ω ω ω
∈

= − + −∑  

where di is nonzero for the agent that can receive the 
references from agent0. As seen from (11) and (12), this kind 
of distributed controllers rely on continuous states feedback 
which implies high communication burden between agents. 
Then the requirement to the communication network is 
relatively high. In this paper, a decentralized event-triggered 
control strategy, see e.g., [24], [25], [26], is presented to 
reduce inter-agent communication while ensuring the system 
asymptotically stable. 

In the proposed distributed control law, (12) is redefined as 
following in (13) 

Voltage 
& 

Current 
Control

PWM Local 
Information

Event-triggered

Event-triggered

Neighboring
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m
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n L
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 control
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Fig. 1. Schematic view of the proposed control structure.  
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Fig. 2.  Distributed control scheme of islanded microgrids. 

ˆ ˆ ˆ           ( ) [ ( ) ( )] [ ( )]        (13)
i

i j i i ref i
j N

e t t t d tω ω ω ω ω
∈

= − + −∑  

where the superscript ∧ means the estimates of the 
corresponding variables which are defines as 

1ˆ                        ( ) ( ),  [ ,  )                  (14)i i i
i i k k kt t t t tω ω ωω ω += ∈  

Defining ηωi(t) and the estimate error εωi(t), respectively, as 

                               ( ) ( )                          (15)i i reft tωη ω ω= −  

                             ( ) ( ) ( )                       (16)i
i i k it t tω

ωε ω ω= −  

Then the generation of event-triggered time can be illustrated 
by Fig. 3. When ||εωi(t)|| reaches an upper bound, the event is 
triggered with ||εωi(t)|| being updated to zero for the state 
estimate equaling to the actual value due to communication. 
Then ||εωi(t)|| increases until the next event-triggered time 
comes. As a result, ||εωi(t)|| can be convergent to zero. During 
the intervals between the event-triggered times, no 
communication is needed. The upper bound can be determined 
by the triggering function. In this paper, every DG has its own 
triggering function which is defined using only local and 
neighbors’ information. Thus a whole distributed scheme can 
be built. 

Theorem 1: Let G be connected and at least one agent can 
receive information from the leader node. Then the distributed 
controllers in (11) and (13) ensures global stability of the 
frequency dynamics system if the event-triggered time is 
defined by the following 

1                          inf{ | ( ) 0}                 (17)i i
k k it t t f tω ω

ω−= > =  

where fωi(t) can be defined as 

2 2

(1 / 2)
  ( )= ( ) ( )

/ / (2 )
i

i

ij i
j N

i i i
ij i

j N

a d
f t t e t

a d

ω ω ω

ω ω ω
ω ω

α β β
ε

β β
∈

∈

− −
−

+

∑

∑
     

(18) 

t

( )i tωε 

i
kt
ω

1
i

kt
ω

+  
Fig. 3.  Event-triggered time generation mechanism. 
 
where 0<αω<1. Furthermore, there is 

1                        0 ,                     (19)
/ 2

i

ij i
j N

i
a dωβ

∈

< < ∀
+∑

 

For active power sharing, the state-space model can be 
constructed as 

( ) ( )
                                                          (20)

( ) ( )
pi i pi

pi pi i

D P t u t

y t D P t

 =


=



 

Constructing the distributed controller as 

                                     ( ) ( )                         (21)pi p piu t k e t=  

where kp>0 and epi(t) is defined as 

ˆ ˆ                          ( ) [ ( ) ( )]           (22)
i

pi pj j pi i
j N

e t D P t D P t
∈

= −∑  

where definition of the estimate is similar with that in (14). 
Then defining the active power estimate error as 

                        ( ) ( ) ( )                  (23)pi
pi pi i k pi it D P t D P tε = −  

Theorem 2: Let G be connected. Then the distributed 
controllers in (21) and (22) ensures global stability of the 
active power dynamics system if the event-triggered time is 
defined by the following 

1                          inf{ | ( ) 0}                 (24)pi pi
k k pit t t f t−= > =  

where fpi(t) can be defined as 

2 2

(1 )
         ( )= ( ) ( )     (25)

/
i

i

p p ij
j N

pi pi pi
ij p

j N

a
f t t e t

a

α β
ε

β
∈

∈

−
−

∑

∑
     

where 0<αp<1. Furthermore, there is 

                              0 1 / ,                       (26)
i

ij
j N

a iωβ
∈

< < ∀∑  

Then combining (1), (10) and (20), the set-value of the 
frequency primary control can be derived as 

                         ( ) [ ( ) ( )]                    (27)ni i pit u t u t dtωω = +∫  

2) Voltage restoration: Similar to (10), constructing the 
state-space model of the voltage control as the following 
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( ) ( )
                                                                (28)

( ) ( )
i vi

vi i

V t u t
y t V t

 =


=



 

We can design the distributed controller of reactive power 
control as 

                                   ( ) ( )                            (29)vi v viu t k e t=  

Where kv>0 and evi(t) is defined as 

ˆ ˆ ˆ            ( ) [ ( ) ( )] [ ( )]          (30)
i

vi j i i ref i
j N

e t V t V t d V V t
∈

= − + −∑  

where definition of the estimate is similar with that in (14).  
Furthermore, in analogy with (15) and (16), we can define 

ηvi(t) and the estimate error εvi(t) of the voltage control, 
respectively, as the following to determine the event-triggered 
time 

                               ( ) ( )                            (31)vi i reft V t Vη = −  

                             ( ) ( ) ( )                         (32)vi
vi i k it V t V tε = −  

Theorem 3: Let G be connected and at least one agent can 
receive information from the leader node. Then the distributed 
controllers in (29) and (30) ensures global stability of the 
voltage dynamic system if the event-triggered time is defined 
by the following 

1                          inf{ | ( ) 0}                  (33)vi vi
k k vit t t f t−= > =  

where fvi(t) can be defined as 

2 2

(1 / 2)
      ( )=  (34)

/ / (2 )
i

i

v v ij v i
j N

vi vi vi
ij v i v

j N

a d
f t e

a d

α β β
ε

β β
∈

∈

− −
−

+

∑

∑
     

where 0<αv<1. Furthermore, there is 

1                           0 ,                  (35)
/ 2

i

v
ij i

j N

i
a d

β

∈

< < ∀
+∑

 

Then combining (2), (4) and (28) yields 

                  ( ) [ ( ) ( )]          (36)ni vi qi c i c iV t u t D q Q dtω ω= + −∫  

The block diagram of the proposed secondary controllers is 
shown in Fig. 4. As seen, the DGi controller includes both DGi 
and DGj estimators and only the state values at the event-
triggered time of DGj are communicated to the DGj estimator. 
Meanwhile, DGi transmits its state values to its neighbors only 
at its event-triggered time. Then secondary control inputs are 
generated by the outputs of estimators rather than the actual 
values of the corresponding variables. Therefore, in this way, 
the inter-agent communication is highly reduced and the 
scheme is more reliable. 

C.  Design Procedure 
In this part, the design procedure of the proposed control  

DG

1
s

1
s

Triggering 
functions

DGi
Estimator

ˆ ˆ ˆ[ ( ) ( )] [ ( )]
i

j i i ref i
j N

t t d tω ω ω ω
∈

− + −∑

ˆ ( )i tω

refω

kω
iuω

ˆ ˆ( ) [ ( ) ( )]
i

pi pj j pi i
j N

e t D P t D P t
∈

= −∑ pk piu

,  i pi
k kt tω

( ),  ( ),  ( )i pi i it D P t V tω
ˆ ( )pi iD P t

ˆ ˆ ˆ[ ( ) ( )] [ ( )]
i

j i i ref i
j N

V t V t d V V t
∈

− + −∑ vie
vk viu

( )qi c i c iD q Qω ω−refV
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niω

niVˆ ( )jV t

ieω
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Fig. 4.  Diagram of the proposed event-triggered based secondary controller. 
 
strategy is summarized. According to the analysis above, the 
following steps can be derived: 

1) Choose a proper communication whose corresponding 
graph is connected with at least one agent receiving 
information from the leader node. 

2) Defining the local neighboring tracking errors as (13), 
(22) and (30). Thus the distributed controller can be 
constructed as (11), (21) and (29). 

3) Determining the event triggered time instants according 
to Theorem 1, 2 and 3. To regulate the dynamic 
performance, all the constants in the controllers should 
be positive while satisfying the conditions in (19), (26) 
and (35).  

4) Set the set-point values of the primary controllers as 
(27) and (36).  

IV.  STABILITY ANALYSIS 
In this section, we first use Lyapunov method to illustrate 

the stability of the proposed control strategy by proving the 
Theorems above, taking Theorem 1 as an example. Then we 
analysis the lower bound in the inter-event interval to show 
that the proposed strategy will not lead to infinite event-
triggered instants in a finite time period, that is, no Zeno 
behavior [27], [28]. 

A.  Proof of Theorem 1 
Lemma 1 [29]: Let G is connected and at least one agent  

can receive information from the leader node. Then L+D is a 
symmetric positive definite matrix where D=diag{di}. 

In the following, we omit the subscript ω and abbreviate 
x(t) to x for convenience. Combining (10), (11), (13)-(16) 
yields the stacked form as 

                             = ( )( )                        (37)kη ε η− + + L D  

where η=[η1, η2, …, ηN]T, ε=[ε1, ε2, …, εN]T. Similarly, there 
also is 

                               ( )( )                         (38)e ε η= − + +L D  

where e=[e1, e2, …, eN]T. 
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Considering the following Lyapunov function candidate 

T1                                 ( + )                           (39)
2

V η η= L D  

Then the time derivative of (39) can be written as 
T                                  ( )                            (40)V η η= +

L D  

Combining with the dynamic of η in (37) yields 
T 2                          ( ) ( )                    (41)V kη ε η= − + + L D  

On the other hand, Lemma 1 implies L+D is reversible, then 
place (38) into the upper equation in (41) yields 

T T T 2    ( ) = ( ) (42)V ke ke e ke k eε ε= − + − − + −

 L D L D  

We can expand the upper equation in (42) as 

2

1 1 1
             =

i

N N N

i i i i i i
i i j N i

V k e k e k d eε ε
= = ∈ =

− − −∑ ∑ ∑ ∑

   

1
                                              (43)

i

N

i j
i j N

k e ε
= ∈

+ ∑ ∑  

Note that  

T 2 21                    ,  >0                 (44)
2 2

x y x yβ β
β

≤ +     

the upper equation in (43) can be upper bounded by 

2 2 2

1 1 1

2 2 2

1 1 1

1+ +
2

1 1+ + (45)
2 2 2

i i

i

N N N

i i i
i i j N i j N

N N N

i i i i j
i i i j N

V k e k e k

k d e k d k

β ε
β

β ε ε
β β

= = ∈ = ∈

= = = ∈

≤ −

+

∑ ∑ ∑ ∑ ∑

∑ ∑ ∑ ∑



     

     

 

Considering that G is undirected, we have 

2 2

1 1
                        =                     (46)

i i

N N

j i
i j N i j N

ε ε
= ∈ = ∈
∑ ∑ ∑ ∑     

Placing (46) into (45) yields 

2

1

2

1

                    ( 1)
2

1                          ( )               (47)
2

i

i

N

ij i i
i j N

N
i

ij i
i j N

V k a d e

dk a

ββ

ε
β β

= ∈

= ∈

≤ + −

+ +

∑ ∑

∑ ∑



 

 

 

Considering the triggering function defined in (18) and Fig. 3, 
the time derivative in (47) can be upper bounded by 

2

1
             ( 1)(1 )         (48)

2
i

N

ij i i
i j N

V k a d eβα β
= ∈

≤ − − −∑ ∑

   

Combining (48) with (19) yields 

                                          0                                    (49)V ≤  

Thus the disagreement η is globally stable. This completes the 
proof. 

B.  Minimal Inter-event interval 
Theorem 4: Let G is connected and at least one agent can 

receive information from the leader node. Considering the 
system in (10) with the distributed controller in (11) and (13), 
the triggering function defined in (18) ensures that there exists 
at least one agent vh∈V(G) such that the inter-event interval is 
lower bounded by a positive constant τ 

Proof: Investigating the time derivative as following 

2                           +                    (50)d e
dt e e e

ε ε ε
≤

 
      

   
 

 

From (13) to (16), there is 

( )                                (51)d k
dt e e

ε ε η+ +
≤

       

   

L D
 

Noting L+D is reversible combing (51) with (38) yields 

                          +                               (52)d
dt e e

ε εγ γ≤
   

   

 

where 

                            = max{2 ,  }                    (53)k L D kγ +   

Thus ||ε||/||e|| is upper bounded by 

0                                  ( ,  )                           (54)t
e
ε

≤ Φ Φ
 

 

 

where Φ(t, Φ0) is the solution of the following differential 
equations as 

0 0

= +
                                                             (55)

(0, )
γ γΦ Φ


Φ Φ = Φ



 

Further, there is 

                                 ( ,0) exp( ) 1                      (56)τ γτΦ = −  

On the other hand, defining that 

( )
                                  arg max                          (57)

i

i
v V D

h e
∈

=    

Thus the following inequality holds 

                                                 (58)h

h h

N
e e e
ε ε ε

≤ ≤
     

     

 

According to (58) and the definition of the triggering function 
in (18), the following formula is obtained 

(1 / 2)
            [exp( ) 1]      (59)

/ / (2 )
i

i

ij i
j N

ij i
j N

a d
N

a d

α β β
γτ

β β
∈

∈

− −
≤ −

+

∑

∑
 

Thus the minimum inter-event interval of agenth is lower 
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bounded by τ, i.e., 

(1 / 2)
1 1           ln  +1         (60)

/ / (2 )
i

i

ij i
j N

ij i
j N

a d

N a d

α β β
τ

γ β β
∈

∈

 − −
 

≥  
+ 

  

∑

∑
 

This completes the proof. 

V.  SIMULATION RESULTS 
In order to verify the effectiveness of the proposed 

distributed secondary control strategies, a 380V/50Hz islanded 
microgrid test system including four DGs and two Loads, 
shown in Fig. 5, is built in PSCAD/EMTDC. The specification 
of the test system is listed in Table I. It should be noted that, as 
seen in Table I, the parameters of DGs are not necessarily 
identical. In general, set-points of secondary level can choose 
as their nominal values. The communication graph chosen in 
the simulation is also shown in Fig. 5. As seen, it satisfies the 
condition that being connected. In addition, only DG1 can 
access to the references. Furthermore, we suppose a 5ms 
interval to denote the minimal communication period of the 
actual communication network. 

A.  Performance of the proposed secondary control 
At the beginning, only the primary control is activated and 

all the four DGs supply for the loads. Then the proposed 
secondary controllers are started at t=2s. The results are shown 
in Fig. 6. As seen, the primary control guarantees that all DGs 
share the active power according to their droop coefficients. 
However, all output voltages and the frequencies deviate from 
the nominal values due to the droop characteristics. Then after 
t=2s, they can gradually restore to their nominal values, i.e., 
Vref=1p.u. and fref=50Hz, subjected to the proposed secondary 
control function. Meanwhile, the accurate active power sharing 
can be guaranteed in the steady state. Fig. 6 also shows that the 
output active powers increase after the secondary control being 
in action. This is duo to the load characteristics. At t=7s, Load 
2 is disconnected from the system. Then, at t=12s, Load 2 is 
connected to the system again. As seen, the proposed 
secondary control strategy can keep the voltage and frequency 
of DGs at the nominal values while keeping accurate active 
power sharing response to both load connection and 
disconnection. 

Fig. 7 shows the dynamics of the proposed controllers 
under different gains taking DG1 as an example. It can be seen 
that when the gains increase to two times of their original 
values, the regulation time decrease to 50%, which means that 
larger gains increase reaction speed of the system. However, 
this requires larger sampling rate. In the application of 
microgrid, the time scale of secondary control is about several 
seconds [5], [34]. Therefore, the gain values used in the paper 
is enough for the secondary control of microgrid. 

B.  Plug-and-play verification 
This part tests the plug-and-play ability of the proposed 

control strategy, and the results are shown in Fig. 8. In the  

DG1(agent1)

DG2(agent2) DG3(agent3)

DG4(agent4)

1gR 1gL

2gR 2gL

3gR3gL

4gR4gL

1lR

1lL

2lR2lL

3lR

3lL

1 1P jQ+

2 2P jQ+

Distributed 
Secondary
 controller

Distributed 
secondary  
controller

Distributed 
Secondary
  controller

Distributed 
Secondary
 controller

Leader Node
(agent0)

References

 
Fig. 5.  Islanded microgrid test system. 

TABLE I 
Parameters of islanded microgrid and its control system 

 

DGs 

DG1 DG2 DG3 DG4 
Rg1 0.03Ω Rg2 0.03Ω Rg3 0.03Ω Rg4 0.03Ω 
Lg1 0.35mH Lg2 0.35mH Lg3 0.35mH Lg4 0.35mH 
Dp1 12.5e-5 Dp2 12.5e-5 Dp3 9.4e-5 Dp4 9.4e-5 
Dq1 1.5e-3 Dq2 1.5e-3 Dq3 1.3e-3 Dq4 1.3e-3 

lines 
Line1 Line2 Line3 

Rg1 0.23Ω Rg2 0.35Ω Rg3 0.23Ω 
Lg1 0.318mH Lg2 1.847mH Lg3 0.318mH 

loads 
Load1 Load2 

P1 45.9kW P3 36kW 
Q1 22.8kVar Q3 36kVar 

gain 
kv 6 
kω 4 
kp 4 
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Fig. 6.  Outputs of the test islanded microgrid. 
 
simulation, DG4 is disconnected from the network at t=8s and 
reconnected again at t=13s. As seen in Fig. 5, the graph is still 
connected with agent1 receiving information from the leader 
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node when DG4 is disconnected. Therefore, targets of 
secondary control can still be achieved by DG1, DG2 and 
DG3. Fig. 8 also shows that the system endures serious 
oscillation when DG4 is reconnected. This is because no pre-

synchronization is implemented. However, the transient 
frequency is kept in ±0.6Hz and system can still keep stable 
even in this situation. 

C.  Comparison with the traditional way 
The relevant results about microgrid secondary control are 

usually based on periodic states feedback control [7]-[11], [13]. 
Therefore, a comparison between the proposed event-triggered 
control and the traditional control, using same control gains, is 
made in this paper. The simulation results, taking DG1 as an 
example, are shown in Fig. 9. As seen, the proposed event-
triggered way can have a similar settling time with that of the 
traditional control way. This further proves the effectiveness of 
the proposed control strategy. However, the event-triggered 
method exhibits a little more oscillation. In addition, due to the 
states updating at the event-triggered time, sawtooth waves can 
be observed in the event-triggered way. Furthermore, Fig. 10 
shows system dynamics with respect to load variation. At t=9s, 
Load 2 is disconnected from the system. As seen, voltage of 
DG1 is hardly influenced because it’s far away from Load2 as 
shown in Fig. 5. And the proposed strategy can keep the 
voltage and frequency at their nominal values after the 
transient. Also output power decrease due to load shedding. 

To illustrate the communication mechanism of the 
proposed control strategy and compare communication burden 
with the traditional approach， Fig. 11 shows, taking DG1 as 
an example, the event time instants of the distributed voltage, 
frequency and active power controllers. It should be noted 
that， for traditional way, periodic communication with a 5ms 
interval is considered. In addition, the results about 
communication burden in the time frame 2s-6s are depicted in 
Table II. From Fig. 11 and Table II, it is concluded that the 
proposed distributed control strategy can highly reduce 
communication burden between DGs while restoring voltage 
and frequency to the nominal values. 

D.  Performance under communication delays 
In this section, the performance of the proposed control 

strategy, taking DG1 as an example, is investigated under 
different communication delays. It is observed from Fig. 12 
that the response of the system become more oscillatory as the 
communication delays increase. This is because that the 
triggering functions are designed by Lyapunov method and the 
communication delays will decrease the stability margin. 
However, the system is still table according to the simulation 
results. It is worth noting that the communication delays are 
usually in the order of milliseconds or tens of milliseconds [5]. 
Thus, the proposed control strategy can meet the requirments 
in practice. 

VI.  CONCLUSION 
The distributed cooperative secondary restoration problem 

of the islanded microgrid using event-triggered control 
strategy is addressed in this paper.  

1) Both of voltage and frequency can be restored to their 
nominal values while keeping the active power sharing  
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Fig. 7.  Simulation results under different control gains. 
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Fig. 8.  Performance of plug and play. 
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Fig. 9.  Comparison between the proposed control way and the traditional way. 
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Fig. 10.  Comparison with respect to load variation between the proposed 
control way and the traditional way. 
 

accurary 
2) Communication burden between secondary controllers  

of the DGs is highly reduced. 
3) The defined event-triggered time based on 

decentralized event triggering functions for every DGs  
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Fig. 11.  The trigger event instants for DG1 (1: voltage controller, 2: 
frequency controller and 3: active power controller). 

TABLE II 
Communication of secondary control 

 

DGs Controllers 

Number of 
communication events 

Average intervals 
between two contiguous 

events 

Traditional 
way 

Event-
triggered 

way 

Traditional 
way 

Event-
triggered 

way 

DG1 
Voltage 799 223 5ms 18ms 

Frequency 799 9 5ms 400ms 
Active power 799 21 5ms 182ms 

DG2 
Voltage 799 221 5ms 18ms 

Frequency 799 329 5ms 12ms 
Active power 799 167 5ms 24ms 

DG3 
Voltage 799 200 5ms 20ms 

Frequency 799 371 5ms 11ms 
Active power 799 78 5ms 51ms 

DG4 
Voltage 799 49 5ms 80ms 

Frequency 799 334 5ms 12ms 
Active power 799 36 5ms 108ms 
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Fig. 12.  Performance under different communication delays. 
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can keep the stability of the distributed control system 
while keeping away Zeno behavior. 

Furthermore, impact of packet loss on performance of 
event-triggered control will be studied in the future because 
the microgrid control may be implemented on a network with 
high packet-drop rate. Meanwhile, advanced control methods 
such as finite-time control can be investigated combining with 
the event-triggered communication to increase reaction speed 
of the secondary controllers. 
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