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Abstract

We consider the problem of jointly estimating multiple inverse covariance matrices from
high-dimensional data consisting of distinct classes. An `2-penalized maximum likelihood
approach is employed. The suggested approach is flexible and generic, incorporating several
other `2-penalized estimators as special cases. In addition, the approach allows specifica-
tion of target matrices through which prior knowledge may be incorporated and which can
stabilize the estimation procedure in high-dimensional settings. The result is a targeted
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fused ridge estimator that is of use when the precision matrices of the constituent classes
are believed to chiefly share the same structure while potentially differing in a number of
locations of interest. It has many applications in (multi)factorial study designs. We fo-
cus on the graphical interpretation of precision matrices with the proposed estimator then
serving as a basis for integrative or meta-analytic Gaussian graphical modeling. Situa-
tions are considered in which the classes are defined by data sets and subtypes of diseases.
The performance of the proposed estimator in the graphical modeling setting is assessed
through extensive simulation experiments. Its practical usability is illustrated by the dif-
ferential network modeling of 12 large-scale gene expression data sets of diffuse large B-cell
lymphoma subtypes. The estimator and its related procedures are incorporated into the
R-package rags2ridges.

Keywords: differential network estimation, Gaussian graphical modeling, generalized
fused ridge, high-dimensional data, `2-penalized maximum likelihood, structural meta-
analysis

1. Introduction

High-dimensional data are ubiquitous in modern statistics. Consequently, the fundamen-
tal problem of estimating the covariance matrix or its inverse (the precision matrix) has
received renewed attention. Suppose we have n i.i.d. observations of a p-dimensional vari-
ate distributed as Np(µ,Σ). The Gaussian log-likelihood parameterized in terms of the
precision matrix Ω = Σ−1 is then given by:

L(Ω; S) ∝ ln|Ω| − tr(SΩ), (1)

where S is the sample covariance matrix. When n > p the maximum of (1) is attained at
the maximum likelihood estimate (MLE) Ω̂ML = S−1. However, in the high-dimensional
case, i.e., when p > n, the sample covariance matrix S is singular and its inverse ceases to
exist. Furthermore, when p ≈ n, the sample covariance matrix may be ill-conditioned and
the inversion becomes numerically unstable. Hence, these situations necessitate usage of
regularization techniques.

Here, we study the simultaneous estimation of numerous precision matrices when mul-
tiple classes of high-dimensional data are present. Suppose yig is a realization of a p-
dimensional Gaussian random vector for i = 1, . . . , ng independent observations nested
within g = 1, . . . , G classes, each with class-dependent covariance Σg, i.e., yig ∼ Np(µg,Σg)
for each designated class g. Hence, for each class a data set consisting of the ng × p matrix
Yg = [y1g, . . . ,yngg]

> is observed. Without loss of generality µg = 0 can be assumed
as each data set Yg can be centered around its column means. The class-specific sample
covariance matrix is given by

Sg =
1

ng

ng∑
i=1

yigy
>
ig =

1

ng
Y>g Yg,

which constitutes the well-known MLE of Σg as discussed above. The closely related pooled
sample covariance matrix

S• =
1

n•

G∑
g=1

ng∑
i=1

yigy
>
ig =

1

n•

G∑
g=1

ngSg, (2)
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where n• =
∑G

g=1 ng, is an oft-used estimate of the common covariance matrix across
classes. In the high-dimensional setting, in which p > n• (implying p > ng), the Sg and S•
are singular and their inverses do not exist. Our primary interest thus lies in estimating the
precision matrices Ω1 = Σ−1

1 , . . . ,ΩG = Σ−1
G , as well as their commonalities and differences,

when p > n•. We will develop a general `2-penalized ML framework to this end which we
designate targeted fused ridge estimation.

The estimation of multiple precision matrices from high-dimensional data classes is of
interest in many applications. The field of oncogenomics, for example, often deals with
high-dimensional data from high-throughput experiments. Class membership may have
different connotations in such settings. It may refer to certain sub-classes within a single
data set such as cancer subtypes (cancer is a very heterogeneous disease, even when present
in a single organ). It may also designate different data sets or studies. Likewise, the class
indicator may also refer to a conjunction of both subclass and study membership to form
a two-way design of factors of interest (e.g., breast cancer subtypes present in a batch
of study-specific data sets), as is often the case in oncogenomics. Our approach is thus
motivated by the meta-analytic setting, where we aim for an integrative analysis in terms
of simultaneously considering multiple data (sub-)classes, data sets, or both. Its desire is
to borrow statistical power across classes by effectively increasing the sample size in order
to improve sensitivity and specificity of discoveries.

1.1. Related Literature

There have been many proposals for estimating a single precision matrix in high-dimensional
data settings. A popular approach is to amend (1) with an `1-penalty (Yuan and Lin, 2007;
Banerjee et al., 2008; Friedman et al., 2008; Yuan, 2008). The solution to this penalized
problem is generally referred to as the graphical lasso and it is popular as it performs
automatic model selection, i.e., the resulting estimate is sparse. It is heavily used in Gaus-
sian graphical modeling (GGM) as the support of a Gaussian precision matrix represents a
Markov random field (Lauritzen, 1996).

The `1-approach has been extended to deal with more than a single sample-group. Ha
et al. (2015) employed a two-class approach that first extracts a global precision matrix
by the graphical lasso after which precision regressions are employed to find local differ-
ences. Zhao et al. (2014) also regard the two-class setting but, in contrast to many other
approaches, focus on direct estimation of the difference between two precision matrices.
Many works also move beyond the two-class setting. Guo et al. (2011) have proposed a
parametrization of class-specific precision matrices that expresses the individual elements
as a product of shared and class-specific factors. They include `1-penalties on both the
shared and class-specific factors in order to jointly estimate the sparse precision matrices
(representing graphical models). The penalty on the shared factors promotes a shared
sparsity structure while the penalty on the class-specific factors promotes class-specific de-
viations from the shared sparsity structure. Danaher et al. (2014) have generalized these
efforts by proposing the joint graphical lasso which allows for various penalty structures.
They study two particular choices: the group graphical lasso that encourages a shared spar-
sity structure across the class-specific precision matrices, and the fused graphical lasso that
promotes a shared sparsity structure as well as shared precision element-values.
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The methods that move beyond the two-class setting have in common that they (implic-
itly) assume the same degree of similarity between all possible pairs of precision matrices.
Two recent works provide an important generalization by allowing for varying degrees of
similarity: Peterson et al. (2015) and Saegusa and Shojaie (2016). These works permit,
respectively from a Bayesian and frequentist perspective, for the pair-specific similarities to
be estimated from the data. Our motivation is related to these works (see Section 1.2).

A hypothesis testing literature on multiple high-dimensional precision matrices has de-
veloped concurrently with the estimation literature. Generally, the testing approaches are
supported by penalized estimation. As in estimation, the approaches can be demarcated
by either a global or a local thrust (Cai, 2017). The former focuses on testing the overall
difference between two precision matrices. The latter focuses on the simultaneous testing
of the non-redundant individual entries of the difference matrix between two precision ma-
trices. Städler and Mukherjee (2017) provide a two-sample global testing approach under
a sparsity assumption. Xia et al. (2015) provide both a global test as well as local testing
through a (sparse) regression approach. See Cai (2017) for a review of recent work in testing
for high-dimensional covariance and precision structures.

1.2. Motivation of Approach

Testing of high-dimensional precision matrices is generally only powerful when the alterna-
tive is sparse. However, sparsity need not necessarily be a tenable assumption. Moreover,
the testing approaches are confined to two-class settings. Hence, we focus on estimation.
Our goal is to provide a multiple class joint-estimation method that does not depend on a
sparsity assumption and that allows for the flexible incorporation of prior information. We
motivate our approach below.

While simultaneous estimation and model selection can be deemed elegant, automatic
sparsity is not always an asset. It may be that one is intrinsically interested in more
accurate representations of class-specific precision matrices in the high-dimensional situa-
tion. By ‘intrinsically’ we mean a representation that does not assume a (specific) sparsity
pattern or structure. Such representations are useful in enabling in the high-dimensional
setting (standard) statistical applications directly dependent on the precision matrix, such
as covariance-regularized regression (Witten and Tibshirani, 2009) or discriminant analysis
(Price et al., 2015). One is then not after sparse representations, but rather (relatively)
low-variance representations of the precision(s) in high-dimension. It is then natural to
prefer usage of a regularization method that shrinks the estimated elements of the precision
matrices proportionally.

In addition, when indeed considering network representations of data (such that some
level of sparsity is ultimately desired), one need not necessarily prefer the encouragement
of sparsity through an `1-approach. It is well-known that `1-based support recovery and
estimation is consistent only under the assumption that the true (differential) graphical
model is (very) sparse. The `1-penalty is unable to retrieve the sparsity pattern when
the number of truly non-null elements exceeds the available sample size (van Wieringen
and Peeters, 2016). This can be termed undesirable as there is accumulating evidence
that many networks traditionally represented by graphical models, such as biochemical
pathways governing disease aetiology and progression, are dense (Boyle et al., 2017). In
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such a situation one may wish to couple a non-sparsity-inducing penalty with a post-hoc
selection step allowing for probabilistic control over element selection (van Wieringen and
Peeters, 2016). We therefore consider `2 or ridge-type penalization.

The `2-approach we consider will be targeted in the sense that it allows for the specifi-
cation of (possibly class-specific) target matrices that may encode prior information. The
motivation for including targets in general is that well-informed choices of the target can
greatly improve the estimation in terms of loss/risk (Section 5). In addition, our framework
also allows for varying degrees of similarity between (all possible) pairs of class-specific pre-
cision matrices through the incorporation of a penalty matrix (Section 2). The diagonal
elements of this matrix determine the rates of shrinkage of the class-specific precision ma-
trices towards their corresponding targets while the off-diagonal entries determine the rates
of pair-specific fusion. The proposed framework is thus flexible in the sense that it allows
for the incorporation of prior information along two roads as well as their interplay: (i) via
the target matrices, and (ii) via the penalty matrix. At one end of the spectrum we can
include weak prior information through uninformative shared target matrices while letting
the similarities between all pairs of precision matrices be subsequently determined by the
data (analogously to Peterson et al., 2015; Saegusa and Shojaie, 2016). At the other end
we can include strong prior knowledge through informative class-specific target matrices
while imposing restrictions on class-specific similarities by imposing (exclusion) constraints
on the penalty matrix.

1.3. Overview

Section 2 presents the targeted fused ridge estimation framework. The proposed fused
`2-penalty allows for the simultaneous estimation of multiple precision matrices from high-
dimensional data classes that chiefly share the same structure but that may differentiate in
locations of interest. The usage of the mentioned target and penalty matrices makes the
framework flexible and general. It contains the recent work of Price et al. (2015) and van
Wieringen and Peeters (2016) as special cases. It may also be viewed as an `2-generalization
of the work of Danaher et al. (2014). Moreover, the framework can be viewed as bridging
the work of Danaher et al. (2014) and Saegusa and Shojaie (2016), by allowing varying
degrees of class-specific similarities, ranging from completely fixed for all possible pairs to
completely data-determined for all possible pairs. In the same vein, it may be viewed as a
computationally feasible alternative to the work of Peterson et al. (2015), as it allows for the
incorporation of prior information without having to formally specify prior distributions.
As such it evades the computational burden of a full Bayes approach.

The method is contingent upon the selection of penalty values and target matrices,
topics that are treated in Section 3. This section shows how—through the penalty values
and target matrices—varying levels of specificity may be incorporated. Section 4 then
focuses on the graphical interpretation of precision matrices. It shows how the fused ridge
precision estimates may be coupled with post-hoc support determination in order to arrive
at multiple graphical models. We will refer to this coupling as the fused graphical ridge.
This then serves as a basis for integrative or meta-analytic network modeling. Section
5 then assesses the performance of the proposed estimator through extensive simulation
experiments. These simulations show that the inclusion of target matrices can improve
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estimation efficiency. Section 6 illustrates the techniques by applying it in a large scale
integrative study of gene expression data of diffuse large B-cell lymphoma. The focus is then
on finding common motifs and motif differences in network representations of (deregulated)
molecular pathways. The analysis shows the added value of the targeted fusion approach
to integration by juxtaposing it with a nonintegrative approach. Moreover, it shows how
pilot data and database information can be combined to provide effective target matrices.
Section 7 concludes with a discussion.

1.4. Notation

Some additional notation must be introduced. Throughout the text and supplementary
material, we use the following notation for certain matrix properties and sets: We use
A � 0 and B � 0 to denote symmetric positive definite and positive semi-definite matrices
A and B, respectively. By R, R+, and R++ we denote the real numbers, the non-negative
real numbers, and the strictly positive real numbers, respectively. In notational analogue,
Sp, Sp+, and Sp++ are used to denote the space of p × p real symmetric matrices, the real
symmetric positive semi-definite matrices, and real symmetric positive definite matrices,
respectively. That is, e.g., Sp++ = {X ∈ Rp×p : X = X> ∧ X � 0}. Negative subscripts
similarly denote negative reals and negative definiteness. By A ≥ B and similar we denote
element-wise relations, i.e., (A)jq ≥ (B)jq for all (j, q). Matrix subscripts will usually
denote class membership, e.g., Ag denotes (the realization of) matrix A in class g. For
notational brevity we will often use the shorthand {Ag} to denote the set {Ag}Gg=1.

The following notation is used throughout for operations: We write diag(A) for the
column vector composed of the diagonal of A and vec(A) for the vectorization operator
which stacks the columns of A on top of each other. Moreover, ◦ will denote the Hadamard
product while ⊗ refers to the Kronecker product.

We will also repeatedly make use of several special matrices and functions. We let
Ip denote the (p × p)-dimensional identity matrix. Similarly, Jp will denote the (p × p)-
dimensional all-ones matrix. In addition, 0 will denote the null-matrix, the dimensions of
which should be clear from the context. Lastly, ‖ · ‖2F and 1[ · ] will stand for the squared
Frobenius norm and the indicator function, respectively.

2. Targeted Fused Ridge Estimation

In this section we first give a general formulation of the targeted fused ridge estimation
problem (Section 2.1). Next, the maximizing class-specific argument is explored as well
as its properties (Section 2.2). Last, an algorithm is presented with which the general,
multiple-class solution can be obtained (Section 2.3).

2.1. A General Penalized Log-Likelihood Problem

Suppose G classes of (ng×p)-dimensional data exist and that the samples within each class
are i.i.d. normally distributed. The log-likelihood for the data takes the following form
under the additional assumption that all n• observations are independent:

L ({Ωg}; {Sg}) ∝
∑
g

ng
{

ln|Ωg| − tr(SgΩg)
}
. (3)
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We desire to obtain estimates {Ω̂g} ∈ Sp++ of the precision matrices for each class. Though
not a requirement, we primarily consider situations in which p > ng for all g, necessitating
the need for regularization. To this end, amend (3) with the fused ridge penalty given by

fFR ({Ωg}; {λg1g2}, {Tg}) =
∑
g

λgg
2

∥∥Ωg−Tg

∥∥2
F

+
∑
g1,g2

λg1g2
4

∥∥(Ωg1−Tg1)−(Ωg2−Tg2)
∥∥2
F
, (4)

where the Tg ∈ Sp+ indicate known class-specific target matrices (see also Section 3.3),
the λgg ∈ R++ denote class-specific ridge penalty parameters, and the λg1g2 ∈ R+ are
pair-specific fusion penalty parameters subject to the requirement that λg1g2 = λg2g1 . All
penalties can then be conveniently summarized into a non-negative symmetric matrix Λ =
[λg1g2 ] which we call the penalty matrix. The diagonal of Λ corresponds to the class-
specific ridge penalties whereas off-diagonal entries are the pair-specific fusion penalties.
The rationale and use of the penalty matrix is motivated further in Section 3.1. Combining
(3) and (4) yields a general targeted fused ridge estimation problem:

arg max
{Ωg}∈Sp

++

{
L ({Ωg}; {Sg})−

∑
g

λgg
2

∥∥Ωg−Tg

∥∥2
F
−
∑
g1,g2

λg1g2
4

∥∥(Ωg1−Tg1)−(Ωg2−Tg2)
∥∥2
F

}
. (5)

The problem of (5) is strictly concave. Furthermore, it is worth noting that non-zero fusion
penalties, λg1g2 > 0 for all g1 6= g2, alone will not guarantee uniqueness when p > n•: In
high dimensions, all ridge penalties λgg should be strictly positive to ensure identifiability.
These and other properties of the estimation problem are reviewed in Section 2.2.

The problem stated in (5) is very general. We shall sometimes consider a single common
ridge penalty λgg = λ for all g, as well as a common fusion penalty λg1g2 = λf for all class
pairs g1 6= g2 (cf., however, Section 3.1) such that Λ = λIG+λf (JG−IG). This simplification
leads to the first special case:

arg max
{Ωg}∈Sp++

{
L ({Ωg}; {Sg})−

λ

2

∑
g

∥∥Ωg−Tg

∥∥2

F
−
λf
4

∑
g1,g2

∥∥(Ωg1−Tg1)− (Ωg2−Tg2)
∥∥2

F

}
.

Here and analogous to (5), λ controls the rate of shrinkage of each precision Ωg towards
the corresponding target Tg (van Wieringen and Peeters, 2016), while λf determines the
retainment of entry-wise similarities between (Ωg1−Tg1) and (Ωg2−Tg2) for all class pairs
g1 6= g2.

When Tg = T for all g, the problem further simplifies to

arg max
{Ωg}∈Sp++

{
L ({Ωg}; {Sg})−

λ

2

∑
g

∥∥Ωg−T
∥∥2

F
−
λf
4

∑
g1,g2

∥∥Ωg1−Ωg2

∥∥2

F

}
, (6)

where the targets are seen to disappear from the fusion term. Lastly, when T = 0 the
problem (6) reduces to its simplest form recently considered by Price et al. (2015). Appendix
A studies, in order to support an intuitive feel for the fused ridge estimation problem, its
geometric interpretation in this latter context.
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2.2. Estimator and Properties

There is no explicit solution to (5) except for certain special cases and thus an iterative
optimization procedure is needed for its general solution. As described in Section 2.3,
we employ a coordinate ascent procedure which relies on the concavity of the penalized
likelihood (see Lemma 10 in Appendix B.1) and repeated use of the following result, whose
proof (as indeed all proofs) has been deferred to Appendix B.2:

Proposition 1 Let {Tg} ∈ Sp+ and let Λ ∈ SG be a fixed penalty matrix such that Λ ≥ 0
and diag(Λ) > 0. Furthermore, assume that Ωg is positive definite and fixed for all g 6= g0.
The maximizing argument for class g0 of the optimization problem (5) is then given by

Ω̂g0

(
Λ, {Ωg}g 6=g0

)
=

{[
λ̄g0Ip +

1

4

(
S̄g0 − λ̄g0T̄g0

)2]1/2

+
1

2

(
S̄g0 − λ̄g0T̄g0

)}−1

, (7)

where

S̄g0 = Sg0 −
∑
g 6=g0

λgg0
ng0

(Ωg−Tg), T̄g0 = Tg0 , and λ̄g0 =
λg0•
ng0

, (8)

with λg0• =
∑

g λgg0 denoting the sum of the g0th column (or row) of Λ.

Remark 2 Defining T̄g0 = Tg0 in Proposition 1 may be deemed redundant. However, it
allows us to state equivalent alternatives to (8) without confusing notation. See Section 2.3
as well as Appendix B.2 and Section 1 of the Supplementary Material.

Remark 3 The target matrices from Proposition 1 may be chosen nonnegative definite.
However, choosing n.d. targets may lead to ill-conditioned estimates in the limit. From a
shrinkage perspective we thus prefer to choose {Tg} ∈ Sp++. See Section 3.3.

Proposition 1 provides a function for updating the estimate of the g0th class while fix-
ing the remaining parameters. As a special case, consider the following. If all off-diagonal
elements of Λ are zero no ‘class fusion’ of the estimates takes place and the maximiza-
tion problem decouples into G individual, disjoint ridge estimations: See Corollary 11 in
Appendix B.2. The next result summarizes some properties of (7):

Proposition 4 Consider the estimator of Proposition 1 and its accompanying assumptions.
Let Ω̂g ≡ Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
be the precision matrix estimate of the gth class. For this

estimator, the following properties hold:

i. Ω̂g � 0 for all λgg ∈ R++;

ii. lim
λgg→0+

Ω̂g = S−1
g if

∑
g′ 6=g λgg′ = 0 and p ≤ ng;

iii. lim
λgg→∞−

Ω̂g = Tg if λgg′ <∞ for all g′ 6= g;

iv. lim
λg1g2→∞−

(Ω̂g1 −Tg1) = lim
λg1g2→∞−

(Ω̂g2 −Tg2) if λg′1g′2 <∞ for all {g′1, g′2} 6= {g1, g2}.

8
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The first item of Proposition 4 implies that strictly positive λgg are sufficient to guarantee
positive definite estimates from the ridge estimator. The second item implies that if ‘class
fusion’ is absent, then one obtains the standard MLE S−1

g as the right-hand limit for group
g, whose existence is only guaranteed when p ≤ ng. The third item shows that the fused
ridge precision estimator for class g is shrunken exactly to its target matrix when the ridge
penalty tends to infinity while the fusion penalties do not. The last item shows that the
precision estimators of any two classes tend to a common estimate when the fusion penalty
between them tends to infinity while all remaining penalty parameters remain finite.

The attractiveness of the general estimator hinges upon the efficiency by which it can
be obtained. We state a result useful in this respect before turning to our computational
approach in Section 2.3:

Proposition 5 Let Ω̂g ≡ Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
be the precision matrix estimate (7) for the

gth class and define [Ω̂g]
−1 ≡ Σ̂g. The estimate Ω̂g can then be obtained without inversion

through:

Ω̂g =
1

λ̄g

[
Σ̂g − (S̄g − λ̄gT̄g)

]
=

1

λ̄g

{[
λ̄gIp +

1

4

(
S̄g − λ̄gT̄g0

)2]1/2

− 1

2

(
S̄g − λ̄gT̄g

)}
.

Remark 6 Note that Proposition 5 implies that our framework also immediately provides
for regularized class-specific estimates of covariance matrices as Σ̂g = λ̄gΩ̂g + (S̄g − λ̄gT̄g).
Its properties are analogous to those stated in Proposition 4.

2.3. Algorithm

Equation (7) allows for updating the precision estimate Ω̂g of class g by plugging in the

remaining Ω̂′g, g
′ 6= g, and assuming them fixed. Hence, from initial estimates, all preci-

sion estimates may be iteratively updated until some convergence criterion is reached. We
propose a block coordinate ascent procedure to solve (5) by repeated use of the results in
Proposition 1. This procedure is outlined in Algorithm 1. By the strict concavity of the
problem in (5), the procedure guarantees that, contingent upon convergence, the unique
maximizer is attained when considering all Ω̂g jointly. Moreover, we can state the following
result:

Proposition 7 The gradient ascent procedure given in Algorithm 1 will always stay within
the realm of positive definite matrices Sp++.

The procedure is implemented in the rags2ridges package within the R statistical
language (R Core Team, 2012). This implementation focuses on stability and efficiency.
With regard to the former: Equivalent (in terms of the obtained estimator) alternatives
to (8) can be derived that are numerically more stable for extreme values of Λ. The most
apparent such alternative is:

S̄g0 = Sg0 , T̄g0 = Tg0 +
∑
g 6=g0

λgg0
λg0•

(Ωg−Tg), and λ̄g0 =
λg0•
ng0

. (9)

It ‘updates’ the target T̄g instead of the sample covariance S̄g and has the intuitive in-
terpretation that the target matrix for a given class in the fused case is a combination
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of the actual class target matrix and the ‘target corrected’ estimates of remaining classes.
The implementation makes use of this alternative where appropriate. See Section 1 of the
Supplementary Material for details on alternative updating schemes.

Algorithm 1 Pseudocode for the fused ridge block coordinate ascent procedure.

1: Input:
2: Sufficient data: (S1, n1), . . . , (SG, nG)
3: Penalty matrix: Λ
4: Convergence criterion: ε > 0
5: Output:
6: Estimates: Ω̂1, . . . , Ω̂G

7: procedure ridgeP.fused(S1, . . . ,SG, n1, . . . , nG,Λ, ε)

8: Initialize: Ω̂
(0)
g for all g.

9: for c = 1, 2, 3, . . . do
10: for g = 1, 2, . . . , G do

11: Update Ω̂
(c)
g := Ω̂g

(
Λ, Ω̂

(c)
1 , . . . , Ω̂

(c)
g−1, Ω̂

(c−1)
g+1 , . . . , Ω̂

(c−1)
G

)
by (7).

12: end for

13: if maxg

{
‖Ω̂(c)

g −Ω̂
(c−1)
g ‖2F

‖Ω̂(c)
g ‖2F

}
< ε then

14: return
(
Ω̂

(c)
1 , . . . , Ω̂

(c)
G

)
15: end if
16: end for
17: end procedure

The worst-case asymptotic time complexity of the procedure isO(p3) due to the necessity
of the matrix square root. Efficiency is then secured through various roads. First, in certain
special cases closed-form solutions to (5) exist. When appropriate, these explicit solutions
are used. Moreover, these solutions may provide warm-starts for the general problem. See
Section 2 of the Supplementary Material for details on estimation in these special cases. Sec-
ond, the result from Proposition 5 is used, meaning that the relatively expensive operation of
matrix inversion is avoided. Third, additional computational speed was achieved by imple-
menting core operations in C++ via the R-packages Rcpp and RcppArmadillo (Sanderson,
2010; Eddelbuettel and François, 2011; François et al., 2012; Eddelbuettel, 2013). These
efforts make analyzes with large p feasible. Throughout, we will initialize the algorithm

with Ω̂
(0)
g = p/ tr(S•) · Ip for all g.

3. Penalty and Target Selection

In this section we discuss selection of the penalty parameters and the target matrices. First,
we discuss, by way of examples, how the penalty matrix connects to a penalty-graph and
how its structure may encode prior information in the analysis of various study-designs
(Section 3.1). Next, we present several computational approaches to select optimal values
for the parameters in the (possibly structured) penalty matrix (Section 3.2). Last, we give
several considerations in choosing target matrices (Section 3.3).

10
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3.1. The Penalty Graph and Analysis of Factorial Designs

Equality of all class-specific ridge penalties λgg is deemed restrictive, as is equality of all
pair-specific fusion penalties λg1g2 . In many settings, such as the analysis of factorial designs,
finer control over the individual values of λgg and λg1g2 befits the analysis. This will be
motivated by several examples of increasing complexity. In order to do so, some additional
notation is developed: The penalties of Λ can be summarized by a node- and edge-weighted
graph P = (W,H) where the vertex set W corresponds to the possible classes and the edge
set H corresponds to the similarities to be retained. The weight of node g ∈W is given by
λgg and the weight of edge (g1, g2) ∈ H is then given by λg1g2 . We refer to P as the penalty
graph associated with the penalty matrix Λ. The penalty graph P is simple and undirected
as the penalty matrix is symmetric. In the examples below we generally assume p > n•.

Example 1 Consider G = 2 classes or subtypes (ST) of diffuse large B-cell lymphoma
(DLBCL) patients with tumors resembling either so-called activated B-cells (ABC) or ger-
minal centre B-cells (GCB). Patients with the latter subtype have superior overall survival
(Alizadeh et al., 2000). As the GCB phenotype is more common than ABC, one might
imagine a scenario where the two class sample sizes are sufficiently different such that
nGCB � nABC. Numeric procedures to obtain a common ridge penalty (see, e.g., Section
3.2) would then be dominated by the smaller group. Hence, choosing non-equal class ridge
penalties for each group will allow for a better analysis. In such a case, the following penalty
graph and matrix would be suitable:

P = λ11

ABC

λ22

GCB
λf

Λ =

[
λ11 λf
λf λ22

]
. (10)

Example 2 Consider data from a one-way factorial design where the factor is ordinal with
classes A, B, and C. For simplicity, we choose the same ridge penalty λ for each class. Say
we have prior information that A is closer to B and B is closer to C than A is to C. The
fusion penalty on the pairs containing the intermediate level B might then be allowed to be
stronger. The following penalty graph and matrix are thus sensible:

P = λ

A

λ

C

λ

B
λB λB

λAC

Λ =

 λ λB λAC

λB λ λB

λAC λB λ

 . (11)

Depending on the application, one might even omit the direct shrinkage between A and C by
fixing λAC = 0. A similar penalty scheme might also be relevant if one class of the factor is
an unknown mix of the remaining classes and one wishes to borrow statistical power from
such a class.

Example 3 In two-way or n-way factorial designs one might wish to retain similarities in
the ‘direction’ of each factor along with a factor-specific penalty. Consider, say, 3 oncoge-
nomic data sets (DS1, DS2, DS3) regarding ABC and GCB DLBCL cancer patients. This
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yields a total of G = 6 classes of data. One choice of penalization of this 2 by 3 design is
represented by the penalty graph and matrix below:

P =

λ λ λ

λ λ λ

λDS λDS

λDS λDS

λST λST λST

λDS

λDS

DS1 DS2 DS3

GCB

ABC

Λ =



λ λDS λDS λST 0 0
λDS λ λDS 0 λST 0
λDS λDS λ 0 0 λST

λST 0 0 λ λDS λDS

0 λST 0 λDS λ λDS

0 0 λST λDS λDS λ

 . (12)

This example would favor similarities (with the same force) only between pairs sharing a
common level in each factor. This finer control allows users, or the employed algorithm, to
penalize differences between data sets more (or less) strongly than differences between the
ABC and GCB sub-classes. This corresponds to not applying direct shrinkage of interaction
effects which is of interest in some situations.

While the penalty graph primarily serves as an intuitive overview, it does provide some
aid in the construction of the penalty matrix for multifactorial designs. For example, the
construction of the penalty matrix (12) in Example 3 corresponds to a Cartesian graph
product of two complete graphs similar to those given in (10) and (11). We state that P and
Λ should be chosen carefully in conjunction with the choice of target matrices. Ideally, only
strictly necessary penalization parameters (from the perspective of the desired analysis)
should be introduced. Each additional penalty introduced will increase the difficulty of
finding the optimal penalty values by increasing the dimension of the search-space.

3.2. Selection of Penalty Parameters

As the `2-penalty does not automatically induce sparsity in the estimate, it is natural to
seek loss efficiency. We then use cross-validation (CV) for penalty parameter selection due
to its relation to the minimization of the Kullback-Leibler divergence and its predictive
accuracy stemming from its data-driven nature. We randomly divide the data of each class
into k = 1, . . . ,K disjoint subsets of approximately the same size. Previously, we have
defined Ω̂g ≡ Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
to be the precision matrix estimate of the gth class. Let

Ω̂¬kg be the analogous estimate (with similar notational dependencies) for class g based on

all samples not in k. Also, let Skg denote the sample covariance matrix for class g based on

the data in subset k and let nkg denote the size of subset k in class g. The K-fold CV score
for our fused regularized precision estimate based on the fixed penalty Λ can then be given
as:

KCV(Λ) =
1

KG

G∑
g=1

K∑
k=1

nkg

[
− ln |Ω̂¬kg |+ tr(Ω̂¬kg Skg)

]
= − 1

KG

G∑
g=1

K∑
k=1

Lkg
(
Ω̂¬kg ; Skg

)
.

One would then choose Λ∗ such that

Λ∗ = arg min
Λ

KCV(Λ), subject to: Λ ≥ 0 ∧ diag(Λ) > 0. (13)
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The least biased predictive accuracy can be obtained by choosing K = ng such that nkg = 1.
This would give the fused version of leave-one-out CV (LOOCV). Unfortunately, LOOCV
is computationally demanding for large p and/or large ng. We propose to select the penal-
ties by the computationally expensive LOOCV only if adequate computational power is
available. In cases where it is not, we propose two alternatives.

Our first alternative is a special version of the LOOCV scheme that significantly re-
duces the computational cost. The special LOOCV (SLOOCV) is computed much like the
LOOCV. However, only the class estimate in the class of the omitted datum is updated.
More specifically, the SLOOCV problem is given by:

Λ� = arg min
Λ

SLOOCV(Λ), subject to: Λ ≥ 0 ∧ diag(Λ) > 0, (14)

with

SLOOCV(Λ) = − 1

n•

G∑
g=1

ng∑
i=1

Lig
(
Ω̃¬ig ; Sig

)
.

The estimate Ω̃¬ig in (14) is obtained by updating only Ω̂g using Proposition 1. For all

other g′ 6= g, Ω̃¬ig′ = Ω̂g. The motivation for the SLOOCV is that a single observation in
a given class g does not exert heavy direct influence on the estimates in the other classes.
This way the number of fused ridge estimations for each given Λ and each given leave-
one-out sample is reduced from n• to G estimations. Our second and fastest alternative
is an approximation of the fused LOOCV score. This approximation can be used as an
alternative to (S)LOOCV when the class sample sizes are relatively large (precisely the
scenario where LOOCV is unfeasible). See Section 3 of the Supplementary Material for
detailed information on this approximation.

3.3. Choice of Target Matrices

The target matrices {Tg} can be used to encode prior information and their choice is highly
dependent on the application at hand. As they influence the efficacy as well as the amount
of bias of the estimate, it is of some importance to make a well-informed choice. Here, we
describe several options of increasing level of informativeness, showcasing the flexibility of
target specification.

The limited fused ridge problem in Price et al. (2015) corresponds to choosing the
common target Tg = T = 0. This can be considered the least informative target possible.
We generally argue against the use of the non positive definite target T = 0, as it implies
shrinking the class precision matrices towards the null matrix and thus towards infinite
variance.

In some situations one may wish to penalize the diagonal elements of the precision
matrices at a different rate than the off-diagonal elements. Specifying Tg = (Sg ◦ Ip)

−1

would be equivalent to shrinking the precision estimate for class g towards a diagonal matrix
carrying the inverse variances of Sg and, hence, (from the precision-perspective) letting the
diagonal elements of Sg go unpenalized. Such a target can be scaled to give varying rates
of shrinkage for the (off-)diagonal elements. That is, one could specify γg(Sg ◦ Ip)

−1 with
γg ∈ [0,∞), although from an empirical perspective it would make sense to choose γg ∈ [0, 1].
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In the special case when Tg = T for all g one could choose T = γ(S•◦Ip)−1. When choosing
γg = 0 for all g, the common target Tg = T = 0 ensues.

In the non-fused setting, the consideration of a scalar target matrix T = αIp for some α ∈
[0,∞) leads to a computational benefit stemming from the property of rotation equivariance
(van Wieringen and Peeters, 2016): Under such targets the ridge estimator only operates on
the eigenvalues of the sample covariance matrix. This benefit transfers to the fused setting
for the estimator described in Proposition 1. To see this let VgD(S̄g)V

T
g be the spectral

decomposition of S̄g with D(S̄g) denoting a diagonal matrix with the eigenvalues of S̄g on
the diagonal and where Vg denotes the matrix that contains the corresponding eigenvectors
as columns. Naturally, the orthogonality of Vg implies VgV

T
g = VT

g Vg = Ip. Now, note

that, if Tg = αgIp, we can write Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
as:

Vg

{[
λ̄gIp +

1

4

(
D(S̄g)− λ̄gαgIp

)2]1/2

+
1

2

(
D(S̄g)− λ̄gαgIp

)}−1

VT
g .

Letting d(·)jj denote the jth eigenvalue of the matrix terms in brackets we thus have that:

d
[
Ω̂g

(
Λ, {Ωg′}g′ 6=g

)]
jj

=

{√
λ̄g +

1

4

[
d(S̄g)jj − λ̄gαg

]2
+

1

2

[
d(S̄g)jj − λ̄gαg

]}−1

.

Proposition 4.iii then implies that if λgg′ < ∞ for all g′ 6= g, d
[
Ω̂g

(
Λ, {Ωg′}g′ 6=g

)]
jj
→ αg

as λgg →∞−, for all j. Hence, using scalar target matrices implies shrinking the eigenvalues
of the class-specific estimated precision matrix to the central value αg. One may consider
Tg = αgIp with αg ∈ [0,∞) for each g. The rotation equivariance property dictates that
it is sensible to choose αg based on empirical information regarding the eigenvalues of Sg.
One such choice could be the average of the reciprocals of the non-zero eigenvalues of Sg. A
straightforward alternative would be to choose αg = [tr(Sg)/p]

−1. In the special case of (6)
where all αg = α the analogous choice would be α = [tr(S•)/p]

−1. The limited fused ridge
problem in Price et al. (2015) corresponds to choosing αg = 0 for all g, such that (again) a
common target Tg = T = 0 is employed.

More informative targets would move beyond diagonal targets such as the scalar ma-
trix. An example would be the consideration of factor-specific targets for factorial designs.
Recalling Example 3, one might deem the data set factor to be a ‘nuisance factor’. Hence,
one might choose different targets TGCB and TABC based on training data or the pooled
estimates of the GCB and ABC samples, respectively. In general, the usage of pilot train-
ing data or (pathway) database information (or both) allows for the construction of target
matrices with higher specificity. We illustrate how to construct (topology-specific) targets
from database information in the DLBCL application of Section 6.

4. Fused Graphical Modeling

In this section we focus on the graphical interpretation of precision matrices. First, a
simple score test to assess the necessity of fusing is introduced (Section 4.1). Afterwards,
the well-known basics of graphical modeling are given, linking the support of a precision
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matrix to a conditional independence graph (Section 4.2). Next, a simple empirical Bayes
procedure for support determination is explained (Section 4.3). Last, we introduce several
simple metrics for the identification of commonalities and differences between two or more
conditional independence graphs (Section 4.4).

4.1. To Fuse or Not to Fuse

As a preliminary step to downstream modeling one might consider testing the hypothesis
of no class heterogeneity—and therefore the necessity of fusing—amongst the class-specific
precision matrices. Effectively, one then wishes to test the null-hypothesis H0 : Ω1 = . . . =
ΩG. Under H0 an explicit estimator is available in which the fused penalty parameters play
no role, cf. Section 2.2 of the Supplementary Material. Here we suggest a score test (Bera
and Bilias, 2001) for the evaluation of H0 in conjunction with a way to generate its null
distribution in order to assess its observational extremity.

A score test is convenient as it only requires estimation under the null hypothesis,
allowing us to exploit the availability of an explicit estimator. The score statistic equals:

U = −
G∑
g=1

(
∂L({Ωg}; {Sg})

∂Ωg

)>(∂2L({Ωg}; {Sg})
∂Ωg∂Ω>g

)−1
∂L({Ωg}; {Sg})

∂Ωg

∣∣∣∣∣∣
Ωg=Ω̂H0

,

where Ω̂H0 denotes the precision estimate under H0 given in equation (S4) of the Sup-
plementary Material, which holds for all classes g. The gradient can be considered in
vectorized form and is readily available from (25). The Hessian of the log-likelihood equals
∂2L/(∂Ωg∂Ω>g ) = −Ω−1

g ⊗ Ω−1
g . For practical purposes of evaluating the score statistic,

we employ the identity (A> ⊗ B) vec(C) = vec(BCA) which avoids the manipulation of
(p2 × p2)-dimensional matrices. Hence, the test statistic U is computed by

Û =
G∑
g=1

vec(X̂g)
> vec(Ω̂H0X̂gΩ̂

H0) =
G∑
g=1

tr
[
X̂g(Ω̂

H0X̂gΩ̂
H0)
]
,

where X̂g = ng{2[(Ω̂H0)−1 − Sg]− [(Ω̂H0)−1 − Sg] ◦ Ip}.
The null distribution of U can be generated by permutation of the class labels: one

permutes the class labels, followed by re-estimation of Ω under H0 and the re-calculation
of the test statistic. The observed test statistic (under H0) Û is obtained from the non-
permuted class labels and the regular fused estimator. The p-value is readily obtained
by comparing the observed test statistic Û to the null distribution obtained from the test
statistic under permuted class labels. We note that the test is conditional on the choice of
λgg.

4.2. Graphical Modeling

A contemporary use for precision matrices is found in the reconstruction and analysis of
networks through graphical modeling. Graphical models merge probability distributions
of random vectors with graphs that express the conditional (in)dependencies between the
constituent random variables. In the fusion setting one might think that the class precisions
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share a (partly) common origin (conditional independence graph) to which fusion appeals.
We focus on class-specific graphs Gg = (V,Eg) with a finite set of vertices (or nodes) V and
set of edges Eg. The vertices correspond to a collection of random variables and we consider
the same set V = {Y1, . . . , Yp} of cardinality p for all classes g. That is, we consider the
same p variables in all G classes. The edge set Eg is a collection of pairs of distinct vertices
(Yj , Yj′) that are connected by an undirected edge and this collection may differ between
classes. In case we assume {Y1, . . . , Yp} ∼ Np(0,Σg) for all classes g we are considering
multiple Gaussian graphical models.

Conditional independence between a pair of variables in the Gaussian graphical model
corresponds to zero entries in the (class-specific) precision matrix. Let Ω̂g denote a generic
estimate of the precision matrix in class g. Then the following relations hold for all pairs
{Yj , Yj′} ∈ V with j 6= j′:

(Ω̂g)jj′ = ω
(g)
jj′ = 0 ⇐⇒ Yj ⊥⊥ Yj′

∣∣ V \ {Yj , Yj′} in class g ⇐⇒ (Yj , Yj′) 6∈ Eg.

Hence, determining the (in)dependence structure of the variables for class g—or equivalently
the edge set Eg of Gg—amounts to determining the support of Ω̂g.

4.3. Edge Selection

We stress that support determination may be skipped entirely as the estimated precision
matrices can be interpreted as complete (weighted) graphs. For more sparse graphical
representations we resort to support determination by a local false discovery rate (lFDR)
procedure (Efron et al., 2001) proposed by Schäfer and Strimmer (2005a). This procedure
assumes that the nonredundant off-diagonal entries of the partial correlation matrix

(P̂g)jj′ = −ω̂(g)
jj′

(
ω̂

(g)
jj ω̂

(g)
j′j′

)− 1
2

follow a mixture distribution representing null and present edges. The null-distribution is
known to be a scaled beta-distribution (cf. Schäfer and Strimmer, 2005b) which allows for
estimating the lFDR:

l̂FDR
(g)
jj′ = P

(
(Yj , Yj′) 6∈ Eg

∣∣∣ (P̂g)jj′
)
,

which gives the empirical posterior probability that the edge between Yj and Yj′ is null
in class g conditional on the observed corresponding partial correlation. The analogous

probability that an edge is present can be obtained by considering 1− l̂FDR
(g)
jj′ . See Efron

et al. (2001); Schäfer and Strimmer (2005a); van Wieringen and Peeters (2016) for further
details on the lFDR procedure. Our strategy will be to select for each class only those

edges for which 1 − l̂FDR
(g)
jj′ surpasses a certain threshold. Schäfer and Strimmer (2005a)

recommend, on the basis of the observation that the “majority of the non-null cases lie
well within the 0.2 FDR cutoff limits” (Efron, 2005), to select an edge to be present when

1− l̂FDR
(g)
jj′ > .8. We will choose the cut-off for edge-presence somewhat more conservative

in our simulations and applications (see Sections 5 and 6). The two-step procedure of regu-
larization followed by subsequent support determination has the advantage that it enables
probabilistic statements about the inclusion (or exclusion) of edges.
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4.4. Common and Differential (Sub-)Networks

After estimation and sparsification of the class precision matrices the identification of com-
monalities and differences between the graphical estimates are of natural interest. Here we
consider some (summary) measures to aid such identifications. Assume in the following
that multiple graphical models have been identified by the sparsified estimates Ω̂0

1, . . . , Ω̂
0
G

and that the corresponding graphs are denoted by G1, . . . ,GG.
An obvious method of comparison is by pairwise graph differences or intersections. We

use the differential network Gg1\g2 = (V,Eg1 \ Eg2) between class g1 and g2 to provide an
overview of edges present in one class but not the other. The common network G1∩2 =
(V,E1 ∩ E2) is composed of the edges present in both graphs. We also define the edge-
weighted total network of m ≤ G graphs G1, . . . ,Gm as the graph formed by the union
G1∪···∪m = (V,E1∪· · ·∪Em) where the weight wjj′ of the edge ejj′ is given by the cardinality
of the set {g ∈ {1, . . . ,m} : ejj′ ∈ Eg}. More simply, G1∪···∪m is determined by summing
the adjacency matrices of G1 to Gm. Analogously, the signed edge-weighted total network
takes into account the stability of the sign of an edge over the classes by summing signed
adjacency matrices. Naturally, the classes can also be compared by one or more summary
statistics at node-, edge-, and network-level per class (cf. Newman, 2010).

We also propose the idea of ‘network rewiring’. Suppose an investigator is interested
in the specific interaction between genes A and B for classes g1 and g2. The desire is to
characterize the dependency between genes A and B and determine the differences between
the two classes. To do so, we suggest using the decomposition of the covariance of A and B
into the individual contributions of all paths between A and B. A path z between A and
B of length tz in a graph for class g is, following Lauritzen (1996), defined to be a sequence
A = v0, . . . , vtz = B of distinct vertices such that (vd−1, vd) ∈ Eg for all d = 1, . . . , tz. The
possibility of the mentioned decomposition was shown by Jones and West (2005) and, in
terms of Ω̂0

g = [ωjj′ ], can be stated as:

Cov(A,B) =
∑

z∈ZAB

(−1)tz+1ωAv1ωv1v2ωv2v3 · · ·ωvtz−2vtz−1ωvtz−1B

|(Ω̂0
g)¬P |
|Ω̂0

g|
, (15)

where ZAB is the set of all paths between A and B and (Ω̂0
g)¬P denotes the matrix Ω̂0

g with
rows and columns corresponding to the vertices of the path z removed. Each term of the
covariance decomposition in (15) can be interpreted as the flow of information through a
given path z between A and B in Gg. Imagine performing this decomposition for A and B in

both Ω̂0
g1 and Ω̂0

g2 . For each path, we can then identify whether it runs through the common
network Gg1∩g2 , or uses the differential networks Gg2\g1 ,Gg1\g2 unique to the classes. The
paths that pass through the differential networks can be thought of as a ‘rewiring’ between
the groups (in particular compared to the common network). In summary, the covariance
between a node pair can be separated into a component that is common and a component
that is differential (or rewired).

Example 4 Suppose we have the following two graphs for classes g1 = 1 and g2 = 2:

G1 = A

B 3

45

G2 = A

B 3

45
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and consider the covariance between node A and B. In G1 the covariance Cov(YA, YB) is
decomposed into contributions by the paths (A,B), (A, 5, B), and (A, 5, 4, B). Similarly for
G2, the contributions are from paths (A, 5, B) and (A, 5, 4, 3, B). Thus (A, 5, B) is the only
shared path. Depending on the size of the contributions we might conclude that network 1
has some ‘rewired pathways’ compared to the other. This method gives a concise overview of
the estimated interactions between two given genes, which genes mediate or moderate these
interactions, as well as how the interaction patterns differ across the classes. In turn this
might suggest candidate genes for perturbation or knock-down experiments.

5. Simulation Study

In this section we explore and measure the performance of the fused estimator and its
behavior in four different scenarios. Performance is measured primarily by the squared
Frobenius loss,

L
(g)
F

(
Ω̂g(Λ),Ωg

)
=
∥∥Ω̂g(Λ)−Ωg

∥∥2

F
,

between the class precision estimate and the true population class precision matrix. How-
ever, the performance is also assessed in terms of the quadratic loss,

L
(g)
Q

(
Ω̂g(Λ),Ωg

)
=
∥∥Ω̂g(Λ)Ω−1

g − Ip
∥∥2

F
.

The risk defined as the expected loss associated with an estimator, say,

RF
{
Ω̂g(Λ)

}
= E

[
L

(g)
F

(
Ω̂g(Λ),Ωg

)]
,

is robustly approximated by the median loss over a repeated number of simulations and
corresponding estimations.

We designed six simulation scenarios to explore the properties and performance of the
fused ridge estimator and alternatives. Scenario 1 evaluates the fused ridge estimator under
two choices of the penalty matrix, the non-fused ridge estimate applied individually to
the classes, and the non-fused ridge estimate using the pooled covariance matrix when
(1a) Ω1 = Ω2 and (1b) Ω1 6= Ω2. Scenario 2 evaluates the fused ridge estimator under
different choices of targets: T1 = T2 = 0, T1 = T2 = αIp with different choices of α, and
T1 = T2 = Ω. Scenario 3 evaluates the fused ridge estimator for varying network topologies
and degrees of class homogeneity. Specifically, for (3a) scale-free topology and (3b) small-
world topology, each with (3i) low class homogeneity and (3ii) high class homogeneity.
Scenario 4 investigates the fused estimator under non-equal class sample sizes. Scenario
5 compares the fused ridge estimator to the fused graphical lasso (Danaher et al., 2014)
estimator. Scenario 6 compares the fused ridge estimator to the Laplacian Shrinkage for
Inverse Covariance matrices from Heterogenous populations (LASICH; Saegusa and Shojaie,
2016) estimator and a Bayesian Multiple Gaussian Graphical Modeling (BMGGM; Peterson
et al., 2015) approach. Except for scenario 4, we make no distinction between the loss in
different classes. Except for scenario 1, we use penalty matrices of the form Λ = λIG +
λf (JG − IG).
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5.1. Scenario 1: Fusion Versus no Fusion

Scenario 1 explores the loss-efficiency of the fused estimate versus non-fused estimates as a
function of the class sample size ng for fixed p and hence for different p/n• ratios. Banded
population precision matrices are simulated from G = 2 classes. We set p = 100 and

(Ωg)jj′ =
k + 1

|j − j′|+ 1
1
[
|j − j′| ≤ k

]
(16)

with k non-zero off-diagonal bands. The sub-scenario (1a) Ω1 = Ω2 uses k = 15 bands
whereas (1b) Ω1 6= Ω2 uses k = 15 bands for Ω1 and k = 2 bands for Ω2. Hence, identical
and very different population precision matrices are considered, respectively.

For ng = 25, 50, 100 the loss over 100 repeated runs was computed. In each run, the
optimal unrestricted penalty matrix Λ was determined by LOOCV. The losses were com-
puted for (1i) the fused ridge estimator with an unrestricted penalty matrix, (1ii) the fused
ridge estimator with a restricted penalty matrix such that λ11 = λ22, (1iii) the regular
non-fused ridge estimator applied separately to each class, and (1iv) the regular non-fused
ridge estimator using the pooled estimate S•. In all cases the targets T1 = T2 = α•2Ip
were used with α•2 = p/ tr(S•). The risk and quartile losses for scenario 1 are seen in the
boxplots of Figure 1.

Generally, the unrestricted fused estimates are found to perform at least as well as the
(superior of the) non-fused estimates. This can be expected as the fused ridge estimate
might be regarded as an interpolation between using the non-fused ridge estimator on
the pooled data and within each class separately. Hence, the LOOCV procedure is thus
able to capture and select the appropriate penalties both when the underlying population
matrices are very similar and when they are very dissimilar. In the case of differing class
population precision matrices, the restricted fused ridge estimator (that uses the single ridge
penalty λ11 = λ22) performs somewhat intermediately, indicating again the added value of
the flexible penalty setup. It is unsurprising that the non-fused estimate using the pooled
covariance matrix is superior in scenario (1b), where Ω1 = Ω2, as it is the explicit estimator
in this scenario, cf. Section 2.2 of the Supplementary Material.

5.2. Scenario 2: Target Versus no Target

Scenario 2 investigates the added value of the targeted approach to fused precision matrix
estimation compared to that of setting Tg = 0 which reduces to the special-case considered
by Price et al. (2015). We simulated data sets with G = 2 classes and p = 50 variables
from three topologies: (2i) banded precision matrices (as given in Equation 16) with k = 25
bands; (2ii) precision matrices representing star-graphs, and (2iii) precision matrices based
on Erdös-Rényi random graph games (Erdös and Rényi, 1959). For topology (2ii) the first
variable represents the internal (hub) node and the values of the off-diagonal entries (1, j)
and (j, 1) taper-off by 1/(j + 1). For (2iii) each edge is present with probability 1/p and
non-zero off-diagonal values are taken to be .25. Performance was evaluated using (2a) T1 =
T2 = 0, (2b) Tg = α•Ip, (2c) Tg = α•2Ip, and (2d) the spot-on target T1 = T2 = Ω. We
set α• = [

∑
j(S•)

−1
jj ]/p and α•2 is defined as above. Risks were estimated by the losses for

each class for each of ng = 25, 50, 100 class sample sizes over 100 simulation repetitions.
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Figure 1: Results for simulation Scenario 1, depicting the losses against the class samples
size for different ridge estimators under unequal and equal class population ma-
trices. G = 2 classes are considered with banded population precision matrices
of variable-dimension p = 100. The left-hand panels represent the Ω1 6= Ω2 sce-
nario. The right-hand panels represent the Ω1 = Ω2 scenario. The upper panels
depict the results under the Frobenius loss. The lower panels depict the results
under the quadratic loss. The considered class sample sizes are ng ∈ {25, 50, 100}
and the losses were computed for the fused ridge estimator with an unrestricted
penalty matrix, the fused ridge estimator with a restricted penalty matrix such
that the ridge penalty is shared across classes, the regular non-fused ridge esti-
mator applied separately to each class, and the regular non-fused ridge estimator
using the pooled estimate S•. In all cases T1 = T2 = α•2Ip with α•2 = p/ tr(S•),
i.e., α•2 represents the inverse of the averaged eigenvalues of S•. Note that the
boxplots in the figure (for each class sample size ng) are ordered according to the
legend (given at the top of the image).
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The optimal penalties where determined by LOOCV with penalty matrices of the form
Λ = λIG + λf (JG − IG).

The results for the random-graph topology are shown in the boxplots in Figure 2. The
results for the star-graph and banded matrix topologies can be found in Section 4 of the
Supplementary Material. As expected, the spot-on target shows superior performance in
terms of loss in all cases. Diagonal targets also improve estimation efficiency relative to
the null target. This latter observation holds for all considered topologies and both types
of diagonal target, across the considered sample sizes and loss types. Only in scenario (2i)
under the Frobenius loss is the null target preferred over the diagonal targets. Perhaps this
is not surprising: For the Frobenius norm the slowest rate of convergence of the estimator
comes from the diagonal entries (Rothman, 2012; Maurya, 2016). From the losses as defined
above we get that, in a sense, the Frobenius norm emphasizes proportionality, while the
quadratic norm emphasizes the diagonal. The situation in scenario (2i) is actually quite
dense: A banded matrix with 25 bands. As the Frobenius loss emphasizes proportionality
and is slow to converge in terms of diagonal entries it will then favor T = 0. Because when
emphasizing proportionality, the T = 0 target will keep the estimate longer in a state that
resembles a matrix with many bands.

Hence, we conclude that, in general, informative targets are preferred over null targets,
even when the informative target is as simple as a scalar matrix (given that the scalar is, in
a sense, well-chosen). Overall, the results suggests that well-informed choices of the target
can greatly improve the estimation and that the algorithm will put emphasis on the target
if it reflects the truth. Such behavior is also seen analytically in the ridge estimator of
Schäfer and Strimmer (2005a) inferred from their closed expression of the optimal penalty.
Such behavior also corresponds to the observation that positive definite target matrices will
tend to preserve data signal (van Wieringen and Peeters, 2016).

As the null-target scenario corresponds to the case of Price et al. (2015), we performed
a secondary timing benchmark of their accompanying RidgeFusion package compared to
rags2ridges. We evaluated estimation time of each package on a single simulated data
set with p = 50, G = 2, and n1 = n2 = 10 using a banded matrix as before. The
average estimation times over 100 model fits where 9.3 and 25.4 milliseconds for packages
rags2ridges and RidgeFusion, respectively. This approximates a factor 2.74 speed-up for
a single model fit. The timing was done using the package microbenchmark (Mersmann,
2014) and the estimates from each package were in agreement within expected numerical
precision.

5.3. Scenario 3: Varying Topology and Class (Dis)Similarity

Scenario 3 investigates the fused estimator with G = 3 classes for (3i) high and (3ii) low class
homogeneity and two different latent random graph topologies on p = 100 variables. The
topologies are the (3a) ‘small-world’ and the (3b) ‘scale-free’ topology generated by Watts-
Strogatz and Barabási graph games, respectively (Watts and Strogatz, 1998; Barabási and
Albert, 1999). The former generates topologies where all node degrees are similar while
the latter game generates networks with (few) highly connected hubs. From the generated
topology, we construct a latent precision matrix Ψ with diagonal elements set to 1 and the
non-zero off-diagonal entries dictated by the network topology set to 0.1.
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Figure 2: Results for simulation Scenario 2iii, depicting the comparison of the targeted
versus the un-targeted approach in the random-graph population setting. We
consider G = 2 classes with the population precision matrix Ω for each class
being a Erdös-Rényi random graph matrix with p = 50. Each edge is present
with probability 1/p. Non-zero off-diagonal values are taken to be .25. The
upper panel depicts the results under the Frobenius loss while the lower panel
depicts the results under the quadratic loss. The considered class sample sizes are
ng ∈ {25, 50, 100}. The target matrix is taken to be equal over classes, i.e., T1 =
T2. The un-targeted situation is represented by Tg = 0. The most informative
target is the spot-on target Tg = Ω. Two diagonal targets are also considered:
Tg = α•Ip, with α• = [

∑
j(S•)

−1
jj ]/p; and Tg = α•2Ip, with α•2 = p/tr(S•).

Hence, α• represents the average of the inverse marginal variances of S• and α•2
represents the inverse of the averaged eigenvalues of S•. Note that the boxplots
in the figure (for each class sample size ng) are ordered according to the legend
(given at the top of the image).

The two topologies are motivated as they imitate many real phenomena and processes.
Small-world topologies approximate systems such as power grids, the neural network of the
worm C. elegans, and the social networks of film actors (Watts and Strogatz, 1998; Mei et al.,
2011). Conversely, scale-free topologies approximate many social networks, protein-protein
interaction networks, airline networks, the world wide web, and the internet (Barabási and
Albert, 1999; Barabási, 2009).
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We control the inter-class homogeneity using a latent inverse Wishart distribution for
each class covariance matrix as considered by Bilgrau et al. (2018). That is, we let

Σg = Ω−1
g ∼ W−1

p

(
(ν − p− 1)Φ−1, ν

)
, ν > p+ 1 (17)

whereW−1
p (Θ, ν) denotes an inverse Wishart distribution with scale matrix Θ and ν degrees

of freedom. The parametrization implies the expected value E[Σg] = E[Ω−1
g ] = Φ−1 and

thus Φ defines the latent expected topology. We simulate from a multivariate normal
distribution as before conditional on the realized covariance Σg. In (17), the parameter ν
controls the inter-class homogeneity. Large ν imply that Ω1 ≈ Ω2 ≈ Ω3 and thus a large
class homogeneity. Small values of ν → (p+ 1)+ imply large heterogeneity.

For the simulations, we chose (i) ν = 200 and (ii) ν = 2000. Again we fitted the model
using both the zero target as well as the scalar matrix target described above using the
reciprocal value of the mean eigenvalue, i.e., T1 = T2 = T3 = αIp for both α = 0 and
α = α•2 = p/ tr(S•). The estimation was repeated 100 times for each combination of
high/low class similarity, network topology, choice of target, and class sample-size n1 =
n2 = n3 = 25, 50, 100. Panels A and B of Figure 3 show box-plots of the results.

First, the loss is seen to be dependent on the network topology, irrespective of the
loss function. Second, as expected, the loss is strongly influenced by the degree of class
(dis)similarity where a higher homogeneity yields a lower loss. Intuitively, this makes sense
as the estimator can borrow strength across the classes and effectively increase the degrees
of freedom in each class. Third, the targeted approach has a superior loss in all cases with
a high class homogeneity and thus the gain in loss-efficiency is greater for the targeted
approach. For low class homogeneity, the targeted approach performs comparatively to
the zero target with respect to the Frobenius loss while it is seemingly better in terms of
quadratic loss. Measured by quadratic loss, the targeted approach nearly always outper-
forms the zero target.

5.4. Scenario 4: Unequal Class Sizes

Scenario 4 explores the fused estimator under unequal class sample sizes. We simulated
data from banded precision matrices with k = 8 non-zero off-diagonal bands, G = 2, and
p = 100. The number of samples in class 2 was fixed at n2 = 30 while the number of
samples in class 1 were varied: n1 = 25, 50, 100. The target matrices are specified such
that T1 = T2 = α•2Ip. The results of the simulation are shown in Figure 4. Note that we
consider the Frobenius and quadratic loss within each class separately here.

Not surprisingly, the fused estimator performs better (for both classes) when n• in-
creases. Perhaps more surprising: there seems to be no substantial difference in loss for
groups n1 and n2, suggesting that the fusion indeed borrows strength from the larger class.
A loss difference is only visible in the most extreme case where n1 = 100 and n2 = 30. The
relative difference however is not considered large.

5.5. Scenario 5: Comparison to the Fused Graphical Lasso

Scenario 5 compares the targeted fused ridge estimator with the fused graphical lasso esti-
mator (Danaher et al., 2014). We consider G = 2 classes with (initially) Ω1 = Ω2. We then
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Figure 3: Results for simulation Scenario 3. Panel A depicts the boxplots of Frobenius
losses for each combination of network topology, degree of class similarity, choice
of target, and class sample-size. Panel B depicts the boxplots of quadratic losses
for each combination of network topology, degree of class similarity, choice of
target, and class sample-size. Note that the boxplots in the figure (for each class
sample size ng) are ordered according to the legend (given at the top of the image).

simulated data sets with p = 50 variables from two topologies: (i) random topology gener-
ated by the Erdös-Rényi random graph game (Erdös and Rényi, 1959), and (ii) scale-free
topology generated by the Barabási graph game (Barabási and Albert, 1999). In this sim-
ulation the dimension p is chosen to be 50 in order to keep computation times appreciable
(the lasso can be slow in dense situations). For each topology, the density (parameter) is
varied. For the Erdös-Rényi random graph game we consider edge presence with probability
P ∈ {1/p, .25, .35}, indicating increasingly dense topologies. For the Barabási graph game
we consider linear preferential attachment and the number of edges to add in each time
step #E ∈ {1, 3, 5}. In each time-step of the Barabási graph game algorithm (Barabási
& Albert, 1999), #E edges are added. Hence, higher values of #E result in more dense
topologies. Under both considered topologies the off-diagonal nonzero elements are chosen
to be of value .15. The fused graphical lasso is initiated such that the diagonal elements
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Figure 4: Results for simulation Scenario 4: Depicting the loss as a function of sample
size of class 1 with fixed sample size for class 2. The upper panel depicts the
results under the Frobenius loss while the lower panel depicts the results under
the quadratic loss.

(for each class) are preserved. For the fuse ridge we choose Tg = αgIp, with αg = p/ tr(Sg).
Hence, the target employed by the fused lasso is most likely advantageous with respect to
loss. For each setting we consider a 2-dimensional grid of ridge and fusion penalties.

For the fused ridge we consider the ridge-penalty λ ∈ [.01, 1000] and the fusion-penalty
λf ∈ [1, 10, 000]. For the fused graphical lasso we consider (abusing notation somewhat for
notational brevity) the lasso-penalty λ ∈ [.01, 100] and the fusion-penalty λf ∈ [.1, 100]. The
penalty-grids are probed by taking 30 log10-equidistant steps in each direction. Risks are
then estimated—for each (λ, λf )-combination nested within each combination of topology
and corresponding density-parameter—by the median losses aggregated over the classes for
each of ng = 25, 50 class sample sizes over 100 simulation repetitions. Hence, we obtain risk
surfaces over the penalty-grid.

Figure 5, and Figures S3, and S4 (Section 5 of the Supplementary Material) visualize
the results for the Barabási graph game with ng = 25 and with #E = 1, #E = 3, and
#E = 5, respectively. These figures then give the Risk per (λ, λf )-combination. The blue
box in each figure indicates the (λ, λf )-combination that achieves the lowest Risk. We make
several observations on the basis of these figures. The first is that the risk surface of the
fused ridge estimator is smoother than the analogous surface of the fused graphical lasso.
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This is to be expected as the ridge estimator provides proportional shrinkage. Second,
as the density of the topology increases, the ridge-penalty for which the lowest Risk is
achieved expectedly decreases. For very sparse situations, the ridge-penalty is large as it
will tend to suppress signal to express sparsity. Third, the fused-ridge-penalty (for which
the lowest Risk is achieved) indeed expresses that the class-precision matrices stem from
the same population. Last, irrespective of the sparsity of the setting, we are able to find
combinations of penalty-values that lead the fused ridge estimator to achieve lower Risk
than the fused graphical lasso estimator. This last observation is especially of note since
we move through the penalty-space of the fused ridge in a more coarse-grained manner,
which is advantageous to the fused graphical lasso. Moreover, this last observation also
holds irrespective of the chosen loss-type (Frobenius or quadratic). Similar behavior is seen
under ng = 50 (Supplementary Figures S5–S7) and in the Erdös-Rényi random graph game
setting (Supplementary Figures S8–S13). These results are in line with observations made
by van Wieringen and Peeters (2016) in the non-fused situation.

We also consider an analogous simulation setting under class differences. Again Erdös-
Rényi and Barabási random graph games were considered of the same variable-dimension.
But now the class 1 and class 2 data are not drawn from the same population. In the
Erdös-Rényi game the probability of edge presence was taken to be 1/p for class 1 and
.25 for class 2. In the Barabási game the number of edges to add in each time step was
taken to be 1 for class 1 and 3 for class 2. Hence, in both settings the topology for class
1 was relatively sparse while the topology for class 2 was more dense. For the fused ridge
we consider the ridge-penalty λ ∈ [.01, 1000] and the fusion-penalty λf ∈ [.1, 1000]. For
the fused graphical lasso we consider the lasso-penalty λ ∈ [.01, 100] and the fusion-penalty
λf ∈ [.1, 100]. The class sample size ng was set to 25. Risks are then estimated—for
each (λ, λf )-combination nested within setting—by the median losses aggregated over the
classes over 100 simulation repetitions. Figure 6 contains the results of this exercise for the
Barabási game. As expected, the fused-ridge penalty is relatively low, indicating that the
class-precision matrices are indeed considered to stem from different populations. Moreover,
we are again able to find combinations of penalty-values that lead the fused ridge estimator
to achieve lower Risk than the fused graphical lasso estimator. Again, this observation holds
irrespective of the chosen loss-type (Frobenius or quadratic). And, again, similar behavior
is seen in the Erdös-Rényi graph game setting (Supplementary Figure S14).

5.6. Scenario 6: Comparison to LASICH and BMGGM

The LASICH approach of Saegusa and Shojaie (2016) and the BMGGM approach of Pe-
terson et al. (2015) can be seen as flexible generalizations of the fused graphical lasso.
These approaches allow for pair-specific similarities (between precision matrices) to be es-
timated from the data. LASICH uses a Laplacian shrinkage approach while BMGGM uses
a hierarchical Bayesian formulation that combines a Markov Random Field prior with a
spike-and-slab prior. Hence, these approaches thus also imply edge selection. Scenario 6
then compares the targeted fused ridge estimator, as well as its coupling with post-hoc
support determination, to the LASICH and BMGGM approaches.

We consider G = 3 classes. We then simulated data sets with p = 20 variables from ran-
dom topologies generated by the Erdös-Rényi random graph game (Erdös and Rényi, 1959).
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1663.11061.3673.7 420.1 258.3 154.5 90.9 52.5 30.1 17.6 11.5 9.9 9.9 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1

1663.11061.3673.7 420.1 258.3 154.5 90.9 52.5 30.1 17.6 11.5 9.9 9.9 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1

1663.11061.3673.7 420.1 258.3 154.5 90.9 52.5 30.1 17.6 11.5 9.9 9.9 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1

1663.11061.3673.7 420.1 258.3 154.5 90.9 52.5 30.1 17.6 11.5 9.9 9.9 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1

1663.11061.3673.7 420.1 258.3 154.5 90.9 52.5 30.1 17.6 11.5 9.9 9.9 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1

1663.11061.3673.7 420.1 258.3 154.5 90.9 52.5 30.1 17.6 11.5 9.9 9.9 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1 10.1

Fused gLasso   Frobenius loss   #E = 1

9.88
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28015.120615.915136.711170.68288.561674590.73400.92511.318421337.2959.2 675.4 467 316.6 210.7 138 89.5 58.1 38.1 25.7 18 13.2 10 7.8 6.2 5.3 4.8 4.7 4.6

27232.919987.61460510711.97863.55805.74299.83176.52333.817101243.8 895 634.3 441.9 302.7 203.1 134.1 87.6 57.1 37.7 25.5 17.9 13.2 10 7.7 6.2 5.3 4.8 4.7 4.6

26637.719495.214212.710361.47556.255344064.92988.32185.81597.41159.9834.4 594.2 416.4 287.2 194.5 129.6 85.3 55.9 37.1 25.2 17.8 13.1 10 7.7 6.2 5.3 4.8 4.7 4.6

26175.319112.713909.410085.673225337.83889.42840.420661502.71087.1781.1 556.4 390.9 271.1 185.1 124.1 82.4 54.5 36.3 24.9 17.6 13 9.9 7.7 6.2 5.3 4.8 4.7 4.6

25793.81881213669.99889.87152.55191.33757.62731.11973.71427.41027.8735.5 522.9 367.4 255.3 175.1 118.3 79.1 52.7 35.4 24.4 17.3 12.8 9.8 7.7 6.1 5.3 4.8 4.7 4.6

25443.818562.913482.49743.37029.15082.83665.22648.11904.61369.6981.3 698.3 494.2 346.6 240.5 165.2 112.3 75.5 50.7 34.3 23.8 17 12.7 9.7 7.6 6.1 5.3 4.8 4.7 4.6

25094.618336.513324.99627.36936.35001.43600.52588.61853.81326.4945.7 669.2 470.7 328.9 227.6 156.4 106.4 71.9 48.5 33.1 23.1 16.6 12.4 9.6 7.5 6.1 5.2 4.8 4.7 4.6

24702.61810513179.29529.76863.74942.83553.525451817.11295.2919.1 647.2 452.6 314.8 217 148.6 100.8 68.2 46.3 31.7 22.3 16.2 12.2 9.5 7.4 6.1 5.2 4.8 4.7 4.6

24236.117845.913028.39435.66801.14896.63518.32513.21791.11272.8 900 631.2 439.2 304.3 208.8 142.1 96.2 65 44.1 30.3 21.4 15.7 11.8 9.3 7.3 6 5.2 4.8 4.7 4.6

23650.717528.112853.19336.46741.24857.83489.82489.81772.51257.2886.6 620 429.7 296.6 202.8 137.2 92.6 62.2 42.1 29 20.5 15.1 11.5 9 7.2 5.9 5.2 4.8 4.7 4.6

22908.917130.812639.39222.466774820.33465.52472.21758.91246.1877.4 612.2 423.2 291.1 198.5 133.7 89.8 60 40.5 27.9 19.7 14.6 11.1 8.8 7 5.9 5.1 4.8 4.7 4.6

21973.416627.112368.19080.766024778.73441.624571748.21238.1870.9 607 418.8 287.4 195.6 131.3 87.7 58.5 39.3 27 19 14 10.7 8.5 6.9 5.8 5.1 4.8 4.7 4.6

20820.715988.112020.18898.36507.54728.93414.82441.61738.51231.7866.2 603.3 415.9 284.9 193.7 129.7 86.4 57.5 38.4 26.3 18.5 13.6 10.4 8.3 6.7 5.7 5.1 4.8 4.7 4.6

19436.815194.211579.28664.26386.44666.13382.52423.81728.61225.9862.4 600.7 414 283.3 192.5 128.7 85.5 56.8 37.9 25.8 18.1 13.2 10.1 8 6.5 5.6 5 4.7 4.6 4.6

17829.814233.911028.58364.162304583.83340.22401.51717.31219.4858.8 598.4 412.4 282.3 191.7 128.1 85 56.4 37.5 25.5 17.8 13 9.9 7.8 6.3 5.4 4.9 4.7 4.6 4.6

16035.413091.910356.47985.66026.44477.43284.82372.91702.81212 854.8 596.1 411.2 281.5 191.1 127.6 84.7 56.1 37.3 25.3 17.6 12.8 9.7 7.6 6.2 5.3 4.9 4.7 4.6 4.6

1412111804.79562.87520.65769.54338.83212.22335.11684.11202.3849.7 593.4 409.8 280.7 190.6 127.3 84.5 56 37.2 25.2 17.5 12.7 9.5 7.5 6.1 5.3 4.8 4.7 4.6 4.6

12134.710421.78661.86970.55453.44161.83118.12285.516591189.3843.1 590 408.1 279.8 190.1 127.1 84.4 55.9 37.1 25.1 17.5 12.6 9.5 7.4 6 5.2 4.8 4.6 4.6 4.6

10209.28997.77679.96344.35075.23943.42996.82220.51625.31172.3834.3 585.5 405.8 278.7 189.5 126.8 84.3 55.8 37.1 25.1 17.4 12.6 9.4 7.3 5.9 5.1 4.7 4.6 4.6 4.6

8420.27600.76668.35648.64631.43679.62844.821371581.11149.5822.5 579.5 402.8 277.2 188.7 126.4 84.1 55.7 37.1 25.1 17.4 12.5 9.4 7.3 5.9 5.1 4.7 4.6 4.6 4.6

6835.36308.25659.54919.741373371.32657.62032.21524.41119.5806.8 571.4 398.8 275.2 187.7 125.9 83.8 55.6 37 25 17.4 12.5 9.3 7.2 5.9 5.1 4.7 4.6 4.6 4.6

5462.55120.24694.14183.33615.23023.22438.91904.814521080.4786.1 560.6 393.3 272.4 186.3 125.2 83.5 55.4 36.9 25 17.4 12.5 9.3 7.2 5.8 5.1 4.7 4.6 4.6 4.6

4287.84082.23813.53479.23085.826462190.417531362.91030.9 759 546.3 386 268.6 184.4 124.2 83 55.1 36.8 24.9 17.3 12.5 9.3 7.2 5.8 5 4.7 4.6 4.5 4.6

3327.33207.13044.62833.425712259.41921.81579.21256.5968.6 724.5 527.7 376.3 263.6 181.8 122.9 82.3 54.8 36.7 24.9 17.3 12.5 9.3 7.2 5.8 5 4.7 4.6 4.5 4.6

25612491.22393.62260.22089.11883.616451389.41133.9893.7 681.6 503.8 363.5 257 178.3 121.2 81.5 54.4 36.4 24.8 17.2 12.5 9.3 7.2 5.8 5 4.7 4.6 4.5 4.6

1943.319041848.41770.41666.21533.81373.81191.8999.2 806.7 629.8 474.2 347.3 248.2 173.6 118.8 80.3 53.8 36.1 24.6 17.2 12.4 9.3 7.2 5.8 5 4.7 4.5 4.5 4.6

1465.514431410.91365.81304.31223 1120 996 857.2 711.1 569 438.1 326.8 236.9 167.6 115.6 78.7 53 35.7 24.4 17.1 12.4 9.2 7.2 5.8 5 4.7 4.5 4.5 4.6

1094.51082.31064.31038.81003 954.4 890.5 810.2 715.4 610.3 500.8 395.9 301.8 222.7 159.7 111.5 76.5 51.9 35.2 24.1 16.9 12.3 9.2 7.2 5.8 5 4.7 4.5 4.5 4.6

808.6 801.8 791.9 777.7 757.4 728.7 690.8 641.6 579.8 507.5 428.5 348.3 272.3 205.3 149.8 106.1 73.7 50.4 34.4 23.8 16.8 12.2 9.2 7.1 5.8 5 4.7 4.5 4.5 4.6

589 585.4 580 572.2 561 545 523 493.7 455.8 409.4 355.3 297.2 238.9 184.7 137.7 99.4 70.1 48.5 33.5 23.3 16.5 12.1 9.1 7.1 5.8 5 4.7 4.5 4.5 4.6

Fused ridge   Frobenius loss   #E = 1

4.54
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1983.61308.2866.8 567.3 365.4 233.3 147.1 92.2 56.8 35.5 23.2 17.9 16.5 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4 16.4

1905.81239.2816.3 528.2 337.4 212.3 132.3 82.4 50.3 31.7 20.6 16.4 15.5 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4 15.4

1853.81201.2783.7 504.6 318.7 198.5 122 75 45.5 28.3 18.7 15.3 14.7 14.6 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7

1827.71181.1767.1 490.7 308.1 190.4 115.6 70.1 42.2 25.8 17.2 14.3 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9 13.9

1814.21171 757.3 482.7 302.1 185.8 111.8 67.4 40.2 24.4 16.4 13.6 13.3 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4 13.4

1807.11167.2752.6 479 298.8 183.6 109.9 66.1 39.1 23.7 15.7 13.4 13.1 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2 13.2

1804.31164.9750.8 478.1 298 182.8 109.2 65.5 38.7 23.3 15.5 13.2 13 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1 13.1

1803.61164.3750.3 477.4 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13.1 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

1803.51164.3750.2 477.2 297.8 182.5 109.1 65.5 38.7 23.3 15.5 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13 13

Fused gLasso   Quadratic loss   #E = 1
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29521.421842.316210.8120518983.76700.35008.63744.32785.220591507.81090.1776.4 543.8 373.8 253.7 169.9 112.9 75.1 50.4 34.6 24.3 17.6 13.1 10 7.9 6.8 6.3 6.1 6.1

28654.821111.515602.911492.58517.363184680.43481.92581.41906.91398.81015.4728.1 514 357.2 244.3 165 110.4 73.8 49.8 34.2 24.2 17.6 13 9.9 7.9 6.8 6.2 6.1 6.1

2801720564.315124.611068.88164.26022.54423.63266.62413.41775.41301 946 680.3 484 338.7 233.8 159.2 107.2 72.2 49 33.8 23.9 17.5 13 9.9 7.9 6.8 6.2 6.1 6.1

27519.520153.314762.310764.17897.15787.14229.43098.42274.51665.41216.6883.2 636 453.6 319.3 221.9 152.5 103.7 70.2 47.9 33.3 23.7 17.3 12.9 9.9 7.8 6.8 6.2 6.1 6.1

27110.819834.414492.510548.47699.95619.54085.32970.42166.81576.61145.7828.9 595.9 424.7 300.3 209.9 145 99.5 67.8 46.6 32.6 23.3 17.1 12.8 9.8 7.8 6.7 6.2 6.1 6.1

26738.919572.714283.710387.37556.15498.43977.22873.920861507.31088.8783.9 561.4 399.3 282.2 198 137.4 94.8 65.2 45.1 31.7 22.9 16.9 12.7 9.7 7.8 6.7 6.2 6.1 6.1

26371.419324.714106.910262.87449.65410.83895.32804.62026.11456.41046.3748.7 533.5 378 266.6 186.8 130 89.8 62.3 43.4 30.8 22.4 16.6 12.5 9.6 7.8 6.7 6.2 6.1 6.1

25958.119075.313949.910159 73685344.83840.62755.31982.914191014.2722.2 512.2 361 253.6 177.2 123 85.2 59.2 41.6 29.7 21.7 16.2 12.3 9.5 7.7 6.7 6.2 6.1 6.1

25461.61879813793.410060.77300.55292.63800.42719.819521391.8 991 703 496.2 348.2 243 169.2 117.1 81 56.3 39.7 28.5 20.9 15.7 12 9.4 7.6 6.7 6.2 6.1 6.1

24842.818461.813614.69959.47236.95248.73768.82694.41929.51373.2 975 689.6 484.8 338.8 235 162.8 112.3 77.4 53.7 37.8 27.2 20.1 15.2 11.7 9.2 7.5 6.6 6.2 6.1 6.1

24056.118042.513394.19839.27169.25207.23740.62674.81913.11360.3963.9 680.4 476.9 332.2 229.5 158.1 108.7 74.5 51.6 36.2 26 19.3 14.7 11.4 9 7.4 6.6 6.2 6.1 6.1

23080.917512.213116.89692.27091.35162.13712.726581900.51350.8956.3 674.1 471.6 327.7 225.7 154.9 105.9 72.4 49.9 34.9 25 18.5 14.1 11 8.8 7.3 6.5 6.2 6.1 6.1

21881.416842.412760.79501.16992.55109.13682.82640.71889.51343.3950.7 669.8 468.1 324.7 223.3 152.7 104.1 70.9 48.7 33.9 24.2 17.8 13.6 10.6 8.5 7.1 6.5 6.1 6.1 6.1

20434.216012.812308.49255.36866.15041.63646.32621.61878.41336.6946.2 666.7 465.6 322.7 221.7 151.4 102.8 70 47.9 33.2 23.6 17.3 13.1 10.2 8.2 7 6.4 6.1 6 6.1

18742.215007.211742.48941.26701.34955.23599.92597.51865.91329.7942.1 664.1 463.8 321.4 220.7 150.5 102.1 69.3 47.4 32.7 23.2 16.9 12.7 9.9 8 6.8 6.3 6.1 6 6.1

16875.513844.1110488544.16488.14840.83540.12566.41850.21321.5937.6 661.5 462.3 320.4 220 150 101.6 69 47.1 32.4 22.9 16.6 12.4 9.6 7.8 6.7 6.2 6 6 6.1

14880.412534.410214.880566215.64692.13461.42526.21829.61311 932.2 658.6 460.7 319.5 219.4 149.6 101.3 68.7 46.9 32.2 22.7 16.4 12.2 9.4 7.6 6.6 6.1 6 6 6.1

12870.711118.69266.17474.35877.94501.83358.92473.31802.71297.1925.2 654.9 458.7 318.4 218.8 149.2 101.1 68.5 46.7 32.1 22.6 16.3 12.1 9.3 7.5 6.5 6.1 5.9 6 6.1

10904.79632.88231.16815.85472.24264.23228.72404.21766.71278.8915.7 650.1 456.3 317.1 218.2 148.9 100.9 68.4 46.7 32.1 22.5 16.2 12 9.2 7.4 6.4 6 5.9 6 6

90328157.67151.36079.85001.63976.23069.52317.11719.71254.4903.4 643.7 453 315.4 217.3 148.4 100.7 68.2 46.6 32 22.4 16.2 12 9.1 7.4 6.4 6 5.9 5.9 6

7337.46765.36083.15305.74477.33639.22873.72206.91659.11222.2886.5 635.1 448.6 313.2 216.2 147.8 100.4 68.1 46.5 32 22.4 16.2 11.9 9.1 7.3 6.3 5.9 5.9 5.9 6

5869.95514.45065.34524.73910.93263.52639.92071.41582.31180.5864.5 623.7 442.6 310.1 214.7 147 100 67.9 46.4 31.9 22.4 16.1 11.9 9.1 7.3 6.3 5.9 5.9 5.9 6

4633.74414.441273765.93335.42865.32376.21909.51486.81127.4835.8 608.6 434.7 306 212.5 146 99.5 67.6 46.2 31.8 22.3 16.1 11.9 9.1 7.3 6.3 5.9 5.8 5.9 6

3603.83473.43298.23070.32787.62455.12090.61724.313731061.5 799 588.8 424.1 300.4 209.7 144.5 98.7 67.2 46.1 31.7 22.3 16.1 11.9 9 7.3 6.3 5.9 5.8 5.9 6

2776.22700.72596.32456.62274.62051.317951519.41242.5981.7 753.3 562.9 410.2 293 205.8 142.5 97.7 66.7 45.8 31.6 22.2 16 11.9 9 7.3 6.3 5.9 5.8 5.9 6

2118.22075.22014.31931.31818.21674.41503.31306.21097.9888.9 697.8 530.5 392.4 283.4 200.7 139.9 96.4 66 45.4 31.4 22.1 16 11.8 9 7.3 6.3 5.9 5.8 5.9 6

1599.91575.71541.11492.71426.31338.41228.31095.7944.4 786.5 633.3 491.1 369.8 270.9 194 136.3 94.5 65.1 44.9 31.2 22 15.9 11.8 9 7.3 6.3 5.9 5.8 5.9 6

1199.91186.71167.11139.81101.61049.3980.8 893.9 790.6 678 559.4 445.1 342.1 255.3 185.4 131.7 92.1 63.8 44.3 30.8 21.8 15.8 11.7 9 7.2 6.3 5.9 5.8 5.9 6

891.4 884.1 873.6 858.2 836.3 805.9 764.6 711.5 645 566.7 480.4 392.7 309.8 236 174.5 125.7 88.9 62.2 43.4 30.4 21.6 15.7 11.7 8.9 7.2 6.3 5.9 5.8 5.9 6
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Figure 5: Comparison of the fused graphical lasso and the fused ridge estimator in the
Barabási graph game population setting with ng = 25 and where the number
of edges to add in each time step was taken to be 1. Each square on the two-
dimensional grid represents a (λ, λf )-combination. The number in each square
represents the estimated Risk for the corresponding combination. The blue square
(and corresponding number) indicate the lowest Risk achieved on the grid. Left-
hand panels give the results for the fused graphical lasso. Right-hand panels give
the results for the fused ridge estimator. Upper panels express the Risk surface
under Frobenius loss. Lower panels express the Risk surface under quadratic loss.

In this simulation the dimension p is chosen to be 20 in order to keep computation times
appreciable. The computation times of the full Bayesian BMGGM approach can become
prohibitive for larger p. Note that p = 20 concurs with the node-dimension in simula-
tions performed by Peterson et al. (2015). The density (parameter) is again varied. For the
Erdös-Rényi random graph game we consider edge presence with probability P ∈ {1/p, .35},
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1615.11032 651.9 406 249 149.6 89.5 53.5 32.5 20.8 15.2 13.5 13.4 13.4 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5
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Figure 6: Comparison of the fused graphical lasso and the fused ridge estimator in the
Barabási graph game population setting with ng = 25 under class dissimilarity.
The the number of edges to add in each time step was taken to be 1 for class 1
and 3 for class 2. Each square on the two-dimensional grid represents a (λ, λf )-
combination. The number in each square represents the estimated Risk for the
corresponding combination. The blue square (and corresponding number) indi-
cate the lowest Risk achieved on the grid. Left-hand panels give the results for
the fused graphical lasso. Right-hand panels give the results for the fused ridge
estimator. Upper panels express the Risk surface under Frobenius loss. Lower
panels express the Risk surface under quadratic loss.

indicating relatively sparse and relatively dense topologies, respectively. Moreover, for each
setting of edge presence, we consider (i) Ω1 = Ω2 = Ω3 and (ii) Ω1 6= Ω2 6= Ω3. For
the setting in which the class precisions are equal the Erdös-Rényi game is run once and
the resulting random graph is taken to be the population precision for all classes. For the
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setting in which the class precisions are unequal the Erdös-Rényi game is run thrice and
each resulting random graph is taken to be the population precision for one of the classes.
The edge presence and class similarity settings then define four sub-scenarios: (a) sparse
equal class precisions, (b) dense equal class precisions, (c) sparse unequal class precisions,
and (d) dense unequal class precisions. The sample size for each class was taken to be
ng = 15. In all sub-scenarios the off-diagonal nonzero elements are chosen to be of value
.15. For each estimation approach the estimation was repeated 50 times for each combi-
nation of edge presence probability and class similarity. We detail estimation specifics and
assessment criteria below.

For the fused ridge approach we choose Tg = αgIp, with αg = p/ tr(Sg). Moreover,
the optimal penalties were determined by LOOCV. Edge selection was performed using
the lFDR procedure of Section 4.3. More specifically, an edge in class g was selected if

1− l̂FDR
(g)
jj′ ≥ .9. For the LASICH approach the ρ1 and ρ2 parameters are probed, analogous

to the simulation in Saegusa and Shojaie (2016), over a 2-dimensional grid ranging, for both
dimensions, from 1 to 15. This takes note of the fact that LASICH performs well under
relatively large values of the ρ parameters (Saegusa and Shojaie, 2016). The performance of
LASICH was then assessed for that combination of ρ parameters for which the performance
was optimal (in terms of accuracy). The BMGMM approach was used as in Peterson et al.
(2015). The joint estimation option was taken with 30, 000 MCMC iterations of which
the first 10, 000 were discarded as burn-in. For each class those edges were selected whose
marginal posterior probability of inclusion > .5.

The approaches are assessed with respect to Frobenius and quadratic loss, accu-
racy, as well as runtimes. Accuracy, in terms of graph retrieval, is determined as
(TP + TN)/(TP + TN + FP + FN), where TP represents the true positives, TN represents
the true negatives, FP represents the false positives, and FN represents the false nega-
tives (all in terms of edges). Runtimes for the methods were recorded in seconds for each
simulation.

Figure 7 and Figure S15 (Section 6 of the Supplementary Material) visualize the results.
We make several observations on the basis of these figures. The loss (upper panels Figure
7) for all methods is higher for dense compared to sparse settings. The fused ridge and
the LASICH approaches are competitive in terms of loss. In terms of loss ranking: fused
ridge slightly outperforms LASICH whom both outperform BMGGM. As the class sample
sizes are quite low the model likelihood is unlikely to dominate the prior information,
resulting in higher loss for the BMGGM approach. These observations on loss hold for
both the Frobenius and the quadratic loss. In addition we see, with regard to accuracy
of graph retrieval (lower-left panel Figure 7), that the fused graphical ridge and LASICH
approaches are on a par, both outperforming the BMGGM approach in all sub-scenarios.
The accuracy performance of all approaches is lower for the dense situations compared to
the sparse situations. For the fused graphical ridge approach this can (at least in part)
be attributed to the stringency of the lFDR threshold used for edge-retention. A stringent
threshold might be very suited for sparse graphs, but as the density of the true graph rises
it might become too stringent. In all, post-hoc edge selection seems a viable option for
graph inferral. However, in balancing graph density and stringency of thresholding it would
be beneficial if one has some a priori information on the density of the system that is under
study. The lower-right panel of Figure 7 visualizes the runtimes over all sub-scenarios.
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We see that the runtimes of the BMGGM approach become prohibitive when p would get
larger. The LASICH approach is much faster and the fused ridge approach is the fastest.
These observations on runtimes also hold for the separate sub-scenarios (see Supplementary
Figure S15).

Based on the observations, we make the following recommendations. There seems to be
some merit in having probabilistic control over edge selection, given the adequate perfor-
mance of both the fused ridge and BMGGM approaches in terms of accuracy. BMGGM
might then be the method of choice when one emphasizes posterior inference in a situa-
tion where p is of moderate dimension. However, BMGGM does not seem suited for fast
exploration and large feature-dimensions. For larger feature-dimensions LASICH and the
fused ridge have the computational upper hand over BMGGM. LASICH should then be
preferred when class-membership is unknown. LASICH can, when this is the case, infer
class-membership based on hierarchical clustering. However, when one has a good idea of
class-membership and when one emphasizes both loss and accuracy, we recommend usage
of the (computationally efficient) proposed fused (graphical) ridge approach.

6. Applications

Lymphoma refers to a group of cancers that originate in specific cells of the immune system
such as white blood T- or B-cells. Approximately 90% of all lymphoma cases are non-
Hodgkin’s lymphomas—a diverse group of blood cancers excluding Hodgkin’s disease—
of which the aggressive diffuse large B-cell lymphomas (DLBCL) constitutes the largest
subgroup (The Non-Hodgkin’s Lymphoma Classification Project, 1997). We showcase the
usage of the fused ridge estimator through two analyzes of DLBCL data.

In DLBCL, there exists at least two major genetic subtypes of tumors named after
their similarities in genetic expression with activated B-cells (ABC) and germinal centre
B-cells (GCB). A third umbrella class, usually designated as Type III, contains tumors that
cannot be classified as being either of the ABC or GCB subtype. Patients with tumors
of GCB class show a favorable clinical prognosis compared to that of ABC. Even though
the genetic subtypes have been known for more than a decade (Alizadeh et al., 2000) and
despite the appearance of refinements to the DLBCL classification system (Dybkær et al.,
2015), DLBCL is still treated as a singular disease in daily clinical practice and the first
differentiated treatment regimens have only recently started to appear in clinical trials
(Ruan et al., 2011; Nowakowski et al., 2015). Many known phenotypic differences between
ABC and GCB are associative, which might underline the translational inertia. Hence, the
biological underpinnings and functional differences between ABC and GCB are of central
interest and the motivation for the analyzes below.

Incorrect regulation of the NF-κB signaling pathway, among other things, is responsi-
ble for control of cell survival, and has been linked to cancer. This pathway has certain
known drivers of deregulation. Aberrant interferon β production due to recurrent oncogenic
mutations in the central MYD88 gene interferes with cell cycle arrest and apoptosis (Yang
et al., 2012). It also well-known that BCL2, another member of the NF-κB pathway, is
deregulated in DLBCL (Schuetz et al., 2012). Moreover, a deregulated NF-κB pathway is
a key hallmark distinguishing the poor prognostic ABC subclass from the good prognostic
GCB subclass of DLBCL (Roschewski et al., 2014). Our illustrative analyzes thus focus
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Figure 7: Results for simulation Scenario 6, depicting the comparison of the fused ridge
estimator with the LASICH and BMGGM approaches. The upper panels depict
the Frobenius loss (left-hand panel) and the quadratic loss (right-hand panel)
for each of the four sub-scenarios. The lower-left panel depicts the accuracy
results for each of the four sub-scenarios. The lower-right panel visualizes the
runtimes over all sub-scenarios. Note that the y-axis for the lower-right panel has
a logarithmic scale. The printed numbers above each boxplot then represent the
median runtime for the respective method over all sub-scenarios.
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on the functional differences between ABC and GCB in relation to the NF-κB pathway.
Section 6.1 investigates the DLBCL classes in the context of a single data set on the NF-κB
signalling pathway. Section 6.2 analyzes multiple DLBCL NF-κB data sets with a focus
on finding common motifs and motif differences in network representations of pathway-
deregulation. These analyzes show the value of a fusion approach to integration. In all
analyzes we take the NF-κB pathway and its constituent genes to be defined by the Kyoto
Encyclopedia of Genes and Genomes (KEGG) database (Kanehisa and Goto, 2000).

6.1. Nonintegrative Analysis of DLBCL Subclasses

We first analyze the data from Dybkær et al. (2015), consisting of 89 DLBCL tumor samples.
These samples were RMA-normalized using custom brainarray chip definition files (CDF)
(Dai et al., 2005) and the R-package affy (Gautier et al., 2004). This preprocessing used
Entrez gene identifiers (EID) by the National Center for Biotechnology Information (NCBI),
which are also used by KEGG. The usage of custom CDFs avoids the mapping problems
between Affymetrix probeset IDs and KEGG. Moreover, the custom CDFs can increase the
robustness and precision of the expression estimates (Lu and Zhang, 2006; Sandberg and
Larsson, 2007). The RMA-preprocessing yielded 19,764 EIDs. Subsequently, the features
were reduced to the available 84 out of the 95 EIDs present in the KEGG NF-κB pathway.
The samples were then partitioned, using the DLBCL automatic classifier (DAC) by Care
et al. (2013), into the three classes ABC (n1 = 31), III (n2 = 13), and GCB (n3 = 45), and
gene-wise centered to have zero mean within each class.

The analysis was performed with the following settings. Target matrices for the groups
were chosen to be scalar matrices with the scalar determined by the inverse of the average
eigenvalue of the corresponding sample class covariance matrix, i.e.:

TABC = α1Ip, TIII = α2Ip, TGCB = α3Ip, where αg =
p

tr(Sg)
.

These targets translate to a class-scaled ‘prior’ of conditional independence for all genes
in NF-κB. The optimal penalties were determined by LOOCV using the penalty matrix
and graph given in (18). Note that the penalty setup bears resemblance to Example 2.
Differing class-specific ridge penalties were allowed because of considerable differences in
class sample size. Direct shrinkage between ABC and GCB was disabled by fixing the
corresponding pair-fusion penalty to zero. The remaining fusion penalties were free to be
estimated. Usage of the Nelder-Mead optimization procedure then resulted in the optimal
values given on the right-hand side of (18) below:

λ11

ABC

λ22

Type III

λ33

GCB

λ12 λ23

Λ
∗ =

[
λ11 λ12 0
λ12 λ22 λ23

0 λ23 λ33

]
=

[
2 1.5 × 10−3 0

1.5 × 10−3 2.7 2 × 10−3

0 2 × 10−3 2.3

]
ABC
III
GCB

.

(18)

The ridge penalties of classes ABC and GCB are seen to be comparable in size. The small
size of the Type III class leads to a relatively larger penalty to ensure a well-conditioned and
stable estimate. The estimated fusion penalties are all relatively small, implying that heavy
fusion is undesirable due to class-differences. The three class-specific precision matrices
were estimated under Λ∗ and subsequently scaled to partial correlation matrices. Panels
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Figure 8: Top: Heat maps and color key of the partial correlation matrices for the ABC
(panel A), III (panel B), and GCB (panel C) classes in the NF-κB signaling
pathway on the Dybkær et al. (2015) data. Bottom: Graphs corresponding to
the sparsified precision matrices for the classes above. Red and blue edges corre-
spond to positive and negative partial correlations, respectively. Far right-panel :
EID key and corresponding Human Genome Organization (HUGO) Gene Nomen-
clature Committee (HGNC) curated gene names of the NF-κB signaling pathway
genes. Genes that are connected in panels D–F are shown bold.

A–C of Figure 8 visualize these partial correlation matrices. In general, the ABC and GCB
classes seem to carry more signal in both the negative and positive range vis-à-vis the Type
III class.

Post-hoc support determination was carried out on the partial correlation matrices using
the class-wise lFDR approach of Section 4.3. The 1 − lFDR threshold was chosen conser-
vatively to 0.99, selecting 39, 85, 34 edges for classes ABC, III, GCB, respectively. The
relatively high number of edges selected for the Type III class is (at least partly) due to the
difficulty of determining the mixture distribution mentioned in Section 4.3 when the overall
partial correlation signal is relatively flat. Panels D–E of Figure 8 then show the conditional
independence graphs corresponding to the sparsified partial correlation matrices. We note
that a single connected component is identified in each class, suggesting, at least for the
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ABC III GCB
EID Index Degree Betw. Degree Betw. Degree Betw.

CCL21 6366 77 9 (5+, 4−) 202.0 17 (9+, 8−) 297.00 4 (3+, 1−) 106
CXCL8 3576 38 5 (2+, 3−) 126.0 12 (4+, 8−) 234.00 4 (1+, 3−) 56
CCL19 6363 78 4 (4+, 0−) 120.0 10 (6+, 4−) 91.70 6 (6+, 0−) 230
LTA 4049 80 5 (3+, 2−) 143.0 10 (6+, 4−) 195.00 3 (3+, 0−) 56
CXCL12 6387 40 3 (2+, 1−) 84.2 12 (5+, 7−) 187.00 2 (2+, 0−) 27
CXCL2 2920 76 3 (3+, 0−) 61.0 11 (5+, 6−) 196.00 3 (2+, 1−) 53
LTB 4050 81 4 (3+, 1−) 85.5 5 (3+, 2−) 4.24 6 (3+, 3−) 98
CD14 929 51 3 (2+, 1−) 20.2 6 (3+, 3−) 25.90 3 (2+, 1−) 32
CCL4 6351 74 2 (1+, 1−) 5.0 8 (5+, 3−) 118.00 2 (1+, 1−) 4
ZAP70 7535 48 3 (2+, 1−) 60.0 5 (4+, 1−) 50.70 3 (2+, 1−) 75
CCL13 6357 39 4 (3+, 1−) 119.0 5 (3+, 2−) 19.70 1 (1+, 0−) 0
TNFSF11 8600 42 5 (4+, 1−) 160.0 2 (1+, 1−) 0.00 3 (2+, 1−) 55
TNF 7124 16 1 (1+, 0−) 0.0 4 (2+, 2−) 1.68 3 (3+, 0−) 24
LAT 27040 49 2 (2+, 0−) 0.0 4 (4+, 0−) 15.80 2 (2+, 0−) 0
LCK 3932 62 2 (0+, 2−) 31.0 3 (3+, 0−) 10.00 3 (2+, 1−) 64

Table 1: The most central genes, their EID, and their plot index. For each class and node,
the degree (with the number of positive and negative edges connected to that node
in parentheses) and the betweenness centrality is shown. Only the 15 genes with
the highest degrees summed over each class are shown.

ABC and GCB classes, a genuine biological signal. A secondary supporting overview is
provided in Table 1.

Table 1 gives the most central genes in the graphs of Panels D–E by two measures of
node centrality: degree and betweenness. The node degree indicates the number of edges
incident upon a particular node. The betweenness centrality indicates in how many shortest
paths between vertex pairs a particular node acts as an intermediate vertex. Both measures
are proxies for the importance of a feature. See, e.g., Newman (2010) for an overview of
these and other centrality measures. It is seen that the CCL, CXCL, and TNF gene families
are well-represented as central and connected nodes across all classes. The gene CCL21 is
very central in classes ABC and III, but less so in the GCB class. From Panels D–E of
Figure 8 it is seen that BCL2 and BCL2A1 are only connected in the non-ABC classes.
Contrary to expectation, MYD88 is disconnected in all graphs. The genes ZAP70, LAT,
and LCK found in Figure 8 and Table 1 are well-known T-cell specific genes involved in the
initial T-cell receptor-mediated activation of NF-κB in T-cells (Bidère et al., 2009). From
the differences in connectivity of these genes, different abundances of activated T-cells or
different NF-κB activation programs for ABC/GCB might be hypothesized.

6.2. Integrative DLBCL Analysis

We now expand the analysis of the previous section to show the advantages of integration
by fusion. A large number of DLBCL gene expression profile (GEP) data sets is freely
available at the NCBI Gene Expression Omnibus (GEO) website (Barrett et al., 2013). We
obtained 11 large-scale DLBCL data sets whose GEO-accession numbers (based on various
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ABC Type III GBC
g ng g ng g ng

∑
ng

Pilot data
GSE11318 74 71 27 172

Data set
GSE56315 1 31 2 13 3 45 89
GSE19246 4 51 5 30 6 96 177
GSE12195 7 40 8 18 9 78 136
GSE22895 10 31 11 21 12 49 101
GSE31312 13 146 14 97 15 224 467
GSE10846.CHOP 16 64 17 28 18 89 181
GSE10846.RCHOP 19 75 20 42 21 116 233
GSE34171.hgu133plus2 22 23 23 15 24 52 90
GSE34171.hgu133AplusB 25 18 26 17 27 43 78
GSE22470 28 86 29 43 30 142 271
GSE4475 31 73 32 20 33 128 221∑
ng 638 344 1062 2044

Table 2: Overview of data sets, the defined classes, and the number of samples. In
GSE31312, 28 samples were not classified with the DAC due to technical issues
and hence do not appear in this table. In the pilot study GSE11318, 31 samples
were primary mediastinal B-cell lymphoma and left out. Note also that the pilot
data set GSE11318 was not classified by the DAC.

Affymetrix microarray platforms) can be found in the first column of Table 2. One of
the sets, with GEO-accession number GSE11318, is treated as a pilot/training data set
for the construction of target matrices (see below). The GSE10846 set is composed of
two distinct data sets corresponding to two treatment regimens (R-CHOP and CHOP) as
well as different time-periods of study. Likewise, GSE34171 is composed of three data sets
corresponding to the respective microarray platforms used: HG-U133A, HG-U133B, and
HG-U133 plus 2.0. As the samples on HG-U133A and HG-U133B were paired and run on
both platforms, the (overlapping) features were averaged to form a single virtual microarray
comparable to that of HG-U133 plus 2.0. Note that the Dybkær et al. (2015) data used in
Section 6.1 is part of the total batch under GEO-accession number GSE56315. The sample
sizes for the individual data sets vary in the range 78–495 and can also be found in Table 2.
The data yield a total of 2,276 samples making this, to our knowledge, the hitherto largest
integrative DLBCL study.

Similar to above, all data sets were RMA-normalized using custom brainarray CDFs
and the R-package affy. Again, NCBI EIDs were used to avoid non-bijective gene-ID
translations between the array-platforms and the KEGG database. The freely available
R-package DLBCLdata was created to automate the download and preprocessing of the data
sets in a reproducible and convenient manner. See the DLBCLdata documentation (Bilgrau
and Falgreen, 2014) for more information. Subsequently, the data sets were reduced to
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the intersecting 11,908 EIDs present on all platforms. All samples in all data sets, except
for the pilot study GSE11318, were classified as either ABC, GCB, or Type III using the
DAC mentioned above. The same classifier was used in all data sets to obtain a uniform
classification scheme and thus maximize the comparability of the classes across data sets.
Subsequently, the features were reduced to the EIDs present in the NF-κB pathway and
gene-wise centered to have zero mean within each combination of DLBCL subtype and
data set. We thus have a two-way study design—DLBCL subtypes and multiple data
sets—analogous to Example 3. A concise overview of each of the 11× 3 = 33 classes for the
non-pilot data is provided in Table 2.

The target matrices were constructed from the pilot data in an attempt to use informa-
tion in the directed representation Gpw of the NF-κB pathway obtained from KEGG. The
directed graph represents direct and indirect causal interactions between the constituent
genes. It was obtained from the KEGG database via the R-package KEGGgraph (Zhang
and Wiemann, 2009). A target matrix was constructed for each DLCBL subtype using the
pilot data and the information from the directed topology by computing node contributions
using multiple linear regression models. That is, from an initial T = 0, we update T for
each node α ∈ V (Gpw) through the following sequence:

Tα,α := Tα,α + 1
σ2

Tpa(α),α := Tpa(α),α + 1
σ2βpa(α)

Tα,pa(α) := Tα,pa(α) + 1
σ2βpa(α)

Tpa(α),pa(α) := Tpa(α),pa(α) + 1
σ2βpa(α)β

>
pa(α),

where pa(α) denotes the parents of node α in Gpw, and where σ and β are the residual
standard error and regression coefficients obtained from the linear regression of α on pa(α).
By this scheme the target matrix represents the conditional independence structure that
would result from moralizing the directed graph. If Gpw is acyclic then T � 0 is guaranteed.

The penalty setup bears resemblance to Example 3. The Type III class is considered
closer to the ABC and GCB subtypes than ABC is to GCB. Thus, the direct shrinkage
between the ABC and GCB subtypes was fixed to zero. Likewise, direct shrinkage between
subtype and data set combinations was also disabled. Hence, a common ridge penalty λ,
a data set–data set shrinkage parameter λDS and a subtype–subtype shrinkage parameter
λST were estimated. The optimal penalties were determined by SLOOCV using the penalty
matrix and graph given in (19) below:

λ λ λ

λ λ λ

...
...

...

λ λ λ

λST λST

λST λST

λST λST

λDS λDS λDS

λDS λDS λDS

λDS λDS λDS

λDS

λDS

λDS

λDS

λDS

λDS

λDS

λDS

λDS

ABC Type III GCB

DS1

DS2

DS11

Λ =


λ λST 0 λDS 0 0 ··· λDS 0 0
λST λ λST 0 λDS 0 ··· 0 λDS 0
0 λST λ 0 0 λDS ··· 0 0 λDS

λDS 0 0 λ λST 0 ··· λDS 0 0
0 λDS 0 λST λ λST ··· 0 λDS 0
0 0 λDS 0 λST λ ··· 0 0 λDS

...
...

...
...

...
...

. . .
...

...
...

λDS 0 0 λDS 0 0 ··· λ λST 0
0 λDS 0 0 λDS 0 ··· λST λ λST
0 0 λDS 0 0 λDS ··· 0 λST λ

. (19)

The optimal penalties were found to be λ� = 2.2 for the ridge penalty, λ�DS = 0.0022 for the
data set fusion penalty, and λ�ST = 0.00068 for the subtype fusion penalty, respectively.
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To summarize and visualize the 33 class precision estimates they were pooled within
DLBCL subtype. Panels A–C of Figure 9 visualizes the 3 pooled estimates as heat maps.
Panels D and F visualize the constructed target matrices for the ABC and GCB subtypes,
respectively. Panel E then gives the difference between the pooled ABC and GCB estimates,
indicating that they harbor differential signals to some degree. We would like to capture
the commonalities and differences with a differential network representation.

Ω̂ABCA
Ω̂TypeIIIB

Ω̂GCBC

TABC

xx

D
Ω̂GCB − Ω̂ABC

xx

yy

E
TGCB

xx

yy

F

0 10 20 30

Figure 9: Summary of the estimated precision matrices for the NF-κB pathway. Top row :
Heat maps of the estimated precision matrices pooled across data sets for each
genetic subtype. Middle row from left to right: The pooled target matrix for ABC,
the difference between the pooled ABC and GCB estimates, and the pooled target
matrix for GCB. Bottom: The color key for the heat maps.

The estimated class-specific precision matrices were subsequently scaled to partial cor-
relation matrices. Each precision matrix was then sparsified using the lFDR procedure

of Section 4.3. Given the class an edge was selected whenever 1 − l̂FDR ≥ 0.999. To
compactly visualize the the multiple GGMs we obtained signed edge-weighted total net-
works mentioned in Section 4.4. Clearly, for inconsistent connections the weight would
vary around zero, while edges that are consistently selected as positive (negative) will have
a large positive (negative) weight. These meta-graphs are plotted in Figure 10. Panels
A–C give the signed edge-weighted total networks for each subtype across the data sets.
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They show that (within DLBCL subtypes) there are a number of edges that are highly
concordant across all data sets. To evaluate the greatest differences between the ABC and
GCB subtypes, the signed edge-weighted total network of the latter was subtracted from
the former. The resulting graph GABC−GCB can be found in Panel D. Edges that are more
stably present in the ABC subtype are represented in orange and the edges more stably
present in the GCB subtype are represented in blue. Panel F represents the graph from
panel D with only those edges retained whose absolute weight exceeds 2. In a sense, the
graph of panel F then represents the stable differential network. The strongest connections
here should suggest places of regulatory deregulation gained or lost across the two subtypes.
Interestingly, this differential network summary shows relatively large connected subgraphs
suggesting differing regulatory mechanisms.
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Figure 10: Summary of estimated GGMs for the NF-κB pathway. Panels A–C : Graphs
obtained by adding the signed adjacency matrices for each subtype across the
data sets. The edge widths are drawn proportional to the absolute edge weight.
Panel D : Graph obtained by subtracting the summarized signed adjacency ma-
trix of GCB (panel A) from that of ABC (panel C). Edge widths are drawn
proportional to the absolute weight and colored according to the sign. Orange
implies edges more present in ABC and blue implies edges more present in GCB.
Panel E : As the graph in panel D, however only edges with absolute weight > 2
are drawn. Panel F : As the graph in panel E, but with an alternative layout.
Far right-panel: EID key and corresponding HGNC curated gene names of the
NF-κB pathway genes. Genes that are connected in panel F are shown bold.
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The graph in panel F of Figure 10 then conveys the added value of the integrative fusion
approach. Certain members of the CCL, CXCL, and TNF gene families who were highly
central in the analysis of Section 6.1 are still considered to be central here. However, it
is also seen that certain genes that garnered high centrality measures in the single data
set analyzed in Section 6.1 do not behave stably across data sets, such as CXCL2. In
addition, the integrative analysis appoints the BCL2 gene family a central role, especially
in relation to the ABC subtype. This contrasts with Section 6.1, where the BCL2 gene
family was not considered central and appeared to be connected mostly in the non-ABC
classes. Moreover, whereas the analysis of the single data set could not identify a signal for
MYD88, the integrative analysis identifies MYD88 to be stably connected across data sets.
Especially the latter two observations are in line with current knowledge on deregulation in
the NF-κB pathway in DLBCL patients. Also in accordance with the literature is the known
interaction of LTA with LTB seen in panel F of Figure 10 (Williams-Abbott et al., 1997;
Browning et al., 1997) which here appear to be differential between ABC/GCB. Thus,
borrowing information across classes enables a meta-analytic approach that can uncover
information otherwise unobtainable through the analysis of single data sets.

7. Discussion and Conclusion

We considered the problem of jointly estimating multiple inverse covariance matrices from
high-dimensional data consisting of distinct classes. A fused ridge estimator was proposed
that generalizes previous contributions in two principal directions. First, we introduced
the use of targets in fused ridge precision estimation. The targeted approach helps to
stabilize the estimation procedure and allows for the incorporation of prior knowledge. It
also juxtaposes itself with various alternative penalized precision matrix estimators that pull
the estimates towards the edge of the parameter space, i.e., who shrink towards the non-
interpretable null matrix. Second, instead of using a single ridge penalty and a single fusion
penalty parameter for all classes, the approach grants the use of class-specific ridge penalties
and class-pair-specific fusion penalties. This results in a flexible shrinkage framework that (i)
allows for class-specific tuning, that (ii) supports analyzes when a factorial design underlies
the available classes, and that (iii) supports the appropriate handling of situations where
some classes are high-dimensional whilst others are low-dimensional. Targeted shrinkage
and usage of a flexible penalty matrix might also benefit other procedures for precision
matrix estimation such as the fused graphical lasso (Danaher et al., 2014).

The targeted fused ridge estimator was combined with post-hoc support determination,
which serves as a basis for integrative or meta-analytic Gaussian graphical modeling. This
combination thus has applications in meta-, integrative-, and differential network analysis of
multiple data sets or classes of data. This meta-approach to network analysis has multiple
motivations. First, by combining data it can effectively increase the sample size in settings
where samples are relatively scarce or expensive to produce. In a sense it refocuses the oth-
erwise declining attention to obtaining a sufficient amount of data—a tendency we perceive
to be untenable. Second, aggregation across multiple data sets decreases the likelihood of
capturing idiosyncratic features (of individual data sets), thereby preventing over-fitting of
the data.
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Insightful summarization of the results is important for the feasibility of our approach
to fused graphical modeling. To this end we have proposed various basic tools to summarize
commonalities and differences over multiple graphs. These tools were subsequently used in
a differential network analysis of the NF-κB signaling pathway in DLBCL subtypes over
multiple GEP data sets. This application is not without critique, as it experiences a problem
present in many GEP studies: The classification of the DLBCL subtypes (ABC and GBC)
is performed on the basis of the same GEP data on which the network analysis is executed.
This may be deemed methodologically undesirable. However, we justify this double use of
data as (a) the pathway of interest involves a selection of genes whereas the classification
uses all genes, and (b) the analysis investigates partial correlations and differential networks
whereas the classification, in a sense, considers only differential expression. Furthermore,
as in all large-scale genetic screenings, the analyzes should be considered ‘tentative’ and
findings need to be validated in independent experiments. Notwithstanding, the analyzes
show that the fusion approach to network integration has merit in uncovering class-specific
information on pathway deregulation. Moreover, they exemplify the exploratory hypothesis
generating thrust of the framework we offer.

We see various inroad for further research. With regard to estimation one could think of
extending the framework to incorporate a fused version of the elastic net. Mixed fusion, in
the sense that one could do graphical lasso estimation with ridge fusion or ridge estimation
with lasso fusion, might also be of interest. From an applied perspective the desire is to
expand the toolbox for insightful (visual) summarization of commonalities and differences
over multiple graphs. Moreover, it is of interest to explore improved ways for support
determination. The lFDR procedure, for example, could be expanded by considering all
classes jointly. Instead of applying the lFDR procedure to each class-specific precision
matrix, one would then be interested in determining the proper mixture of a grand common
null-distribution and multiple class-specific non-null distributions. These inroads were out
of the scope of current work, but we hope to explore them elsewhere.

7.1. Software Implementation

The fused ridge estimator and its accompanying estimation procedure is implemented in
the rags2ridges-package (Peeters et al., 2019) for the statistical language R. This package
has many supporting functions for penalty parameter selection, graphical modeling, as well
as network analysis. We will report on its full functionality elsewhere. The package is freely
available from the Comprehensive R Archive Network: http://cran.r-project.org/.
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Appendix A. Geometric Interpretation of the Fused Ridge Penalty

Some intuition behind the fused ridge is provided by pointing to the equivalence of penalized
and constrained optimization. To build this intuition we study the geometric interpretation
of the fused ridge penalty in the special case of (6) with T = 0. In this case λgg = λ
for all g, and λg1g2 = λf for all g1 6= g2. Clearly, the penalty matrix then amounts to
Λ = λIG + λf (JG − IG). Matters are simplified further by considering G = 2 classes and

by focusing on a specific entry in the precision matrix, say (Ωg)jj′ = ω
(g)
jj′ , for g = 1, 2. By

doing so we ignore the contribution of other precision elements to the penalty. Now, the
fused ridge penalty may be rewritten as:
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∥∥2
F
.

Subsequently considering only the contribution of the ω
(g)
jj′ entries implies this expression

can be further reduced to:

λ

2

[(
ω

(1)
jj′
)2

+
(
ω

(2)
jj′
)2]

+
λf
2

(
ω

(1)
jj′ − ω

(2)
jj′
)2

=
λ+ λf

2

[(
ω

(1)
jj′
)2

+
(
ω

(2)
jj′
)2]− λfω(1)

jj′ω
(2)
jj′ .

It follows immediately that this penalty imposes constraints on the parameters ω
(1)
jj′ and

ω
(2)
jj′ , amounting to the set:{(

ω
(1)
jj′ , ω

(2)
jj′
)
∈ R2 :

λ+ λf
2

[(
ω

(1)
jj′
)2

+
(
ω

(2)
jj′
)2]− λfω(1)

jj′ω
(2)
jj′ ≤ c

}
, (20)

for some c ∈ R+. It implies that the fused ridge penalty can be understood by the implied
constraints on the parameters. Figure 11 shows the boundary of the set for selected values.

Panel 11A reveals the effect of the fused, inter-class penalty parameter λf (while keeping
λ fixed). At λf = 0, the constraint coincides with the regular ridge penalty. As λf increases,
the ellipsoid shrinks along the minor principal axis x = −y with no shrinkage along x = y.

In the limit λf →∞ the ellipsoid collapses onto the identity line. Hence, the parameters ω
(1)
jj′

and ω
(2)
jj′ are shrunken towards each other and while their differences vanish, their sum is not

affected. Hence, the fused penalty parameter primarily shrinks the ‘sum of the parameters’,
but also fuses them as a bound on their sizes implies a bound on their difference.

Panel 11B shows the effect of the intra-class λ penalty (while keeping λf fixed). When
the penalty vanishes for λ → 0 the domain becomes a degenerated ellipse (i.e., cylindrical

for more than 2 classes) and parameters ω
(1)
jj′ and ω

(2)
jj′ may assume any value as long as

their difference is less than
√

2c/λf . For any λ > 0, the parameter-constraint is ellipsoidal.
As λ increases the ellipsoid is primarily shrunken along the principal axis formed by the
identity line and along the orthogonal principal axis (y = −x). In the limit λ → ∞ the
ellipsoid collapses onto the point (0, 0). It is clear that the shape of the domain in (20) is
only determined by the ratio of λ and λf .
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Figure 11: Visualization of the effects of the fused ridge penalty in terms of constraints.
The left panel shows the effect of λf for fixed λ. Here, λf = 0 is the regular
ridge penalty. The right panel shows the effect of λ while keeping λf fixed.

The effect of the penalties on the domain of the obtainable estimates can be further
understood by noting that the fused ridge penalty (4) can be rewritten as

λ̃
∑
g1,g2

∥∥(Ωg1−Tg1) + (Ωg2−Tg2)
∥∥2

F
+ λ̃f

∑
g1,g2

∥∥(Ωg1−Tg1)− (Ωg2−Tg2)
∥∥2

F
, (21)

for some penalties λ̃ and λ̃f . The details of this derivation can be found in Section A.1
below. The first and second summand of the rewritten penalty (21) respectively shrink the
sum and difference of the parameters of the precision matrices. Their contributions thus
coincide with the principal axes along which two penalty parameters shrink the domain of
the parameters.

A.1. Alternative Form for the Fused Ridge Penalty

This section shows that the alternative form (21) for the ridge penalty can be written in the
form (4). We again assume a common ridge penalty λgg = λ and a common fusion penalty
λg1g2 = λf for all classes and pairs thereof. To simplify the notation, let Ag = Ωg− Tg.

42



Targeted Fused Ridge Precision Estimation

Now,

fFR′
(
{Ωg}; λ̃, λ̃f , {Tg}

)
= λ̃

∑
g1,g2

∥∥(Ωg1−Tg1) + (Ωg2−Tg2)
∥∥2

F
+ λ̃f

∑
g1,g2

∥∥(Ωg1−Tg1)− (Ωg2−Tg2)
∥∥2

F

= λ̃
∑
g1,g2

∥∥Ag1 + Ag2

∥∥2

F
+ λ̃f

∑
g1,g2

∥∥Ag1−Ag2

∥∥2

F

= λ̃
∑
g1,g2

(∥∥Ag1

∥∥2

F
+
∥∥Ag2

∥∥2

F
+ 2〈Ag1 ,Ag2〉

)
+ λ̃f

∑
g1,g2

∥∥Ag1−Ag2

∥∥2

F

= λ̃
∑
g1,g2

(
2
∥∥Ag1

∥∥2

F
+ 2
∥∥Ag2

∥∥2

F
−
∥∥Ag1 −Ag2

∥∥2

F

)
+ λ̃f

∑
g1,g2

∥∥Ag1−Ag2

∥∥2

F

= 4λ̃G
∑
g

∥∥Ag

∥∥2

F
− λ̃

∑
g1,g2

∥∥Ag1−Ag2

∥∥2

F
+ λ̃f

∑
g1,g2

∥∥Ag1−Ag2

∥∥2

F

= 4λ̃G
∑
g

∥∥Ag

∥∥2

F
+ (λ̃f − λ̃)

∑
g1,g2

∥∥Ag1 −Ag2

∥∥2

F

= 4λ̃G
∑
g

∥∥(Ωg−Tg)
∥∥2

F
+ (λ̃f − λ̃)

∑
g1,g2

∥∥(Ωg1−Tg1)− (Ωg2−Tg2)
∥∥2

F
.

Hence, the alternative penalty (21) is also of the form (4) and thus the fused ridge of (21)
is equivalent to (4) for appropriate choices of the penalties.

Appendix B. Results and Proofs

Section B.1 contains supporting results from other sources and results in support of Al-
gorithm 1. Section B.2 contains proofs of the results stated in the main text as well as
additional results conducive in those proofs.

B.1. Supporting Results

Lemma 8 (van Wieringen and Peeters 2016) Amend the log-likelihood (1) with the
`2-penalty

λ

2

∥∥Ω−T
∥∥2

F
,

with T ∈ Sp+ denoting a fixed symmetric positive semi-definite target matrix, and where
λ ∈ (0,∞) denotes a penalty parameter. The zero gradient equation w.r.t. the precision
matrix then amounts to

Ω̂
−1 − (S− λT)− λΩ̂ = 0, (22)

whose solution gives a penalized ML ridge estimator of the precision matrix:

Ω̂(λ) =

{[
λIp +

1

4
(S− λT)2

]1/2

+
1

2
(S− λT)

}−1

.

Lemma 9 (van Wieringen and Peeters 2016) Consider Ω̂(λ) from Lemma 8 and de-
fine [Ω̂(λ)]−1 ≡ Σ̂(λ). The following identity then holds:

S− λT = Σ̂(λ)− λΩ̂(λ).
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Lemma 10 Let Λ ∈ SG be a matrix of fixed penalty parameters such that Λ ≥ 0. Moreover,
let {Tg} ∈ Sp+. Then if diag(Λ) > 0, the problem of (5) is strictly concave.

Proof (Proof of Lemma 10) By diag(Λ) > 0, it is clear that the fused ridge penalty (4)
is strictly convex as it is a conical combination of strictly convex and convex functions.
Hence, the negative fused ridge penalty is strictly concave. The log-likelihood of (3) is a
conical combination of concave functions and is thus also concave. Therefore, the penalized
log-likelihood is strictly concave.

B.2. Proofs and Additional Results

Proof (Proof of Proposition 1) To find the maximizing argument for a specific class of
the general fused ridge penalized log-likelihood problem (5) we must obtain its first-order
derivative w.r.t. that class and solve the resulting zero gradient equation. To this end we
first rewrite the ridge penalty (4) into a second alternative form. Using that Λ = Λ>,
and keeping in mind the cyclic property of the trace as well as properties of Ωg and Tg

stemming from their symmetry, we may find:

fFR′′
(
{Ωg}; Λ, {Tg}

)
=
∑
g

λgg
2

∥∥Ωg−Tg

∥∥2

F
+
∑
g1,g2

λg1g2
4

∥∥(Ωg1−Tg1)− (Ωg2−Tg2)
∥∥2

F

=
∑
g

λg•
2

tr
[
(Ωg−Tg)

>(Ωg−Tg)
]
−
∑
g1,g2
g1 6=g2

λg1g2
2

tr
[
(Ωg1−Tg1)>(Ωg2−Tg2)

]
, (23)

where λg• =
∑

g′ λgg′ denotes the sum over the gth row (or column) of Λ. Taking the
first-order partial derivative of (23) w.r.t. Ωg0 yields:

∂

∂Ωg0

fFR′′
(
{Ωg}; Λ, {Tg}

)
= λg0• [2(Ωg0−Tg0)− (Ωg0−Tg0) ◦ Ip]−

∑
g 6=g0

λgg0 [2(Ωg−Tg)− (Ωg−Tg) ◦ Ip] . (24)

The first-order partial derivative of (3) w.r.t. Ωg0 results in:

∂

∂Ωg0

L({Ωg}; {Sg}) =
∂

∂Ωg0

∑
g

ng
{

ln |Ωg| − tr(SgΩg)
}
,

= ng0
[
2(Ω−1

g0 − Sg0)− (Ω−1
g0 − Sg0) ◦ Ip

]
. (25)

Subtracting (24) from (25) yieldsng0(Ω−1
g0 − Sg0)− λg0•(Ωg0−Tg0) +

∑
g 6=g0

λgg0(Ωg−Tg)

 ◦ (2Jp − Ip), (26)
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which, clearly, is 0 only when ng0(Ω−1
g0 − Sg0)− λg0•(Ωg0−Tg0) +

∑
g 6=g0 λgg0(Ωg−Tg) = 0.

From (26) we may then find our (conveniently scaled) zero gradient equation to be:

Ω̂
−1
g0 − Sg0 −

λg0•
ng0

(Ω̂g0−Tg0) +
∑
g 6=g0

λgg0
ng0

(Ωg−Tg) = 0. (27)

Now, rewrite (27) to

Ω̂
−1
g0 − S̄g0 − λ̄g0(Ω̂g0− T̄g0) = 0, (28)

where S̄g0 = Sg0 −
∑

g 6=g0
λgg0
ng0

(Ωg− Tg), T̄g0 = Tg0 , and λ̄g0 = λg0•/ng0 . It can be seen

that (28) is of the form (22). Lemma 8 may then be applied to obtain the solution (7).

Corollary 11 Consider the estimator (7). Let Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
be the precision matrix

estimate of the gth class. Also, let diag(Λ) > 0 and assume that all off-diagonal elements
of Λ are zero. Then Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
reduces to the non-fused ridge estimate of class g:

Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
= Ω̂g(λgg) =


[
λgg
ng

Ip +
1

4

(
Sg −

λgg
ng

Tg

)2
]1/2

+
1

2

(
Sg −

λgg
ng

Tg

)
−1

.

(29)

Proof (Proof of Corollary 11) The result follows directly from equations (7) and (8) by
using that

∑
g′ 6=g λgg′ =

∑
g′ 6=g λg′g = 0 for all g.

Lemma 12 Let {Tg} ∈ Sp+ and assume λgg ∈ R++ in addition to 0 ≤ λgg′ < ∞ for all
g′ 6= g. Then

lim
λgg→∞−

∥∥∥Ω̂g

(
Λ, {Ωg′}g′ 6=g

)∥∥∥
F
<∞.

Proof (Proof of Lemma 12) The result is shown through proof by contradiction. Hence,
suppose

lim
λgg→∞−

‖Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
‖F

is unbounded. Let d[·]jj denote the jth largest eigenvalue. Then, as

∥∥∥Ω̂g

(
Λ, {Ωg′}g′ 6=g

)∥∥∥
F

=


p∑
j=1

d
[
Ω̂g

(
Λ, {Ωg′}g′ 6=g

)]2

jj


1/2

,

at least one eigenvalue must tend to infinity along with λgg. Assume without loss of gener-
ality that this is only the first (and largest) eigenvalue:

lim
λgg→∞−

d
[
Ω̂g

(
Λ, {Ωg′}g′ 6=g

)]
11

= O(λγgg), (30)

45



Bilgrau & Peeters et al.

for some γ > 0. Now, for any λgg, the precision can be written as an eigendecomposition:

Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
= d11v1v

>
1 +

p∑
j=2

djjvjv
>
j , (31)

where the dependency of the eigenvalues and eigenvectors on the target matrices and penalty
parameters has been suppressed (for notational brevity and clarity). It is the first summand
on the right-hand side that dominates the precision for large λgg. Furthermore, this ridge
ML precision estimate of the gth group satisfies, by (26), the following gradient equation:

ng(Ω̂
−1
g − Sg)− λgg(Ω̂g−Tg)−

∑
g′ 6=g

λg′g(Ω̂g−Tg) +
∑
g′ 6=g

λg′g(Ωg′−Tg′) = 0.

We now make three observations: (i) Item i of Proposition 4 implies that Ω̂g

(
Λ, {Ωg′}g′ 6=g

)
is

always positive definite for λgg ∈ R++. Consequently, limλgg→∞− ‖Ω̂g

(
Λ, {Ωg′}g′ 6=g

)−1‖F <
∞; (ii) The target matrices do not depend on λgg; and (iii) The finite λgg′ ensure that the

norms of Ωg′ can only exceed the norm of Ω̂g by a function (independent of λgg) of the

constant λgg′ . Hence, in the limit, the norms of the Ωg′ cannot exceed the norm of Ω̂g. These

observations give that, as λgg tends towards infinity, the term λgg(Ω̂g−Tg) will dominate

the gradient equation. In fact, the term λggΩ̂g will dominate as, using (30) and (31):

0 ≈ −λgg(Ω̂g −Tg)

≈ −λggd11v1v
>
1 + λggT

≈ −λ1+γ
gg v1v

>
1 + λggT

≈ −λ1+γ
gg (v1v

>
1 + λ−γgg T)

≈ −λ1+γ
gg v1v

>
1 .

This latter statement is contradictory as it can only be true if the first eigenvalue tends to
zero. This, in turn, contradicts the assumption of unboundedness (in the Frobenius norm)
of the precision estimate. Hence, the fused ridge ML precision estimate must be bounded.

Proof (Proof of Proposition 4)

(i) Note that (27) for class g may be rewritten to

Ω̂
−1
g − Sg −

λg•
ng

Ω̂g −

Tg +
∑
g′ 6=g

λgg′

λg•
(Ωg′−Tg′)

 = 0,

implying that (7) can be obtained under the following alternative updating scheme to (8):

S̄g = Sg, T̄g = Tg +
∑
g′ 6=g

λgg′

λg•
(Ωg′−Tg′), and λ̄g =

λg•
ng

.
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Now, let d[ · ]jj denote the jth largest eigenvalue. Then

d
{

[Ω̂g]
−1
}
jj

= d

[
1

2
(Sg − λ̄gT̄g)

]
jj

+

√√√√{d [1

2
(Sg − λ̄gT̄g)

]
jj

}2

+ λ̄g > 0,

when λ̄g > 0. As λ̄g =
∑

g′(λg′g/ng) and as λg′g may be 0 for all g′ 6= g, Ω̂g is guaranteed
to be positive definite whenever λgg ∈ R++.

(ii) Note that
∑

g′ 6=g λgg′ =
∑

g′ 6=g λg′g = 0 implies that Ω̂g reduces to the non-fused
class estimate (29) by way of Corollary 11. The stated right-hand limit is then immediate
by using λgg = 0 in (29). Under the distributional assumptions this limit exists with
probability 1 when p ≤ ng.

(iii) Consider the zero gradient equation (27) for the gth class. Multiply it by ng/λg•
to factor out the dominant term:

ng
λg•

Ω̂
−1
g −

ng
λg•

Sg − (Ω̂g−Tg) +
∑
g′ 6=g

λg′g
λg•

(Ωg′−Tg′) = 0. (32)

When λgg →∞−, λg• =
∑

g′ λgg′ →∞−, implying that the first two terms of (32) vanish.
Under the assumption that λgg′ < ∞ for all g′ 6= g we have that λg′g/λg• → 0 when
λgg →∞− for all g′ 6= g. Thus, all terms of the sum also vanish as Lemma 12 implies that
the Ωg′ are all bounded. Hence, when λgg → ∞− and λgg′ < ∞ for all g′ 6= g, the zero

gradient equation reduces to Ω̂g−Tg = 0, implying the stated left-hand limit.
(iv) The proof strategy follows the proof of item iii. Multiply the zero gradient equation

(27) for the g1th class with ng1/λg1g2 to obtain:

ng1
λg1g2

Ω̂
−1
g1 −

ng1
λg1g2

Sg1 −
λg1•
λg1g2

(Ω̂g1−Tg1) +
∑
g′ 6=g1

λg′g1
λg1g2

(Ωg′−Tg′) = 0. (33)

The first two terms are immediately seen to vanish when λg1g2 →∞−. Under the assump-
tion that all penalties except λg1g2 are finite, we have that λg1•/λg1g2 → 1 for λg1g2 →∞−.
Similarly, all elements of the sum term in (33) vanish except the element where g′ = g2.
Hence, when λg1g2 →∞− and when λg′1g′2 <∞ for all {g′1, g′2} 6= {g1, g2}, the zero gradient
equation for class g1 reduces to:

−(Ω̂g1−Tg1) + (Ωg2−Tg2) = 0. (34)

Conversely, by multiplying the zero gradient equation (27) for the g2th class with ng2/λg1g2
one obtains, through the same development as above, that the zero gradient equation for
class g2 reduces to the Ω̂g2-analogy of equation (34). The result (34) then immediately
implies the stated limiting result.

Corollary 13 Consider item iv of Proposition 4. When, in addition, Tg1 = Tg2, we have
that

lim
λg1g2→∞−

(Ω̂g1 −Tg1) = lim
λg1g2→∞−

(Ω̂g2 −Tg2) =⇒ Ω̂g1 = Ω̂g2 .
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Proof (Proof of Corollary 13) The implication follows directly by using Tg1 = Tg2 in (34).

Proof (Proof of Proposition 5) The result follows directly from Proposition 1 and Lemma
9.

Proof (Proof of Proposition 7) Note that line 8 of Algorithm 1 implies that the initializing
estimates are positive definite. Moreover, regardless of the value of the fused penalties (in
the feasible domain), the estimate in line 11 of Algorithm 1 is positive definite as a conse-
quence of Proposition 4.
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