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APPLYING FAHP TO IMPROVE THE

PERFORMANCE EVALUATION RELIABILITY AND

VALIDITY OF SOFTWARE DEFECT CLASSIFIERS

ABSTRACT

Today’s Software complexity makes developing defect-free software almost
impossible. On an average, billions of dollars are lost every year because of software
defects in the United States alone, while the global loss is much higher. Consequently,
developing classifiers to classify software modules into defective and non-defective
before software releases, has attracted a great interest in academia and the software
industry alike. Although many classifiers have been proposed, none has been proven
superior to others. The major reason is that while a research shows that classifier-A is
better than classifier-B, we can find other research coming to a diametrically opposite
conclusion. These conflicts are usually triggered when researchers report results using
their preferred performance quality measures such as recall and precision. Although this
approach is valid, it does not examine all possible facets of classifiers’ performance
characteristics. Thus, performance evaluation might improve or deteriorate if researchers
choose other performance measures. As a result, software developers usually struggle to

select the most suitable classifier to use in their projects. The goal of this dissertation is



to apply the Fuzzy Analytical Hierarchy Process (FAHP) as a popular multi-criteria
decision-making technique to overcome these inconsistencies in research outcomes. This
evaluation framework incorporates a wider spectrum of performance measures to
evaluate classifiers’ performance, rather than relying on selected, preferred measures. The
results show that this approach will increase software developers’ confidence in research
outcomes, help them in avoiding false conclusions and indicate reasonable boundaries for
them. We utilized 22 popular performance measures and 11 software defect classifiers.
The analysis was carried out using KNIME data mining platform and 12 software defect

data sets provided by NASA Metrics Data Program (MDP) repository.
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CHAPTER 1: INTRODUCTION

Software defects are a serious threat to the success of the software development
industry [1]. On an average, billions of dollars are lost every year because of software
defects in the United States alone [2], while the global loss is much higher. Although
defects can be detected through various quality procedures, finding and fixing defects
consume a significant portion of the available resources [3]. Most software defects are
normally found within a relatively small number of modules [4] [5]. Therefore, developing
software defect classifiers has become a promising methodology to identify defective
modules before software release. The expected returns are significant in terms of reducing

the overall quality assurance activities’ time and costs [1] [6].

The major aim of software defect classifiers is to classify software modules into
defective (dM) and non-defective (ndM). This binary classification can be described as a
mapping function from a vector x of M features, where x; € R™, to one of the classification

classes y; € {dM, ndM} [4].

f(x):RM » {dM, ndM} (1.1)
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This model can be trained by a training data set S that has N instances,

S = {(x, ¥}y (1.2

Numerous techniques have been proposed to develop classifiers, as for instance
regression and logistic regression, neural networks, decision trees, and many other
machine- learning algorithms [4] [7] with none of them being superior to the others [3] [8].
This is mainly caused by contradicting benchmarking studies. Various software
engineering research papers [1] [3] [9] [10] investigated and challenged the reliability of
software defect classifiers’ benchmarking studies. The common finding of these studies
was that while one-study showed classifier A as better than classifier B, other studies came

to the exactly opposite conclusion.
1.1 The Research Problem

Software practitioners face the problem of how they can reliably evaluate the
performance of defect classifiers, to select the best performing classifier out of several
others [11]. Although there are many performance evaluation measures, they usually
provide contradictory results. This contradiction is indeed expected, as each of these
measures was developed to capture a specific aspect of classifiers’ performance. For
example, recall, which is known as True Positive Rate (TPR), represents the proportion of
the actually defective modules that are classified defective. Similarly, precision, which is
known as Positive Predictive Value (PPV), represents the proportion of classified defective
modules that are actually defective [3] [12], and so forth. As a result, the performance

quality is highly dependent on the specific measure utilized.
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This fact leads to the critical question; which performance evaluation measure(s)
should practitioners use? In other words, how can practitioners evaluate classifiers in such
away as to always obtain reliable and valid results? This essential requirement is motivated
by two possible scenarios: mistakenly classifying defective modules as non-defective
raises the risk of software failure, while classifying non-defective modules as defective

increases software quality assurance activities’ time and costs.

1.2 Scope, Definitions and Limitations

We collect metrics relating to almost every single detail about software systems.
The collected metrics are analyzed to identify any anomalies or unacceptable patterns. In
general, software metrics are divided into two types: Product metrics and Process metrics
[13]. While product metrics are collected about the software artefact, process metrics are
collected about the development environment such as, development methodology, quality

assurance activities, etc.

Product metrics can be further divided into static and dynamic metrics. Static
metrics are collected about features of the software code, while dynamic metrics are
collected during the execution of the code. Table (1.2.1) [13] shows some examples of
metrics types. Our research is focused on analyzing static code metrics to predict software

defective modules.

This choice can be justified as follows. First, for many software projects, static code
can be found published on public repositories. This availably makes it possible for other

researchers to replicate and verify our work [14] [15]. Additionally, it is quite easy to share
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data among researchers utilizing public platforms such as GitHup, GoogleCode, etc. The
second reason is, process and dynamic code metrics are highly dependent on the specific
software project or company that develops it. This usually makes it hard to find those

metrics in the public domain or even to get them from their respective sources.

Table (1.2.1) Examples of software metric types.

Process metrics Static metrics Dynamic metrics
. Lines of Code Cyclomatic
Number of Revisions (NR .
(NR) (LOC) Complexity
Number of Distinct Committers (NDC) | Branch_Count Function Point
Number of Modified Lines (NML) Condition_Count Halstead Complexity

Number of Defects in Previous Version

(NDPV) Cyclomatic_Density | Bug Counting

There is a great deal of disagreement on the exact definition of defects. Clark and
Zubrow [16] have defined software defects as “any flaw or imperfection in a software work
product or software process... A defect is frequently referred to as a fault or a bug”.
However, other researchers have provided different definitions for defects occurring at
different phases of the software production lifecycle [17], [18], [19]. Below are the most

commonly used definitions:

e Errors/faults/bugs are mistakes that occur during the design stage or written code

errors other than syntax errors
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e Defects are errors occur at the production phase, before release of the software to

customers
e Failures are errors occurring on the customer’s side, causing operational problems

Although IEEE has published the Standard Glossary of Software Engineering
Terminology [20], an international consensus over theses definitions has not yet been

established [17], [21].

1.3 Dissertation Questions (Aims)

The dissertation question is: Is it possible to incorporate a wide spectrum of
performance evaluation measures into a comprehensive evaluation strategy, rather than

relying on one or two performance measures selected by a researcher or a practitioner?

The aim of this dissertation is to apply the Fuzzy Analytical Hierarchy Process
(FAHP) as a popular multi-criteria decision-making technique as the proposed

comprehensive evaluation strategy.

1.4 Contributions to knowledge

Our contribution is the development of a new evaluation strategy that we believe

will improve the reliability of the current implemented evaluation techniques.
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CHAPTER 2: RELATED WORK

The reliability of software defect classifiers was scrutinized extensively in many
published works [8] [11] [22] [23] [24]. Nonetheless, it seems that there are many
opportunities for improvement. For example, performance quality measures such as
precision, accuracy, etc. can be improved by applying rigorous reliability and verification
techniques [8] [11]. Additionally, many of these measures have been borrowed from other
disciplines (e.g. Psychology and social sciences). In many cases when these measures are

used ‘as is’, they usually have different implications [12].

It has become a common practice for practitioners and researchers to select their
most-preferred statistics to support their point of view. This may lead to vague and
misleading conclusions. Forman et al. [25] concluded that comparing different research

studies has become complicated, and in many cases, the comparisons are not meaningful.

This dissertation emphasizes the fact that performance evaluation must be seen as
a comprehensive strategy, rather than relying on performance measure(s) selected based
on one’s preferences. Lanza, et. al stated, “A metric alone cannot help to answer all the
questions about a system and therefore metrics must be used in combination to provide

relevant information” [26].
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Shepperd et al. [3] conducted an extensive study to find the reasons for variance in
classifiers’ performance. Their study included 600 experimental results published in many
reputed conferences and journals with low acceptance rates. Surprisingly, researcher bias
was among the major and wide-spread influential factors. They found that it is extremely
difficult to choose the best performing classification technique, because of this

phenomenon.

To solve the problem of researchers’ bias, Inse et al. [27] asserted that researchers
should improve their research outcomes reporting protocols. Kitchenham [28] also
suggested the need to enhance the communication and documentation protocols to include

sufficient explicit details about how exactly classifiers were used and evaluated in research.

Fenton [21] extensively discussed the concept of research reliability. In general, he
emphasized the empirical validity procedures, where researchers are required to validate
their findings by replications of experiments. Empirical validation studies have become an
essential part in software defect classification research, because usually we lack the
required theoretical validation. This fact has led us to our dissertation contribution, which
proposes a comprehensive evaluation scheme that will provide proven better evaluation

outcomes, compared to preferred selected performance measure(s).
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CHAPTER 3: SOFTWARE DEFECT CLASSIFICATION

The practical purpose of implementing software defect classifiers is to identify the
defective modules in large software systems. Although many quality assurance techniques
are available and are generally effective in identifying those defects, the cost is prohibitive.
Weyuker et al. concluded in their study of large commercial software systems that only
20% of the system components can be effectively checked for defects [29]. This fact is
evident from today’s software industry. It is almost impossible to find a software that is
defect-free. As a result, implementing classifiers in software industry has become an active

research area.

To build a classifier, we need to create a data model that can associate a set of
independent variables to the dependent variable. In our case, the dependent variable is
simply a label to identify defective software modules from non-defective ones. The
independent variables are the software metrics designed to capture various features of

software systems.

Once we build a classifier, it is necessary to train it on a historical data set and then
test it to evaluate its performance. This can be achieved by comparing the classifier
predictions to the original dependent variable values in the testing data set. An error

function must be defined to measure the correctness of the classifier predictions. Figure (3.1)

18



shows the process of training and testing software defect classifiers. Chapters 4 and 5

describe classifiers’ evaluation in more detail.

Independent Variables Dependent Variable(s)
Training Data
Original

Dependent Variable(s)
of Testing Data

Testing Data

MODEL
Model
Training
Algorithm
L 4
Error Function l

\J

que] e Model
Prediction Coefficients
Algorithm

|

Predicted Dependent Variable(s)

l Model Predictive
Performance

Error Function Evaluator =

v

Model Performance Measures

Figure (3.1) The process of training and testing software defect classifiers [30].

Many classifiers exist today in practice. Generally, we can divide classifiers

into three major categories: statistical methods, machine learning, and neural networks.
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Table (3.1) shows the 11 classifiers used in this research. These classifiers have been

chosen based on their popularity in software defect research [4] [31].

Table (3.1) Software defect classifiers.

Probabilistic Neural Network (PNN) based on
the Dynamic Decay Adjustment (DDA) [32]

(SOTA) clustering [33]

Fuzzy Rule (FR) [34]

Logistic Regression (LR) [35]

Naive Bayes (NB) [36]

K Nearest Neighbor (KNN) [37]

Multi-Layer Perceptron (MLP-RProp) [38]
Support Vector Machine (SVM) [39] [40]

Ol | N OO Bl W|DN

Decision Tree C4.5 (DT) [41] [42]

[EEN
o

SimpleCart (CART) [43]

[
=

Random Forest (RF) [44]
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CHAPTER 4: EVALUATION OF CLASSIFIERS

To evaluate the classifiers’ performance, we followed the common practice of using
a confusion matrix, table (4.1), where the first column shows the actual (real) positive AP
cases (defective modules) and the second column shows the actual (real) negative AN cases
(non-defective modules). Similarly, the first row shows the predicted positives (PP) and
the second row the predicted negatives (PN). The bottom right cell shows T, the total
number of cases. Figure (4.1) depicts the meanings of the confusion matrix variables.
While the optimum desired results would be fp = fn = 0, the actual performance of
classifiers is still far from achieving this goal. By utilizing these four variables, the

classifiers’ performance measures can be calculated.

Table (4.1) Confusion Matrix.

tp fp PP

fn tn PN

AP | AN T

21



Classified negatives

______ / o Classified positives

+ tp (true positive)
+ fp (false positive)
"""" + ++ 4+ +- - | - tn(truenegative)
————————————————— = fn (false negative)

Figure (4.1) Depiction of confusion matrix variables.

Numerous performance measures have been proposed and utilized by researchers
and practitioners to evaluate classifiers’ performance. Table (4.2) shows the 22
performance measures utilized in our research [3] [45] [46] [47] [48], the selection of which
was based on their popularity in software defect classification research [3] [12]. Since
Cohen’s Kappa is the only measure that needs more clarifications on how to compute its

probabilities (i.e. Pr(a) and Pr (e)), we added those clarifications right after the table.
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Table (4.2) List of the 22 performance evaluation measures utilized in the study.

1 |Recall =tp/(tp + fn)
2 |Precision =tp/(tp + fp)
3 |Inverse Recall =tn/(tn + fp)

Inverse Precision

=tn/(tn+ fn)

5 |Area Under ROC Curve AUC = (Recall + Inverse Recall)/2

6 |Accuracy ACC = (tp +tn)/(tp + fp + tn + fn)

7 |F1-Score =2tp/(2tp + fn+ fp)

8 [Informedness = Recall + Inverse Recall - 1

9 [Markedness = Precision + Inverse Precision - 1
10 [Matthews Correlation Coefficient |_ tp Xtn—fp X fn

MCC

V(tp + fp)(tp + fr)(tn + fp)(tn + fn)

11 |G-Mean1 = VRecall X Precision

12 |G-Mean?2 = \/Recall x Specificity

13 |Cohen's Kappa = (Pr(a) —Pr(e))/(1—Pr(e))
14 |False Discovery Rate (FDR) = fp/(fp + tp)

15 |False Omission Rate (FOR) = fn/(fn+tn)

16 |False Positive Rate (FPR) = fp/(fp + tn)

17 |False Negative Rate (FNR) = fn/(fn+tp)

18 |Predicted Positive Condition Rate  |= (tp + fp)/(tp + tn + fp + fn)
19 |Positive Likelihood Ratio (LR+) = Recall/FPR

20 |Negative Likelihood Ratio (LR—) = FNR/(Inverse Recall)

21 |Diagnostic Odds Ratio (DOR) = (LR+)/(LR-)

22 |Prevalence =(tp+ fn)/(tp+tn+ fp+ fn)
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Cohen's kappa probabilities are calculated as follows:

Pr(a): is the observed agreement probability among raters

tp +tn
tp+fp+tn+fn

Pr(a) =

Pr(e): is the agreement by chance probability among raters

Pr(e) = Ri(P)R,(P) + R{(N)R,(N)

Raterl percentage of positive responses

tp + fp

R,(P) =
1(P) tp+fp+tn+fn

Rater1 percentage of negative responses

R1(N) =1- R1(P)

Rater2 percentage of positive responses

tp+ fn

R,(P) =
2(P) tp+fp+tn+fn

Rater2 percentage of negative responses

Rz(N) =1- Rz(P)

24



CHAPTER 5: EVALUATION RELIABILITY AND VALIDITY

Every aspect of our lives requires measurement, especially in engineering fields.
However, no measurement can be useful, unless it possesses a minimum of two
characteristics: reliability and validity. Reliability means the ability for a measurement to
produce consistent results when repeated in many trials. The more consistent the results
are, the more reliable the measurement is. On the other hand, a measurement is considered

to be valid if it measures what it is intended to measure [8].

Every measurement is affected by both random and non-random errors. Random
errors occur in every trial, causing a measurement to produce variant results. Non-random
errors occur systematically in every trial and cause the measurement results to cluster
around specific erroneous values. The extent to which we can control these two sources of
errors is variant and dependent on the specific application area. In software engineering, it

seems that we have less control over those errors, compared to other engineering areas.

This argument naturally leads us to the question, which measurement should we
choose to evaluate classifiers’ performance? Numerous publications proposed a vast
spectrum of measurements, proposed by people working in the software engineering field

having IT or business backgrounds. Consequently, these measurements seemed to be
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relevant, as they reflected the viewpoint of their creators within their own specific contexts.
Nonetheless, many of these measurements have failed to take into its consideration the
rigorous requirements of the measurement theory, which is known as the Metrology.
Therefore, their reliability and validity are facing serious challenges. Evans [49] described
this paradox as “While software metrics has not yet achieved a degree of scientific maturity,

it is still a valid concept and much work has been undertaken in the field.”

This failure to fully comply with the measurement theory requirements has led to
many of these software quality measures being considered invalid. Abran discussed this
contradiction in detail in his book titled “Software metrics and software Metrology [50].”
He suggested a preliminary solution for this contradiction: “If software engineering is to
mature into a recognized engineering discipline, it needs to be supported by measures,
measurement methods and well tested descriptive and quantitative models [51].” Further,
Abran asserted that the only way to develop very well- matured measurement knowledge
in the discipline of software engineering is to explore, investigate, and apply Metrology

concepts and principles.

On the other hand, some software engineers argue that Metrology principles
should not be applied to the software engineering discipline, since software is not a
physical object [50] [51]. Consequently, they consider that the current software metrics
are acceptable, although they failed to comply completely with the Metrology

requirements.
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In our opinion, this thinking has led to the phenomenal gap between research
outcomes and industry practitioners’ practices. Moreover, this gap has become very
obvious by recognizing the serious lack of validation of any proposed measurements that
usually lead to conflicting claims by academia and industry researchers [22]. Finally, since
software engineering carries the ‘engineering’ title, it necessarily implies its explicit

compliance with engineering practices and principles.

In recent years, many scholars have started to pay increasing attention to the
deficiencies in measurement reliability and validity in the software engineering field. For
example, Abran [51] proposed a framework for validating software measurements as a
potential solution to the current uncertainty. The framework contained three major

components:

e Validation of the design of a measurement method
e Validation of the application of a measurement method

e Validation of the use of measurement results in a predictive system

Moreover, he asserted that before any measurement is accepted as reliable and
valid, it should pass the requirements of this framework. Even though he referenced many
other authors’ works in this regard, he believed that none of the many proposed
verifications of validity is complete or covers the whole variety of measurement methods

used. Therefore, a practical and acceptable validation framework still does not exist!
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Other authors have listed their own recipes for what a reliable and valid
measurement should look like [22] [21] [52] [53]. Below is a summary of the common
ingredients that must be clearly defined for any measurement system to be deemed reliable

and valid:

e What are the entities measured?
e \What are the attributes of the entities we are interested in?
e What are the units applicable to each measured attribute?

e Which scale is the most appropriate for each measured attribute?

Missing any of these elements will result in awkward measurements system
outcomes that are difficult to analyze and comprehend. Likewise, other authors have
mentioned the importance of following the broader requirements of the measurement
theory (the Metrology) [52] [54] [55]. Below is a summary of the most notable questions

any measurement system must answer:

e How do we know if we have really measured an attribute?
e When an error margin is acceptable or not?

e Which statements about a measurement are meaningful?
e Which types of attributes can/cannot be measured?

e What kind of scales can these measurements use?

e How to define these scales?
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As the result of this vast inconsistency in measurements, it has become a common
practice today among researchers in academia and the software development industry alike,
to choose personally preferred measures to use in their research. This phenomenon is

known as “researcher bias” [3].
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CHAPTER 6: FUZZY ANALYTICAL HIERARCHY

PROCESS (FAHP)

To avoid the researchers’ bias when evaluating the performance of software defect
classifiers, this dissertation proposes the application of multi-criteria decision-making
(MCDM). MCDM is a set of very effective methodological tools for dealing with complex
problems in various domains such as, medicine, business, engineering, etc. Some example

tools are AHP, FAHP, TOPSIS, etc. [56] [57] [58].

The Analytical Hierarchy Process (AHP) technique has been implemented widely
in the multi-criteria decision-making (MCDM) field. The essence of this technique is based
on an expert judgement method to perform pair-wise comparisons between all
implemented criteria. However, AHP suffers from a crucial criticism: it is unable to deal
with the impression and subjectivity of the expert judgement when performing the pair-

wise comparisons method [59] [60] [61].

In recent years, Fuzzy AHP — or for short, FAHP — has gained noticeable
attention as a superior substitute to the AHP technique. The essence of the FAHP
method is based on the ability to capture the uncertainty when performing the expert
judgement method. Zadeh [62] introduced the fuzzy set theory to compromise the

human thought vagueness, which was oriented to the rationality of uncertainty due to
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imprecision or vagueness, i.e., the consideration of the gradual membership of an

element to a particular set of elements [59].

Kabir and Peng [45] [63] applied AHP successfully in the field of classifiers’
performance evaluation. In this dissertation, the authors apply FAHP in evaluating binary
classifiers’ performance as a more robust multi-criteria procedure. To our knowledge, this

is the first such application.

In 1983, Laarhoven, et al. proposed the use of a triangular fuzzy membership
function as the best fit in performing expert judgement: Figure (6.1.a) [64]. Other functions
were proposed as well to fit various uses: Figure (6.1.b and 6.1.c). We chose to use the
triangular membership method for its suitability to the software defect classifier domain
equation (6.1). The reason for this choice is that we need to provide only two boundaries
to our judgement, the upper and lower boundaries, when comparing measures pair-wise.
Trapezoidal function, for example, provides two middle values in addition to the upper and
lower boundaries, which is not necessary in our research. Similar arguments are applicable
to other fuzzy membership functions that might require unnecessary complications. Thus,

for the sake of simplicity, we made this choice.
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p(x) p(x) p(x)
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Triangular Trapezoidal Bell-shape/Gaussian

(a) (b) ()

Figure (6.1) Membership functions used in FAHP.

0, x <l
— x—=0D/(m=1), [<x<m,
u(x|M) - (u—x)/(u—m), m<x<u, (6.1)
0, X > U.

Throughout this dissertation, fuzzy quantities are differentiated by a tilde ‘= above
symbols. A triangular fuzzy number TFN is denoted as (I,m,u), where [ denotes the
smallest possible value, m the most promising value, and u the largest possible value that
describes a fuzzy event. Readers interested in a more detailed introduction to fuzzy

numbers and their algebraic operations are recommended to read Harding et al. [65].
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CHAPTER 7: EXPERIMENTAL SETUP AND RESULTS

We utilized eleven software defect classifiers table (3.1), chosen based on their
popularity in software defect research [4] [31]. The experiments were carried out using
KNIME [66] [67], a popular data mining platform and twelve NASA software defect data

sets.

KNIME data mining platform was used to run the classifiers on all experimented
data sets. The corresponding confusion matrices were constructed and utilized to calculate
the classifiers’ performance measures, i.e., E[c X p] matrices, where c is the number of
classifiers and p is the number of performance measures. To validate the results, 10-fold
cross-validation technique was run on all experiments. Additionally, we normalized all

experimented data sets to avoid the dominance of some attributes with large values.

Imbalanced data sets can degrade classifiers’ performance and contribute to the
unreliability of results [14] [68]. It is quite common for software defect data sets to have
non-defective modules as the majority class, with the defective modules as the minority
class. Therefore, stratified sampling technique was used to avoid sampling bias. Stratified
functionality guaranteed that all created cross-validation folds had class distribution similar

to the original data sets distributions, i.e., the ratio of defective to non-defective modules.
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For clarity, we start with presenting a summary of the FAHP steps implemented in

this study, followed by more detailed calculations in section 7.2 FAHP Application.

Note: Matrices are denoted by italicized capital letters, and vectors by bold face italicized
small letters.
Let,
¢ = 11, cis number of classifiers,
p = 22, p is number of performance measures,
d data set
D the set of 12 NASA data sets
1) Construct the fuzzy performance measures’ pair-wise comparisons A[p x p] matrix.
2) Compute the criteria fuzzy weight vector w from A matrix.
foreachd € Ddo
3) Compute the classifiers’ evaluation matrix E[c X p].
4) Compute the classifiers’ scores S[c X p] matrix.
a) Compute p number of BY) matrices (classifiers’ pair-wise
comparisons) with respect to each criterionj = 1... p
b) From each BY), compute sU) score vectors
¢) Construct the S[c X p] matrix by combining all sU) vectors, column
wise.
5) Compute the classifiers’ ranking v = S - w, where v; of the vector v
represents the global score (i.e. rank) assigned by the FAHP to the
i" classifier.
6) Identify the highest performing classifier compared to the list of
experimented classifiers.

end for
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7.1 Data Sets

As the requirement of research replication has become vital for many researchers,
we have decided to use the publicly available and widely used NASA software defect data
sets [15]. The reasons for this choice are to support the ability to reproduce and verify the

published results, and to ease data sharing among researchers [14].

However, NASA data sets suffered from many data quality problems. Shepperd et
al. [69] have analyzed in depth these problems that are summarized in table (7.1.1). For
clarity, we repeat here the common assumptions about software data sets structure. NASA
data sets are organized as matrices of rows and columns. Each row represents one software

module (i.e. case), and each column represents one feature (i.e. attribute).

Shepperd et al. [15] performed a comprehensive cleaning strategy to remove all
problematic cases and features, table (7.1.2). They published the cleaned-up data sets after
removing all cases and features that had one or more of the discussed data quality
problems. These data sets are available online at

“https://figshare.com/collections/NASA MDP Software Defects Data Sets/4054940/1”.
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Table (7.1.1) Data quality issues with NASA data sets.

Data Quality

Meanin Consequences
Problem g g
Identical features
Two or more features have the same values .
. . present no additional
Identical for all cases. Similarly, two or more cases . . .
information. Identical
values have the same values for all features
. . . cases confuse
including the prediction label.
learners.
This problem arises whenever there is a
violation of a relational integrity constraint.
Conflicting For example, LOC_TOTAL cannot be less
Untrustworthy data
values than LOC_EXECUTABLE or
LOC_COMMENTS. Fan et al. [70] have
discussed integrity constraints in more detail.
Implausible The presence of negative or fractional values
) Untrustworthy data
values does not make sense and is not acceptable.
Case Some cases have inconsistent predictions,
i.e., two identical cases each result in a Untrustworthy data

inconsistency

different prediction.

Constant . They do not present
Features with constant values : .

values any information.

Missin ) ..

values g Features with missing values Confuses the learner
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Table (7.1.2) Changes made to NASA data sets after applying the cleaning strategy.
* df % is the percentage of defective modules.

Original Data sets Cleaned-up Data sets
NASA Data Sets
#Modules|#Attributes | df % *|#Modules|#Attributes| df % *
CM1 505 41 9.50 |327 38 12.84
JM1 10878 22 19.32 |7782 22 21.49
KC1 2107 22 15.42 |1183 22 26.54
KC3 458 41 9.39 |19 22 18.56
MC1 9466 40 0.72 1988 22 2.31
MC2 161 41 32.30 |125 22 35.20
MW1 403 41 7.69 253 22 10.67
PC1 1107 41 6.87 |705 22 8.65
PC2 5589 41 041 |745 22 2.15
PC3 1563 41 10.24 |1077 22 12.44
PC4 1458 41 12.21 |1287 22 13.75
PC5 17186 40 3.00 (1711 22 27.53

7.2 FAHP Application

The following are the details of FAHP implementation steps [59] [45]:

Step 1:

Decompose the problem into three hierarchical levels, Figure (7.2.1).

Goal: evaluating the performance of software defect classifiers to select the best-

performing classifier

Criteria: twenty-two performance measures

Alternatives: eleven software defect classifiers
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Evaluating the performance of software defect classifiers to select the best performing classifier.

Level 0: Goal

Recall

Precision

Inverse Recall

Inverse Precision ||

AUC
ACC
PNN
F1-Score
SOTA
Informedness
FR
Markedness
LR
MCC
NB
G-Meanl
KNN
G-Mean2
MLP
Kappa
SVM
FDR
DT
FOR
CART
FPR
RF
FNR
Predicted Positive
Condition Rate
LR+ .
4
g E
5 LR- g
5 <
o &
E DOR %
3 3
Prevalence

Figure (7.2.1) FAHP hierarchical structure.
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Step 2:

Perform fuzzy pair-wise comparisons between all criteria elements using the
fundamental scale proposed by Saaty [58], table (7.2.1). At the end of this step, a criteria
fuzzy weights vector w is computed. However, this scale is based on crisp evaluation
values. As discussed in Chapter 6, crisp evaluation usually leads to unreliable results, due
to the expert judgement uncertainty and vagueness. Thus, the scale must be modified to
meet FAHP requirements. That is, instead of evaluating the criteria using the crisp scale
values, we can use the Triangular Fuzzy Numbers (TFN) to compensate for human

uncertainty and increase the reliability of the evaluation. It is to be noted that for any fuzzy

number @, the reciprocal can be defined as

al=>0Umu)?

_(1 1 1)
T \u'm’i

Table (7.2.1) AHP and FAHP score interpretations.

AHP Crisp | FAHP TFN Interpretation
Scale (IL,m,u)

ajy A j and k denote criteria
9 99,9 j is extremely more important than k
7 6,7,8 J is strongly more important than k
5 45,6 J is more important than k
3 2,34 j is slightly more important than k
1 1,1,1 j and k are equally important

1/3 1/4,1/3,1/2 j is slightly less important than k

1/5 1/6,1/5,1/4 J is less important than k

1/7 1/8,1/7,1/6 J is strongly less important than k

1/9 1/9,1/9,1/9 J is extremely less important than k
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Table (7.2.1) entries are only suggestive for translating the decision-maker
qualitative evaluations of the criteria into quantitative values. It is possible to use other

similar scales.

The authors use their extensive experience in the field of binary classifiers
evaluation measures to rank their relative importance, following Saaty’s fundamental scale
of weights. Additionally, the literature provides a large body of research to evaluate the
reliability and validity of each of these measures. For brevity, a representative sample is
cited in this dissertation [22] [48] [12]. Table (7.2.2) shows the relative fuzzy weights

established for these measures.

By assuming that we have p performance evaluation measures (i.e. criteria), we can

construct the criteria pair-wise comparison matrix 4 as follows:

B dll dlk
Alpxpl=|*+ ™~
a’]l cee a]k

(7.2.2)

wherej=1---p&k=1-p.

Every entry d, represents the importance of criterion j relative to criterion k, where

dp =011 Vj=k

Once matrix A is constructed, we can calculate the criteria fuzzy weights vector w
by applying the Geometric Mean method proposed by Buckley [71]. The method can be

applied in three steps:
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Firstly, we calculate the fuzzy geometric mean value 7; for each row j in Aj

= (Mo t) 7 (Meam) ™, (Meyw) ™) (729

Secondly, sum all fuzzy geometric mean values column wise and find their

reciprocal, (fl erd---D fj)_l. The multiplication and addition of two fuzzy numbers

operations are defined as,
a18a; = (I, my,uy) @ (L, my, uz) = (L X Iy, my Xma,uy X uy) (7.2.4)
a10a; = (I, my,uy) ® (I, my,uz) = (I + I my + My, uy +uy) (7.2.5)
Lastly, calculate the criteria fuzzy weights vector w,
W=i®HOHRe®F) (7.2.6)

To ease the comparisons of classifiers’ rankings, we can defuzzify W using the

center of area COA concept [72],

ILm, .
wy=(22),j=1-p (7.2.7)
At the end of this step, table (7.2.3) is computed.

Step 3:

Perform pair-wise comparisons between all classifiers with respect to every

criterion. At the end of this step, the classifiers scores matrix S is constructed.
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S11 Slj]
' ' (7.2.8)

[c><p]=[S

Sit 7t Sy
wherei =1-c&j=1-p.

Every entry s;; of matrix S represents the score of the it" classifier with respect to
the j¢" criterion. To construct the matrix S, we have first to compute classifiers’ pair-wise

comparison BU) matrices with respect to every criterion j.

by; - blh]
: - : (7.2.9)

B(j)[cxc]=[: o
biy -+ Db

wherei=1--c&h=1--c.

Each entry bi(,{) of the matrix BU) represents the evaluation of the it" classifier

compared to the ht" classifier with respect to the jt* criterion. We can compute bl.(}{) by

dividing the performance evaluation of classifier i over the performance evaluation of
classifier h with respect to the measure j. If bi(,{) > 1, then the i*"classifier is better than

the ht"classifier, and if b’ < 1, then the i*"classifier is worse than the htclassifier. When

two classifiers’ performances are equal, then bi(,’l') = 1. Matrix B entries satisfy the

following properties:
b b =1and b =1,vi=nh.

The matrix E[c X p] entries are utilized in computing BY) matrices. The matrix E

contains the performance evaluation of each classifier presented by the 22-performance
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measures. In total, we have 12 E matrices for the 12 data sets experimented. The process

of computing E matrices is as follows:
1) Start KNIME
foreachd € Ddo © D isthe set of 12 NASA data sets and d is a data set
2) Load data set d
3) Run every classifier to generate its confusion matrix
4) Use the generated confusion matrix to compute the 22-performance measures
5) Construct the corresponding E matrix
end for

Once BY) matrices are computed, they need to be normalized column wise. That
is, divide each entry b;;, in a particular column h over the sum of all entries of this column,

equation (7.2.10). This operation is repeated for all columns in matrix BY).

bin = = l’;. (7.2.10)
i=1Yih

We use equation (7.2.11) to find the scores vector sU) that contains the classifiers’
pair-wise comparisons scores with respect to every criterion j. The c-dimension column

vector sU) is computed by taking the averages row-wise for every row i in BY).

§U) = Zh=1bin (7.2.11)

c
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Now, we can construct matrix S by combining all computed s) scores vectors,
S=[s®...s0] wherej=1-p (7.2.12)
Each column in the matrix S corresponds to one of the sU) column vectors.
Step 4:

Calculate the vector v of the classifiers’ priorities by multiplying the classifiers’
pair-wise comparison scores matrix S by the defuzzified criteria weights vector w, equation

(7.2.13).
v=Sw (7.2.13)

Each v; entry represents the score (i.e. rank) assigned by the FAHP process to the

i classifier in comparison to all other (¢ — 1) classifiers.
7.3 Results

The experiments resulted in 12 E matrices, 12 S matrices, and 264 B matrices. For
brevity, we will report the summary of the results. The appendices A and C contain

matrices E and S respectively.

We can notice from table (7.3.1) that every data set reveals a unique order of the
experimented classifiers’ performance ranks. These results conform to much-published
research that every data set (i.e. software project) is a unique product and possesses unique
characteristics. Kastro et al. [73] concluded that it is almost impossible to have two

identical software products in terms of developing process, programming languages used,
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programmers’ experience, algorithm complexity, or even the development methodology.

Myrtveit et al. [8] reported similar findings.

Table (7.3.1) Classifiers’ ranks per every data set.

Data sets

Ranks CM1 JM1

KCl1 KC3 MC1 MC2 MWl PCl1 PC2 PC3 PC4 PC5

1

MLP  RF

RF CART RF MLP RF FR FR RF RF RF

CART FR SOTA DT FR NB FR RF DT FR FR FR

FR CART CART FR DT RF DT SOTA RF CART MLP DT

DT DT

DT PNN KNN FR CART CART MLP DT CART CART

RF  KNN

FR  MLP CART KNN MLP DT KNN SOTA KNN MLP

SOTA SOTA

KNN RF SOTA CART LR KNN SOTA KNN PNN PNN

LR  MLP

PNN KNN MLP LR SOTA MLP CART MLP DT KNN

KNN LR

MLP SOTA PNN PNN PNN PNN LR PNN SOTA SOTA

Ol N o bA~wN

PNN  PNN

LR NB LR SOTA KNN LR PNN LR LR LR

=
o

NB NB

NB LR NB DT NB NB NB NB NB NB

[y
[N

SVM SVM

SVM SVM SVM SVM SVM SVM SVM SVM SVM  SVM

However, some interesting trends can be inferred. Random Forest RF has won the

first rank 7 times and the second rank once. Fuzzy Rule FR has won the first rank twice

and the second rank 6 times. This shows that these particular classifiers perform very well.

On the contrary, SVM has won the last rank (i.e. the 11" rank) 12 times, which implies that

this classifier consistently performs poorly in these experiments. Close to this performance

is NB that won the 10" rank 10 times, the 9™ rank once and surprisingly won the 2" rank

once too.

To make clear the final comparisons among all the competing classifiers, table

(7.3.2) shows the average rank for each classifier over all experimented data sets. The

procedure we follow is to count the number of times each classifier achieves a particular
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rank, then multiply this number by the rank itself. The sum of these numbers is divided by
the total number of available ranks. Small average rank values indicate better performing
classifiers, in comparison to classifiers having larger averages. Table (7.3.2) confirms our

earlier observations in this section.

Table (7.3.2) Averaged Data Sets Ranks.

Classifiers

Ranks RF FR CART DT MLP KNN SOTA PNN LR NB SVM
1 7 2 1 0 2 0 0 0 0 0 0
2 2 12 2 4 0 0 2 0 0 2 0
3 6 6 9 9 3 0 3 0 0 0 0
4 0 4 16 16 4 4 0 4 0 0 0
5 5 5 5 5 15 20 5 0 0 0 0
6 6 0 6 0 0 18 24 12 6 0 0
7 0 o0 7 7 28 14 7 7 14 0 0
8 0 o0 0 0 8 8 24 40 16 0 0
9 0 O 0 0 0 9 9 27 54 9 0
10 0 o0 0 10 0 0 0 0 10 100 0
11 0 o0 0 0 0 0 0 0 0 0 132

Sum 26 29 46 51 60 73 74 90 100 111 132
Average 24 26 4.2 46 55 6.6 6.7 82 91 101 120

On the other hand, we averaged the matrix E for the 12 data sets and applied FAHP
to this one averaged matrix. As expected, the final rankings perfectly match the previous

ones.
7.4 Threats to validity

The first threat to validity comes from the fact that this dissertation results and

conclusions are biased in favor of the data sets and classifiers we used [74]. However, we

48



believe that by choosing the publicly available NASA data sets, replication should be
possible and would be encouraged by other researchers. The same argument applies for
choosing the most common classifiers in the field of software defect prediction [4] [31]
[73]. Moreover, NASA data sets meet all the requirements that would increase the external
validity of our research, as stated by Khoshgoftaar et al. [75], that is, increasing the

generalization of the results outside our experimental settings:

e Be large enough to be comparable to real industry projects
e Developed in an industrial environment, rather than an artificial setting
e Developed by a group of developers rather than an individual

e Developed by professionals, rather than students

On the other hand, and in order to decrease the presence of internal validity threats,
we decided to use the cleaned-up NASA data sets instead of the original ones, as discussed
earlier in section (7.1). This allows us to avoid the noise sources existing in the original

NASA data sets.

Moreover, some data sets contain a relatively small number of modules, such as,
MC2 and KC3, especially when the 10-fold cross-validation technique is employed. Some
classifiers that are sensitive to the size of data sets might lose some of their performance
quality [76]. This effect might be increased after performing the cleaning procedures on
NASA data sets. As table (7.1.2) shows, this resulted in a smaller number of observations

for each experimented data set.
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CHAPTER 8: CONCLUSIONS

There is a substantial need to design and develop reliable software defect classifiers
that classify software components into defective and non-defective. The benefit of
achieving this objective is the ability to focus software defect- detection efforts and project

resources on part of a system, rather than testing the whole system.

However, the major problem that software practitioners face is how to reliably
evaluate classifiers and how to select the best fit for their software development projects.
Since the evaluation of software defect classifiers’ performance is highly dependent on the
specific measures employed, the performance evaluation might improve or deteriorate, if

practitioners choose different performance measures.

As we believe that performance evaluation must be seen as a comprehensive
strategy rather than relying on preferred selection of performance measures, Fuzzy
Analytical Hierarchy Process FAHP is used in this research to satisfy this requirement.
FAHP allowed us to combine a wider spectrum of evaluation measures, in contrast to
relying on preferred selection of one or two evaluation measures. Another strength comes
from the fact that FAHP employs fuzzy membership function to account for human nature
of uncertainty and vagueness when evaluating and comparing performance measures with

one another. The results show that this approach will increase software developers’
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confidence in research outcomes, help them in avoiding false conclusions and providing

them with reasonable boundaries.
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APPENDIX A: E MATRICES

E[c x p] is the classifiers’ performance evaluation matrix computed for 12 NASA

software defect data sets.

52



cMm1

Data Set

61L0 | 61506050 |08T0| IS0 | 9D | 6900 | ¥ITO | €800 |T810|9CL0|SEL0| LILD | S680 | €80 [8680 180 8880| LIGO | 98LO | SISO | 1660 |  pemojuopmy
6310|6050 6050\ TIF0| 0800 | 000 | €010 | 00 | LO0|S0I0|68L0|G8L0| 680 | S68°0 | LGS |G680 68O S68°0| €680 | €680 | LG8 | L680 e eydug o1
00 | PLFO|6050\9CC0| 090 | €160 | TT0 | LOF0  |L9T0|TIT0|TZL0|TEL0| 0TL0 | 0980 | 8680 0980 LS80 |093°0| €680 | €630 | 6830 | 8780 |  eILmOMoe( g
1000- | b600 [80S0(1000) 0007 | 1000 | 960 |  ¥E00  |60S0|00SD |€00°0-|600°0-| 100°0- | 6LI0 | 6TI0 661D | €900 66r0| 60 | 9960 | 0050 | €00 AS) 8
LI80 | 6950 |L160|000°T| 1000 | ¥8LD | €600 | €T |00 |1T10| I€80|GES0| FIED | 0160 | 60 |TI60) 1260 |TI60| 0960 | LS80 | 680 | 1960 TV dorgy| L
010 [0 |LI0|8810| #2000 | ISTO | €600 | ¥9r0 | €900 |OLED| 7950 8C90| 2080 | 0TLO | LSO |SL0 9080 |ISLO| 8660 | 950 | 0690 | L960 |RoquiNIsemaNY 9
S0 [ 916060506000 | 0T80 | FOD | 190 | 0STO | T9F0|630| 6ET0|0ST0| 6TI0 | €650 | T8F0 |S950 | 89K0 |S950| 8EC0 | 0SLO | 1190 | 6LE0 saleg Ry ¢
850 | ¥4S0 6050 8L00| 8610 | LIED | TIO |  OSTO 7610 9C0| 0850|7850 8LS0 | 83L0 | 0080 |63L0 0030 |68L0| 8080 | 0SLO | LD | 8730 | WOrmiayashoy
ILLO | 090 |8250(6190) 9000 | 160 [ 9800 |  00T0  |8K00|9ST0|08L0|96L0| YLD | 880 | 2060 |I83°0 | 0060 T880| IS60 | 0080 | H80 | 1960 amy iz ¢
U0 |TEY0[6050|6ST0| SN0 | I9TO | 6900 | €0 | S600 |0STO| TE90| SS90 | 0190 | S6L0 | 9680 | G080 1680 |SO80| SO0 | 6L90 | 0SLO | 1660 108/ T
€F0 |90 6050\ 0K00| TI€0 | STT0 | TR0 | 98T | 66T0|LOTO| €LVO|PLFO| €LFD | 9L0 | OKLO |9ELO|9FLO 90| THLO | ILO | SELO | 650 (Va@ NNd 1

i | ey nonipuo) i TOSIALY | 1899y i i ¢ SOUISH)
sl (0 (D) (AD SO SUPIONT] OIV) | oy | (N HED) CHOD) D) | o1y 151224 10228 ATEN DTN ZUERIN-D) 1O DOY DAY 240% 1 @sﬁ..a

53



M1

Data Set

99,0 | 9050 [00S0|000T | 1000 000'T € ETT°0 [ TTI0| 9900 (990 99L0 | €88°0 | ¥83°0 | €880 1880 [€83°0| LS80 | LL80 | 6/80 | 6880 |  Isemojmopuey]]
F190 | 8050 [00S0|¥6T0| 0ZT0 6870 | 810 8810|8610 | ¥190 [¥19°0 | FI90 | L030 | 8030 | L0S0| 8080 |L080 TI80 | 66L0 | 080 | SIS0 e padug o
9650 | TS0 [00S0| 1920 | I£10 Gro | 060 $61°0 6070 9650 [965°0 | 9650 | 86L0 | 0080 | 86L0| 00870 [86L0 €080 | 98L0 | [L6L0 | 0180 291 U0ISIaa(]| 6
1000 | 2000|0050 | 1000 |  000°1 1000 | 8660 000 0050 {0080 | 100°0 | 1000 | 1000 | 000 | 620°0 |0050 | €000 (0080 0080 | 8660 | 0050 | T000 WAS| 8
8IE0 | €670 (0050|6800 | #SH0 wro | 6re0 FEE0 PPE0 {6660 [ SIE0(SIE0| SIS0 | 6590 | 9590|6890 | 9890 [669°0| 9590 | 999°0 | 1990 | 1590 dTN doigy|
L3S0 | 2090 [00S0|L0T0 | L80°0 6170 | $E10 6660 6910|1870 |8ES0 (0S50 | LTE0 | LSL0 | 68L0 |¥9L0| S8LO [FOLO| T€8°0 | 1990 | 61L0 | 99870 |J0qUBRNIseaN |9
1900 | TEL0 [00S0|L00°0 | SHLO SI00 | 70 669°0 LEFO{LLFO[9L00 9800 | L900 | O8KD | €69°0 |#€C'0|TCO0 [FECO| €950 | 1060 | €60 | 990 saleg aamy| €
WT0 | ELE0 (0050 | FRO0 | 0850 60 | 9870 €00 88€'0 | TIE0| 1670 [1060 | T8T0 | 8790 | S650 |TH9°0 | 6860 (190 TI90 | 89L0 | 6890 | ¥IS( | MONSamay IS0
8990 | SIS0 (€50 | 9680 | 7800 8190 | 9910 $910 881°0 | SPT'0| 8990 [L99°0 | 6990 | S€8°0 | SHE0 | SE80 | bEO [SEF0| TIS0 | SE80 | SS80 | €S0 oy &zzng| ¢
9660 | €810 (0050 | 8L00 | 9950 €700 | 6150 870 60S0 | S6T0 | 9650 | L6S0| 9650 | 8690 | €690 |869°0 | €690 869°0| 1690 | SILO | SOLO | 1890 08T
6TC0 | 1680 (0050|9000 | €£00 100 | #500 LILO 090 1670 (9060|6070 | 62T0 | 8IS0 | FELO |SI90 | T1L0 [SI9°0] 0F80 | €870 | 6950 | 960 (VA NNd T

swsesang (00 (D (D soupoyaegy ssompoussopy| 9v) | o) ) o) o) ) Y aonsaarg pesay eddey Y1 TUEII-9 DO DAV |21038 1| Py Y

JANISOJ PandIpAL] ISTIAN] | ASIaAM] ﬁ:

54



KC1

Data Set

W90 | 9750 | L6V0|000T| 1000 $60 | IST0 £070 6510|8610 | €490 | #49°0 | T90 | 0780 | ST80 | 1280 | $I8°0 1280 1480 | €600 | 7080 | 680 | Iseofwopuey|l]
1570 | 60| T650|  $91°0 0001 | L9T0 o TWT0| 60| €950 | 9950 | 0950 | 6LL0 | 69L0 |08L0 | 89L0 [08L0| $SLO | 8280 | 8080 | L0 we)adurg| o[
1670 | L6t0| 9250 |  TE€I°0 §LL0 | €670 8170 LTT0 | $TT0| 6750 | 6vS0 | 6VS0 | FLLO | TLLO | SLLO| TLLO [SLLO| ELLO | T8LO | 9LLO | LOLO BRI HOISI(T|
1100 | 60| 1000|  000'T 1000 | 6360 1100 L6¥0 0050|2000 | €000 | T000 | LOT0 | 900 | 0050 | T200 |00S0| €050 | 6360 | 0050 | T10° TNAS| 8
120 | 860 | L6V0|T6T0|  TLED 05L0 | LoD wuro LTE0| LTT0| S6V0 | 90| TTFO | T0L0 | £290 |0TL0| 1490 |01L0) €190 | $T80 | €LL0 | €650 dTN dorgy| [
LSFD | 9750 | 60| S0E0|  $61°0 69F0 | 70 6670 0570|9820 | 850 | 850 | LSYO | 8TLO | SELO |8TLO | BELO [STLO| L0 | T0L0 | FILO | 9SL0 |foquBieNjsareN ¥| 9
9¢T0 | SOF0 | L6+ | €800 | 1650 0570 | LD 1870 8660 | LSSO| 0FT0 | SFTO| 96TO | T19°0 | 0860 | 8190 | LLS0 [8190) 2090 | €I1L0 | €90 | €I50 safiegf anN| ¢
66F0 | L6Y0 6910 | 6010 80F0 | 1860 1970 00 | €060 [ S50 | LSE0| TEE0 | €£9°0 | 9600 {990 | #$0°0 |9L0°0| 099°0 | 9EL0 | L6Y0 | 9T97) | LOISSAmEY SO ¢
9750 | €150 1TK0 | THTO 1650 | sTT0 £970 EVTO|PPT0 | TISO [ SISO | TISO | 9640 | S9L0 |9SL0| SOL0 9SL0| LSLO | LSO | 98L0 | S0 ajing dzzng] ¢
L6F0 | L6Y0 | 1S90 | 1600 8980 | 6070 £0T0 L0T0| 600 | ¥85°0 | ¥850 | 850 | T6L0 | 16L0 |T6L0| 1640 [T6L0| €6L0 | €6L0 | 16L0 | 16L0 Y108( T
PEFD | FIS0 | L6V0|$9T0| 9670 Sr0 | 1970 6670 PLT0|T6T0| ¥EK0 | bEP0 | FEFO | LILO | 0TLO |L1LO|0TL0 [LILO| 9TL0 | 1000 | 80L0 | €€L0 (va NN 1
ey uonIpuoe) HOISIALY | [[e33Y SPUSE)
2WERILT (OO (-4'D (43D |ssoupayeqy ssdupamiopuy| ())¥) ASOg PG (IND| (24D | (oD (aaD astanay | aszaayy " 0224 eddesy| )10 7uea]y-O | TUEIN-D DOY AV 21038 [ 5@:

55



KC3

Data Set

8L90 | 91S0 |¥8KO|ITIO| €00 SET0 | €10 8310 €10 | 3810 | 6L9°0 [6L9°0| 6L90 | 6E80 | 6E80 |OP30 | 6£8°0 0P80 L980 | €180 | €180 | L98°0 13310 WopuEy| 11
SL80 1 00€°0 000 000T| 1000 0001 £9010 £900 €90°0 | €900 | SLEO[SL8'0| CL¥O | BEG'D | 8EED | 860 | 860 (BE6D| BEGD | 8E60 | 860 | 8E60 e afdug| o
9080 | TSFO ¥8YO|IEFO| 1800 6160 | €€T°0 £900 8110 [1L0°0 | 8080 | [180| ¥080 | 1060 | L680 |T060 |L680 |T060| T80 | 8660 | 6T60 | L9810 2311 10ISI(T] 6
P00°0 | T90°0 | S87°0 {1000 | 000T 1000 | 8€60 6500 8170 [00€°0 | 800°0 | 910°0| ¥000 | €bTO | LLTO |TOSO | TTI0|T0S0| 9I€0 | T+60 | 0050 | €900 NAS| 8
8L90 | 91S0 |¥8F0|ITI0| <010 §ET0 | €T 8310 EET°0 | 8810 | 6L9°0 [6L9°0| 6L90 | 6E80 | 6ES0D |O0¥80 | 6£8°0 (0PSO LO80 | €180 | €180 | L9870 dTN doigy] L
€90 19590 10050 | LOTO| 9€0°0 €010 | €900 SLED 1600|9870 | 7650 | €290 | €950 | S9L0 | 8180 |I8L0 1180 |18L0| 6060 | ST90 | PILO | 860 |Toquaten ismeaN | 9 3
6LY0 | SEE0 P8FO(THO0| OTHO 8970 | 00v0 §Tro 00€°0 | T81°0 | 96v°0 | 8IS0 | SL¥O | STLO | TOL0 |8ELD | T690 |8€L0| 00L°0 | SL80 | 8I80 | 0090 safieg AN ¢
SI70 | L8E0 |¥8K0|¥T00| 85H0 €10 | 000 8310 91€0|0ST0| €Tv0 | PEF0| €170 | 8690 | IL9°0 |[90L0| L99°0 '90L0| ¥89°0 | €180 | 0SL0 | 0090 | Uoksarday asIE0T
0080 | L9¥0 10050 |T0¥0| TR0 LE§0 | €€T0 L900 SCIO|TL00 | 080 [#08°0 | 0080 | 66870 | L680 |0060 L6830 (0060 SL&O | €€60 | 6760 | L98°0 Ay zzng| ¢
870 | 8pS0 | ¥8K0|SE00|  T#TO LOT0 | 00T0 €160 PITO | 7600 | 0670 | 2680 | 8870 | ThL'O | TSLO | ¥PL0 | OSL0 |FFLO| 9820 | 8890 | 9000 | 0080 V108|T
L0 | ¥8Y°0 | ¥8K0|8610| T600 [0 | €10 §Tro STIO| EET0 | THLOTLO| THLO | L8O | L980 |IL30 | L[98°0 |IL&D| SL&O | SL80 | L980 | L98°0 (Y NN 1
nuesd1d | (JO@)| (4D | (L3 7)| sseupayrefy ssaupamiopuf | ()D¥) %Y RORIpIO) (IND | (44D (0D | vne_m_uam I | rpang reoay vdd RS O LLE) O +|a103s 77| S

[esd1d (JOQ \-4D|+ PIYIE] sSeUpatIol (Y IS0 PAIPAL AND)| (4dD) (40D (Al astont |astonmy| T | [[eaay | eddey]| DN Trea]-D| TTE-D J0F IV K| ..sq&?




:MC1

Data Set

0660 | 6670 | 6670 | 000T| 1000 0007 | 000 €000 S000 |S00°0 | 0660 | 066 | 0660 | S660 | S660 |S660 | S660 |S6610| S660 | 660 | S660 | 660 | Iserofwopmy|[l
€660 | TCS0 | 660 | €F00| 9000 9800 | 0100 900 1100 | 7500 | 7660 | SE60 | €560 | 9960 | 8960 |L960 | 1960 |L960| 6360 | th60 | 960 | 0660 e efdurs o
P60 | 1080 | 6670|8700 | 9100 €610 | 1200 9200 1200 9200 | #60 | #$60 | 1960 | LL60 | LL6O |LL6O|LL6O |LL60| 6L60 | ©L60 | $L60 | 6L60 31 B0IsIa(]|
0000 | S00°0 | 6670 | TODD| 000 1000 | 660 50070 6670 | 0050|0000 | 1000| 0000 | TLOD | TS0°0 |00S0| 010 0080 1050 | 660 | 0080 | S000 TNAS| 8
980 | SS5°0 | 6670|8000 6100 €600 | 1200 g0 €000 |0TI0| 180 | LS80 | 9¥8°0 | 1760 | ST60 |€T60 | LT60 |€T60| LL6O | 1980 | 0880 | 6L60 dTNdogy| £
8660 | 9760 /0050|1800 0000 9800 | 000 950°0 S00°0 | 500 | 0760 | 1160 | SE60 | 6960 | OL60 |6960| 0L60 |6960| S660 | #H60 | 9760 | S660 | IoquBIeN isameaN | 9 i
SSFO | 8970 | 6670 |0000| 860 0100 | 050 1770 S8T0(86T0| 950 | LSFO| SSFO | LTLO | 8ILO |LTLO| 8ILO |LTLO| SILO | 650 | THLO | 9690 salleg aatey| ¢
TS0 | 61F0 | 66700000 8950 8100 | #1€0 P10 0LT0|#81°0| 6650 | 90| TESO | TOLO | SKLO [99L0| SFLO (99L0| 0SLO | 9480 | OIS0 | 9890 | WOISSAmay MSIF0T
£960 | 1670 | 66¥0 | ¥600| 1200 6LF0 | 9700 010°0 o700 | 110°0 | ¥96°0 | 1960 | €960 | 7860 | 860 | 7860 | 1860 T8610| ¥L60 | 0660 | 6860 | K60 oy Azzny| ¢
1980 | 98K0 | 6610|8000  S90°0 010 | 1900 970°0 SO0°0 | K00 | 1880 | 880 | LS80 | €V60 | €K60 | €K60| KGO [€HE0| SE60 | ¥S60 | €560 | €560 YI08| T
S080 | 850 | 66F0| €000 |  €FTO BLOD | 6610 9500 STI0|7900| L030 | 0180 | 080 | 1060 | 6680 |T060| 3680 (060 T80 | ##60 | 8¢60 | 1980 (V@ NNd| T
i ey monIpue)) . MOISIOAL | [Tedy i i i 5 SIS
aauafesdld (O |(-4'D| (+g D |ssoupayrepy | ssupamaoyuy | ())Y) T (axg)| (ad) | (od) (4 s | sssouny P I uddey] | )N TUBI-D) | TUBIN-D DOU DAV 2038 [ .5.,,@@




MC2

Data Set

0SL0 | 0050|0050 [€L8°0 | 8100 €Qgo | ST §aro STI0|STIO|0SL0 [0SL0 | 0SLO | SL80 | SLE0 |SLE0|SL80 |SL80) SL80 | SL80 | €80 | §L80 |  Isauog mopuey][]
EF9°0 | 8350 [675°0(81F0|  FT00 weo | 1o 0520 EPT°0{ 0070 | 8F9°0 | L69°0| 6690 | 9180 | €F80 |6180 | TH8D 6180| LS80 | 0SL0 | 0080 | 6380 e |dung 1
STI0 | €950 [0080(TI00]  FILO 9500 | S0 0050 6T0 [F7F0 | 9T10 [LTI0| STIO | 6650 | 6860 €950 | 88€°0 |€950| 1L60 | 00S0 | 9860 | §T90 BRI 10Is2(| 6
1000 | TIT0 0050 (1000 0007 1000 | 6880 110 0050|0050 [ 1000 [ 1000 | 1000 | ¥1€0 | 9§70 |005°0{ 2810 [0050| 0050 | 6880 | 0050 | 1110 TUAS| 8
P9L0 | 6250|6250 [000T | T00°0 6880 | 1110 ST STIO{TTT0 | #9L0 | $9£0| 9L°0 | T880 | 6880 | T80 |688°0 |788°0| €80 | S80 | 6880 | 6380 dT dorgy] £ o
EFO°0 | 8350 [6750(81F0|  FT00 weo | 1o 0570 EFT°0{ 0070 | 3590 |L69°0| 660°0 | 9180 | €480 | 6180 | THRO G180, LS80 | 0SL0 | 0080 | 6830 |oquEieNisereNy 9
POL0 | 1LYO | TLY0 [000T | 91070 000T | STro 1110 TTTO[STUO|¥9L°0 | ¥9L0 | $9L0 | T88°0 | SL80 |T980 | SL80 |T880| 6880 | 6880 | <S80 | §i80 safeg] anteN| ¢
0050 | 790 | 0050 [#61°0 | #8070 w0 | ST SLED LOT°0|00§°0 {910 [ €550 | 0050 | OhL'0 | S8L0 |0SL0|BLLO [05L0| €680 | STO0 | 00L0 | SL80 | molssazay SO ¢
990 | 0050 005D 9670 | H80°0 80| Lo10 1910 LOT0 | L9T0 [ 2990 [£L990 | L99°0 | 6870 | €680 |£68°0| €680 [£680| €680 | €680 | €680 | €680 3y fzzny| ¢
0570 | 0050|0050 |T60°D | T#S0 1600 | §L50 SLED SLEO|SLE0 | 05T0 |0ST0| 0ST0 | ST90 | STO0 | 5790|790 ($T90| 190 | $T90 | 790 | $790 Y108 T
SLED | €1€0 [0050(6010] 6050 90 | 0050 ST F9C0 | 00770 | SO0 [960 | SLE0 | 199°0 | T€9D |889°0 | SI9'0 [389°0| 9€9°0 | 80 | 0080 | 0050 (vaa NNd| 1
: ey uonIpuo) . nospALg| ey . . 5 SRS
awfesdid| (O (4D (44D ssupayrefy ssoupauriopu| (HJ¥) A (aND)| (ad) (g0D)| (a @D sy | assangy P 102 eddey | DOIY| 7uraN-0)| TREN-9(D0Y DV 21038 T4 ese:




: MW1

Data Set

TT80 | 9860 [TIS0 0007 | 1000 00T | K00 910 0800|010 | ST80 | 0680 | 0T80 | 6060 | LIGO |0160|LI60 0160| 0560 | 1980 | 0880 | L660 |  Iseiofmopuey|]]
P90 [ 960 [TIS0 | LST0|  #T10 PLFO | 01D LT00 0S1°0 0070 | 979'0 | 0S9°0 | THO'0 | 0T80 | 80 | 1780 | €680 |1T80| 0S80 | €LL0 | 0080 | 080 e jedung o1
6890 | 68Y0 [TIS001T0| 6510 w80 | LI 910 BLIO [9ET0 | 0690 |069°0 | 069°0 | SY80 | Y80 | SHE0| b0 (S0 9780 | 1980 | ¥980 | 9280 3911 TOISKdA(] 6
W000- | €100 |TIS0 1000 | 000°T 000 | 8560 €000 1150 0050 ¥000- TI00-| T000- | 00T0 | FPTO |66V0 | LLOO 66V0| 68F0 | LS60 | 00O | ThO0 TNAS| 8
€090 | FL9°0 |TTS0 | #8T0| 9100 LT0 | TH0 F9€0 L90°0 | 8ST0 | #€9'0 | SLO'0| S6S0 | 18L0 | €80 |L6LO| 980 |L6LO| €660 | 9690 | THLO | 8560 dTNdorgy]
€150 | LILO |TTE0 6610 |  LT00 0610 | THO0 Sy LLOO [ €0E°0 | 6550 |0T9°0 | ¥0S0 | €TL0 | LI80 |TSLO| LOSO |TSL0| €760 | SKSO | L690 | 8560 |0qUEN IsereaN |9 o
960 [ 000 [TIS0ST00| 8650 w0 | e 200 OLE0 [8LTO | SPE0 | TSE0| 8EE0 | 1990 | 6690 |699°0 | ¥€90 |699°0| 0690 | €LL0 | TWLO | 950 safieg 2nge| ¢
L850 [ TTHO [ 11508600 |  LIEO 7890 | F0E0 910 6970 8510|9950 | €£6°0| 6850 | SLLO | 9L |08L0|TIL0 |08L0| TEL0 | 1980 | TH80 | 9690 | UOISSamsay SO
6TL0 [ TT90 [€650 | STS0 | S000 9050 | TR0 8€T0 6S0°0 [ 6LT0 | TPLO | €940 | 0TLO | 7580 | L8830 |098°0 | $88°0 |098°0| T#60 | T900 | 1780 | 8560 Ay fzzng ¢
7650 | 689°0 |TIS0 | €220 | $20°0 8TT0 | €107 6070 1L00 | 0670 | 1650 | 8€90| LVSO | TSLO | $T80 |PLLO | ST80 (PLLO| 6760 | 1650 | 01L0 | LSG0 v108|
0160 [ €650 [TIS0 | T900| 1970 91€0 | LITO §LT0 8ET0 [0STO| 1150 | TISO| OIS0 | ¥SL0 | 99L0 |SSLO|99L0 |SSLO| TOL0 | LTLO | 0SLO | €8L0 (Va@ NNd| 1

i | ey uonipuo) HOISALY | [[eINY i i i . s SRS

amesid) (JO@) (4D (+4'D)| sseuparery|ssaupamopuy | ())V) ——— (x| (4| (r0d) (e oy | astany R B2 eddes]| DOIN|{uBAN-0)| FUEA-D| IO DAV 21035 T S;S




PC1

Data Set

1650 [ 6€50 | 0050 000T| 1000 8L10 7600 L10°0 | L80'0 | €68°0 | 963°0 | 1680 | S¥60 | 860 |SKGO|Lr60 [SHO| €860 | 9060 | €160 | ¥860 |  Iserofwopmey []
6580|8050 0050 | 68T0| 100 9070 8L00 €900 | LLOO | 668°0 [098'0 | 6580 | 0S60 | OE60 |0S60 | 0560 0§60 LEGO | TZ60 | €60 | 8660 e ol 1
L6L0 | €TE0 0050 | ¥ELO | EL0O 6110 o 7800 | 6110 | 8610 |66L0| L6L0 | 8630 | 1060 |8680| 1060 3630 8160 | S/80 | 1880 | T760 2211 TOI(]| 6
1000 [ SI0° | 0050 1000 | 000'T 1000 {100 0050|0050 | 1000 | 1000 | T000 | €ZT0 | 8800|000 | 0500 00S0| 000 | $860 | 0050 | 100 AS 8
99L0 | 980 0050 8610 200 1£0°0 €070 8E00 | €L10| LLLO|68L0| 99L0 | 6180 | S68°0 |€8%°0 | T680 €880 2960 | L6LO | LI80 | 6960 dTdorgy . o
€810 | L6S0 [v0S0 | TIF0| 2000 woo €070 6100 | 691°0 | L6L'0 | TIS0| 18L0 | 9880 | €060 |1680| 1060 1680| 1860 | L6L0 | [€80 | S860 |soquaioNsamaNy 9 ©
€1£0 | 1650 (0050 | $000| €850 §200 PET0 TLEO 0060 | 0TE0 |8TE0| €IE0 | L190 | 6190 9990 | 1190 (9590 8290 | 99L0 | 00L0 | L¥SD safieg aAeN] ¢
6090 | $S50 0050|6200  €LI0 5900 0570 8610 | STT0| €190 | LIS0| 6090 | €080 | OIS0 |S08°0 | 180 SO80| TH8'0 | 0SLO | SLLO | 6§80 | LoNsamay SO
(880 | 9LFD |9IS0 9560 600 000'] LI00 7600 | L100{ 068°0 [ 168°0 | 0680 | v60 | PF6O |SP60 | €60 (SPE0| 8060 | €860 | €360 | 9060 aquy zzny ¢
6580 | Z6VD 0050 6870 1900 870 £900 LLOD | €90°0 | 658°0 | 0980 | 680 | 0S60 | 6T60 |0S60 | 6160 0S60| €60 | 8660 | LE60 | TT60 Y108/
FELO | 06K 0050 | $600 | €070 wo | €070 €900 SLI'0 | ELOO{ THL'O [6PL0 | $ELO | 980 | 0980 [L98°0 | LS80 (L98°0| 7780 | 8€60 | LTG0 | L6LO (Va@ NNd| 1
ey TonIpuL) TODAL]| [[29Y SOISED
amafesald (O | (4D | (+y) ssaupayegy ssoupamioquy| ()IV) AOg pEIPBI (D) (4| (0D | (D oy | szsuay FRd 1820 vddeyy )OIV |TUBIIN-0) | TUEN-D) DO DOV 21098 T ,,55:




PC2

Data Set

SP60 | SO0 [£0S°0 | 98¥0| K100 9810 8200 8700 |LT0'0| S¥60 | SP60 | SK60 | TLEO | €L60 |TL6O| EL6O |TL60| TUEO | TGO | €L6D | €L60 | Isel0fWOPmEY[]
8180 | 8650 €05 | €LOD |  TE00 6010 110 SPO'0 | €01°0 | 0S80 | €680 | 8#80 | €T60 | 8T60 |¥T60|LI60 [FI60) SS60 | 6880 | L6830 | 6560 me)adm ]
8160 | €LY 0050 | €8€0 | 9500 L8610 7100 $90°0 7100|6160 | 1260 | 8161 | 6560 | 8S60 |6S60| 8560|6560 SE60 | 9860 | 9860 | 7660 391 TOISKR(] 6
0000 | ¥10'0 €050 1000| 0001 1000 7100 €050 | 00$'0 |T00°0-|€00°0-| 0000 | SITO | 7800 0050 | 9200 0050, L6¥0 | 9860 | 0050 | ¥100 WAS 8
8160 | FECO [L0S0 | T8E0 1000 6810 6900 SI0'0 | $90°0 | 6160 | 1260 | LI60 | 8560 | 1960 |660| 1960 6560, <860 | 1660 | 9660 | 9360 AT dorgy
€980 | 790 [L0S0|00T0| 1000 6600 §ro 9100 | 0110 [ 898°0 [ SL8'0 | T980 | 6760 | LEG0 |1€60| 9660 |1660| 1860 | SL80 | 0680 | 9860 | IOQUAIaN areaN ¥ 9
£9V0 | 6550 [0S0 K000 | T9K0 €00 §710 STE0 | ELTO | V8V0 | VOSO| B9KO | SILO | 8690 |TELO | 8890 |TELO| L0 | SL80 | LI80 | 6350 safieg AN ¢
1790 | LIS0 0508000 | T61°0 Lh00 7610 TLTO|L8T0 | TH90 | TH90 | TH9°0 | 0T80 | $T8'0 |128°0| ¥T80 |1780) 6180 | 9080 | €IS | 9680 | Uoissammayansido §
6560 | €670 [00S0 000 €100 000'] 7100 LT00 |¥100 | 6560 | 65610 | 65610 | 6L60 | 6,60 |6L60|6L6T |6L60) €L60 | 9860 | 9860 | €L6O aqy dzzny €
7980 | SPSO |€0SO | TIT0  LIOO 110 1o 0S0'0 | 101°0 | S98°0 (8980 | 1980 | 060 | <660 |1€60| ¥€60 [1660) 060 | 6880 | 6680 | €L60 Y108/
90 | 99€0 | €050 | 6100 6I€0 1220 oo 0STO | LS0°0 | 8990 | €690 | €490 | 0180 | +08'0 |TC8O| ¥6L0 (7280, 0SLO | 8660 | €v60 | 890 (Vaa NNd, T
ey uoyIpuo) TOISIN] | [eady] SPIESEL)
aapesald (JOM | (4D | (+YT) | ssaupay ey ssaupauwiofuy | ())Y) AIS0g PR (v (ddD) (oD | () astanay | astanay "R I8 eddeyy DDV 7Uea]y-) TUEI-D DOY IAV|2105 §§$

61



PC3

Data Set

1680 | €66°0|00S0{000T| 1000 L8L0 1200 8710 P00 | SIT'0 | 9580 | 1980 | 1680 | ¥T60 | 0560 [9T60 | 6060 |9T60| 960 | TLRO | S88°0 | 6L60 15310 Wopuey| [T
€670 [ 00€0 | €ETO|  8ET0 690 | 8ET0 8t10 OTT0 [ FELO [ FELO | vEL0 | L8O | 9980 |L980 | 9980 |L98°0( €980 | TL80 | I.80 | 7980 ueeidung|of
LEF0 [ 00€0|8L00 |  STTO 0190 | €10 8710 OPT0| 2990 [ ¥99°0 | 0990 | 6780 | €780 |0E80 | TT80 |08°0| ¥OS0 | TLSO | 0980 | L8LO ST TOISIHA(] 6
[10°0 {0050 | 1000 | 000 1000 | 6860 00S0| T000 | 1000 | 1000 | TOT0 | €L00 |00S0 | 200 [00SOf 0050 | 6860 | 000 | 100 NAS| 8
8PS0 [00S0|ELOO|  EFTO €ve0 | 82Io €000 POT0| T80 SS90 | 690 | €T8°0 | ££8°0 | VTR0 | TE80 VIS0 6880 | LLLO | 96L0 | TL8O dndorgy| ~
679°0 [ 00€0 | ¥61°0|  ¥T00 8CT0 | TE00 0EC0 FSTO0| 6990 [00L0 | 8690 | SO80 | 0S80 |6I80| E¥80 (6180 SS60 | OL90 | 9PLO0 | 8960 |oqUBNIsaraN 3| 9 ©o
PPT0 {0050 | ¥IO0 | $080 1070 | 9L £50°0 S8T°0 | BET0 [89€°0| 1810 | TLKFO | LEFO |06S0| ¥9E0 0660 €50 | LP6O | SISO | PETO soeq oateN] ¢
LE¥0 [ 00S0|610°0 |  TO¥0 §TT0 | 6IED PET0 P6T°0 | 9ST0 | 8¥Y°0 |0SK0 | L¥O | TCLO | TILO |€TL0| T1L°0 |€TLO| 90L°0 | 99L0 | ¥#LO TOISSAIBY NS0T
LIS0 [ €TE0(9LT0| 93010 0007 8600 £60'0 901°0 | 880°0 | L08'0 | 9080 | L080 | €060 | LO60 |€060|L060 |€060| 1680 | €060 | CTI6O Ay Azng] ¢
7950 [ 00S0 | S80°0 |  LITO €660 | 9010 PET0 700 (8070 | €99°0 | IL9°0| 099°0 | LT8O | THE'0 |0€8'0 | 080 |0E3°0| 8LO | 9900 | T6LD VI08|T
9Er0 [ 00S0|SFO0 | 80E0 §r0 | LLTO 6r1°0 SETO | ILTO|6LS0 | 1860 | #LS0 | €8L0 | CLLO |L8LO|ELLO |L8LO| €EL0 | IS80 | o780 | €2L0 (V@ NNd| 1

Nmesald| (o (=D (1) ssaupayrey sssupauropu] | (JD¥) 315 HOMPTOD (N | Grd) (oD [ QEE.EBE M2 | iz eoay edd (| 7ueay-9)| Tueapy- a102s 1| o
[essdd (OQ| -4 D| PR IE]y | SSRUPIMLIOU]| ()Y ALSOF PRI ANA) 4D | HOL| astou |astouy| d|[[e23y eddey] I |TUeaN-I | TUBI -3 | D0Y IV K1 éq&?




PC4

Data Set

6160 | 150 (0050 (000 | 600°0 000T | L200 £5010 8700 | €500 | 6160 | 0T60| G160 | 6560 | 0960|6560 | 0960 |6S60| TLED | O¥G0 | LFG0 | €LG0 | salofmopmey]
LH80 [ €360 (0050 |1ST0 | TH0°0 €050 | FS00 66010 LS00 | S60°0 | 880 | 6180 | LF80 | €T60 | STEO |€T60 | ST60|€T60| €60 | 1060 | S060 | 9860 pepeqdung o1
LSL0 [0S0 (000 |180°0 | 9110 g0 | LITo 9710 STT0 | STI0 | LSLO | LSLO| LSLO | 8L8'0 | 680 [8L80|6L80 (8L80| 7880 | #L80 | §L80 | €880 201 BOISI(]|
1000|6000 {0080 1000|000 1000 | 1660 6000 0050 0050 | T00°0 | 1000 | 1000 | #60°0 | 900 [0080 | 8100 [0050| 0050 | 1660 | 0050 | 600°0 JAS| 8
€890 | 1450|0050 9840 T00°0 150 | 8100 6600 000 | T60°0 | 9880 | 6380 | €880 | T¥80 | P60 |IFG0 | tH60 |I460| 0860 | 1060 | 8060 | 860 dT dorgy] L
€6L0 | 985D 005D 0LED | 000 70 | 8100 6810 TU00 | 791°0 | 030 | L18D| €6L0 | T63°0 | LO60 |9630 | S060 [9680| 860 | T80 | 8680 | 7860 |loqUEeNisereNy|9
0950 | L6770 |005°0 (6000 | 4850 1810 | €250 LIT0 TLEO|L6T°0 | 1660 | TEKD | 0950 | 6K9°0 | 6190 [089°0 | 6650 [089'0| 8290 | €880 | £080 | LLKO sadeq antey| ¢
90 | SS0 | 0050 6200 670 1I0 | FET0 Fr10 STTO 8810 #79°0 [L79°0| TC90 | 0180 | €080 |T18'0|T08°0 [[180| S8L0 | 9680 | T80 | 99,0 | uoIssammay dusiso|
060 | LISO|L0S0 8790 12070 €680 | 8600 65010 0b00 | LS00 | €060 | €060 | T060 | TS60 | TS60 | 1S60 | T860 |1S60] 0960 | Tr60 | 960 | 7960 oy Azzny| ¢
§FLO | 9650|0050 1800 68070 170 | 0600 010 L600 | TST0 | 0SL0 | ZSL0| 8bLO | €L8°0 | 6180 |+L80 | SL80 |p80| €060 | 8680 | 6480 | 0160 Y108
¥8L0 | 6050|0050 [LOT0 |  H60°0 HE0 | 6600 LIT0 1000 | STI0 #8L°0 [#8L0| 8L0 | 7680 | €680 |T63°0| €680 [7680| 6630 | €880 | $880 | 1060 (Y@ x| 1
i | 21wy mompuo) TOTSDAL] | [[839Y] i i i " SIS
auwesd1g (O |(-4D | (+4D |ssaupaaefy | ssaupamiopuy| ()D¥) ——— (N (44D (g0 (@) astoy | assanay PR 82U eddey]| )DV| TuraN-9) | THE- [ DOY NV 21038 [ eﬁs

63



PC5

Data Set

¥69°0 | 0080 (0050 |000T|  010°0 0007 | €510 €170 €ST0 | €ST0| #69°0 | 7690 | #69°0 | LFS'0 | LYSO | L8O |LFSO (LIS0| L8O | L¥S0 | L¥SO | LFBO |  IseI0fwOpIRY ]
950 | 9650|0050 |€8E0| 0710 950 | 920 8170 FTT0| 0070|9550 | 9560 | 9560 | 8440 | LLLO |SLLO|LLLO |8LLO| 9LL0 | T8LO | 08L0 | PLLO weaiduig 1
L650 | 9150|0050 |00S0|  8L0D 9090 | 810 8170 T61°0| 1170 L6850 |L650| L6§0 | 86L0 | T08°0 |86L°0| 2080 |86.0| 8080 | T80 | 68L0 | SIS0 AL U0 6
1000 | 8000 0080|1000 | 000T 000 | 7660 800°0 0050|0080/ T000 | 1000| 1000 | 6800 | €90°0 |00S0| 9100 |00S0| 0080 | T660 | 0050 | 8000 WAS| 8
T6K0 | 9650|0050 | €970 | T91°0 PLEOD | 81T0 0670 CETO0 | 1LTO| €6K0 | S6F0 | T6K0 | SKLO | SSLO | 9FL0|SSLO (9FL0| S9LO | OILO | 6TLO0 | T8L0 dTN dorgy| £
8950 | 129°0 (0050 |T8T0|  LLOD 970 | Sv10 L8€0 1610 |TIE0| T8K0 | L6V0 | 89¥°0 | BTLO | LOL0 | L0 | €9L0 [FELO| 6080 | €190 | 8890 | SS80 |IoquBiaN samaN ¥ 9 3
0170 | €0F0 |00S0 | 800 |  6€9°0 S0 | 60 86770 TIFO|0LE0| #1T0 [8IT0| 0170 | L650 | 9950 | S09°0 | €950 |S09'0| 8860 | T0L0 | 0£90 | 800 safleg aame| ¢
FETO | IEF0 |00S0 | 9500 | 8850 W0 | TS0 SIE0 L650|F9€0| 9€T0 |8ET0| FETO | €190 | 0650 |LI90| 6850 |LI9D| €090 | S890 | 9590 | 8§S) | UOISSAmY ASBO ¥
6650 | 6650 | €650 | €LS0] 1000 9r0 | 110 €371 S9T0 | 0TT0| 09°0 | ST90 | €650 | €6L°0 | 9T80 | L6L0 | STRO [L6L0| SE80 | LILO | 08L0 | 980 ojy Az ¢
61F0 | T6F0 |00S0 | 6910 |  #6T0 8TE0 | 8670 870 ¥6T0|L8T0| 6170 |61F0| 61F0 | 01LO | LO0 |OILO|LOL0 |0ILO| 90L0 | 81L0 | €1L0 | T0L0 YI0§ T
F3K0 | #TC0 | 0050 |84T0| G810 6LE0 | ¥ET0 .10 9KT0| 6970 | ¥8Y0 | S8K0| t8F0 | THLO | SKLO |THLO|SKLO|THLO| ¥SLO | SILO | TELO | 99L0 (V@ NNd T
i | ey momipuo) TOISIAIY | [y i 8 SOIBSED
aonafeadd | (O |(-4D)| (+41) ssoupeyrey | ssaupaueiopu | ())¥) I — (axa)| (ad) | (od) ((aaa) e L eddey| )OI TUEIN-D| JOU IV |21098 T ,._s;s




APPENDIX B: B MATRICES

Since B matrices must be computed for each of the 22 evaluation measures and repeated
for each of the 12 experimented data sets, our research resulted in computing 264 B
matrices. For obvious reasons, we cannot provide all of them in this dissertation. However,
in future, we will provide a permeant cloud-based repository location, where interested

researchers can access our work for further scrutiny and replication.
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APPENDIX C: S§ MATRICES

S[c X p] score matrix represents the classifiers’ pair-wise comparisons with respect to
every evaluation measure j for the 12 NASA software defect data sets. The measures are
numbered from 1 ... 22 to manage the limited space in the tables. Every column in matrix
Sis a sU) vector that represents the classifiers’ pair-wise comparisons with respect to a

specific evaluation measure ( j ).

66



CM1

Data Set

67

LIT0 | SOT'0 | 060°0 | €60°0 | 6T0°0 | £60°0 | LZ0O0 | 060°0 | T+0°0 | 0L0°0 | 9TT0 | 9TT°0 | ZIT'0 | SO0 | 90T°0 | 00T°0 | LOT'0 | 00T'0 | Z01°0 | T60°0 | 8600 | OIT'0 }se10] WopuRy
6210 | T60'0 | 060°0 | LETO | 620°0 | E1T0 | TH0°0 | SFO0 | €50°0 | 0F00 | LZT0 | ¥T1°0 | 6210 | OTI0 | 60T°0 | SOT'0 | OTT'0 | SOT'0 | 6600 | +OT'0 | LOT'0 | 90T0 pepydung
LTT0 | 980°0 | 060°0 | SLOD | 6S0°0 | #61°0 | 890°0 | SFO0 | T800 | THO0 | 9110 | ¥IT°0 | 8IT0 | SO0 | #0T°0 | TOT'0 | SOT'0 | TOT'0 | €600 | +OT'0 | 9010 | 860°0 031 TOISI90(T
0000 | 90070 | 060°0 | 00070 | 89€°0 | 0000 | ¥8E'0 | STO0 | TST0 | T61°0 | 100°0- | T00°0- | 000°0 | TCO0 | 9100 | 8S0°0 | 800°0 | 850°0 | §S0°0 | TIT'0 | 090°0 | ¥00°0 WAS
CET'0 | €010 | T60°0 | £EE0 | 00070 | L9T°0 | €10°0 | 090°0 | 000 | 9¥0°0 | €610 | TEL'O | SET0 | TII0 | TITO | LOTO | €11°0 | LOT'O | LOT'O | 660°0 | SOT°0 | ¥IT0 dTN dorgy
€80°0 | €10 | T60°0 | 90°0 | 600°0 | ZEO0 | €10°0 | S61°0 | TE0°0 | SIL0 | 060°0 | 660°0 | Z80°0 | 880°0 | 660°0 | 880°0 | 660°0 | 880°0 | ¥OI'0 | 290°0 | 280°0 | ¥I1°0 |foquilan JsareaN 3
1200 | LS00 | 060°0 | Z00°0 | ZOEO | 9T0°0 | LVTO | SOT'0 | 8TTO | 6¥I'0 | TZ00 | ¥ZO0 | 120°0 | $90°0 | 8S0°0 | 990°0 | LS00 | 990°0 | 090°0 | L8O | €L0°0 | SHO'0 safeg 2aleN
F60°0 | 660°0 | 060°0 | 9T0°0 | ££0°0 | £90°0 | 890°0 | SOT'0 | S60°0 | 980°0 | €60°0 | T60°0 | S60°0 | £60°0 | L60°0 | T60°0 | 860°0 | T60°0 | 060°0 | LS00 | T60D | 86070 | UOISSAITY SIS0
9T1°0 | OTT0 | ¥60°0 | 90T0 | T00°0 | TTT°0 | ¥10°0 | ¥80°0 | ¥20°0 | 090°0 | $TI°0 | §TI'0 | STI'O | 801°0 | 601°0 | €01°0 | OTI'0 | €01°0 | 901°0 | €60°0 | T01°0 | ¥II0 oy Azzng
001°0 | STT0 | 060°0 | €50°0 | 200 | SS0°0 | LTO0 | SET0 | LFO0 | 9600 | TOT0 | €01°0 | 00T0 | 860°0 | TOT0 | ¥60°0 | TOI'0 | #60°0 | T01°0 | 62070 | 680°0 | OIT0 VI10S
LLO0 | 960°0 | 060°0 | €10°0 | ¥IT0 | 8¥0°0 | 960°0 | 0TT0 | 8TI'0 | TOT'0 | 9L0°0 | SLOO | LLO'O | 060°0 | 060°0 | 980°0 | T60°0 | 980°0 | €30°0 | €80°0 | £80°0 | 680°0 (Va@ NNd

STAYISSL[D
@=n% (z=h¥ |0z=0° (e1=0° |@1=0% |w=D® |@1=n® |@=0% |wm1=0® |@&=0® |@=DS |W=D® (o1=D® | (=D | (&=D% | (=% | 0=DS | (== | =D° | (=S | @=D¥ | @=D® &oa@;




68

TLTO0 | T60°0 | 060°0 | €070 | 0000 | 88T°0 | €00 | LEO'0 | 8€0°0 | LEO'0 | 89T°0 | €910 | TLI'0 | ¥TT°0 | 8IT0 | ¥IT0 | 6110 | ¥IT0 | TIT0 | ¥IT0 | ¥ITO | ¥IT0 Jselof wopuey
8ET'0 | T60°0 | 060°0 | 81T'0 | €60°0 | TFT'0 | LSOO | T90°0 | €90°0 | 090°0 | ¥EI°0 | TET0 | 8EI°0 | ¥1T°0 | 800 | +0T°0 | 601°0 | ¥OT'0 | TOT'0 | ¥0T°0 | ¥OT'0 | SOT'0 yepaydung
VET'0 | T60°0 | 060°0 | SOT'0 | 9€0°0 | 8TI'0 | 660°0 | €90°0 | €900 | €90°0 | OET'0 | LTT'0 | €ET0 | TIT'O | LOT'0 | €0T°0 | 80T°0 | €0T°0 | 10T°0 | ZTOT'0 | €0T°0 | ¥0T°0 0al] uoIsioa(
0000 | 0000 | 060°0 | 00070 | SLZ'0 | 00070 | 60E0 | 00070 | L9T0 | TST'0 | 0000 | 0000 | 0000 | 9000 | 000 | $90°0 | 0000 | S90°0 | T9O0 | OST0 | $90°0 | 000°0 WAS
1L0°0 | 880°0 | 060°0 | 0Z0°0 | STI'0 | ¥70°0 | 8OT'0 | TOT°0 | STT'0 | TOI'0 | 0L0'0 | 890°0 | TLO'0 | €60°0 | 880°0 | S80°0 | 680°0 | $80°0 | T80'0 | £80°0 | 980°0 | ¥80°0 dTN doxgy
8I1°0 | 801°0 | 060°0 | €80°0 | ¥T0°0 | TLO0 | THO'D | TOI'0 | 9S0°0 | $80°0 | $1T°0 | LITO | SIT0 | LOT'O | 9010 | 660°0 | 9010 | 660°0 | HOT°0 | 980°0 | £60°0 | TI1°0 |10qysIaN JsareaN 3
ST0°0 | TET0 | 060°0 | €00°0 | S0Z'0 | #00°0 | €200 | TTZ0 | 9¥T'0 | +#¥1°0 | LI00 | 8T0°0 | ST00 | 890°0 | $80°0 | 690°0 | #80°0 | 690°0 | OLO0 | 6£0°0 | 890°0 | 660°0 sadeq AN
€90°0 | L90°0 | 060°0 | 810°0 | 6510 | 90°0 | TST0 | 0L0°0 | 010 | #60°0 | #90°0 | #90°0 | €90°0 | 880°0 | 080°0 | €30°0 | 080°0 | €30°0 | 9L0°0 | 000 | 060°0 | 99070 | Uolssaisay ousiso]
0ST0 | #6070 | L60°0 | 9LT'0 | T20'0 | L8T'0 | SO0 | 0S0°0 | €90°0 | #¥0°0 | 9¥I°0 | TWT'0 | 0SI'0 | 8TT0 | €IT0 | 80T°0 | ¥IT'0 | $0T°0 | T0I'0 | 60T°0 | TITO | LOT'0 oy Azzng
680°0 | L80°0 | 060°0 | T€0°0 | TOT'0 | #90°0 | 660°0 | 980°0 | €01°0 | 680°0 | L80'0 | ¥80°0 | 680°0 | 860°0 | €60°0 | 060°0 | ¥60°0 | 060°0 | 980°0 | €60°0 | TG00 | 880°0 V108
1S0°0 | 6V1°0 | 060°0 | €70°0 | 0Z0°0 | ST0°0 | L10°0 | LIZ'0 | #S0°0 | OST°0 | £90°0 | L80°0 | TS0°0 | €L0°0 | 860°0 | 6L0°0 | 960°0 | 6L0°0 | SO0 | LEOD | #LO0 | TTIO (Vad) NNd

SIALYISSL[)
(e=hS [(1z=D5 |0z=n® [(e1=D% |@1=D% |(1=DS |r=D% |G@1=D% |a1=D% |Ger=0% |@=DS |1=D% (o1=0% | (6=DS | 8=DS | (=D | (=S | (=DS | =D | (=S | (=D | (i=0)F soa@:

JM1

Data Set




KC1

Data Set

SET0 | 0110 | 1600 | TETO | 0000 | LFT0 | 6€0°0 | 980°0 | 0S0°0 | $90°0 | SEI'0 | PET0 | SEI'0 | OTT0 | TILO | ¥OT°0 | €IT'0 | ¥0T°0 | LOT'0 | T60°0 | TOT0 | 611°0 15910 WOPUY| 1|
STT0 | S60°0 | 1600 | LETO | 6V00 | ¥ST0 | 690°0 | TLO0 | 9L0°0 | €90°0 | $TT°0 | SIT'0 | 8TT°0 | ¥OT0 | ¥OI'0 | 660°0 | SOT'0 | 660°0 | £60°0 | 960°0 | TOT'0 | T0T°0 pe)aidung|of
9110 | €0°0 | 1600 | TEL0 | 0FO0 | 61T°0 | 090°0 | T60°0 | TLOO | ¥£O0 | STI'0 | FIT0 | 9TT°0 | ¥OT0 | SO0 | 860°0 | 9010 | 860°0 | 660°0 | 160°0 | £60°0 | LOT'0 931, UOISIIA(T| 6
0000 | Z00°0 | T60°0 | 000°0 | 00E0 | 0000 | LSTO | S000 | LST'0 | $9T'0 | 0000 | T00°0 | 0000 | ¥I00 | OT0°0 | ¥90°0 | €00°0 | ¥90°0 | #90°0 | STT°0 | €90°0 | 2000 NAS| 8
680°0 | 080°0 | 160°0 | 890°0 | TITO | SIT0 | 90T°0 | TLOD | €0T°0 | SLO0 | T60°0 | £60°0 | 680°0 | #60°0 | T60°0 | 060°0 | T60°0 | 060°0 | 980°0 | 960°0 | L60°0 | €80°0 dTN dorqy| £
960°0 | OTT°0 | 160°0 | TL0°0 | 8S0°0 | TZ0°0 | €90°0 | ¥TT'0 | 180°0 | #60°0 | 960°0 | S60°0 | 960°0 | 860°0 | 0010 | €60°0 | TOT0 | €60°0 | S60°0 | Z80°0 | 060°0 | 9010 |I0qUSIaN Isarean 3| 9
0500 | $80°0 | 1600 | 610°0 | LLTO | 8€0°0 | ¥TT'0 | OZT'0 | 9210 | SIT'0 | 0S0°0 | TS0°0 | 0S0°0 | €800 | 6L0°0 | 800 | 6L0°0 | 8L00 | LLOO | €80°0 | T80°0 | €L0°0 safeq aaleN|
PLO0 | T60°0 | 160°0 | 6€0°0 | €T1°0 | €90°0 | 0010 | OTT°0 | LOI'0 | 0010 | ¥LO0 | #LO0 | #L0°0 | 060°0 | 680°0 | 980°0 | 060°0 | 980°0 | #80°0 | 980°0 | 880°0 | 980°0 | uoissauday dusi30T|
8010 | O1T'0 | #60°0 | 860°0 | €70°0 | T60'0 | 860°0 | OIT'0 | LLO'0 | 080°0 | LOT'0 | LOT'0 | 80T°0 | TOT'0 | ¥OT'0 | 960°0 | SOT'0 | 960°0 | L60°0 | 980°0 | S60°0 | 80T'0 oy Azzny| ¢
€210 | YO0 | 1600 | TST0 | LZ00 | €ET0 | ¥SO'0 | 980°0 | $90°0 | 690°0 | TTI0 | TTL'0 | €210 | 90T°0 | LOI'O | T0T°0 | 80T'0 | T0T°0 | TOT'0 | 260°0 | 66070 | ITT°0 VIOS| T
160°0 | 80T°0 | 160°0 | 190°0 | T20°0 | 890°0 | 690°0 | ¥TT'0 | 980°0 | 960°0 | 160°0 | 060°0 | 160°0 | 960°0 | 860°0 | 160°0 | 660°0 | T60°0 | €60°0 | T800 | 680°0 | TOT'0 (VA@ NNd| 1

SI9LJISSE])
(@=hS [e=h% l0z=0% (e1=0% |@=0% |(=D® |@1=0% |(&1=D% (&1=0% |@&1=D® |@=D |=D% (or=n% | (6= | (8=DS | (=D | (=D | (=0 | =¥ | (=S | @=F | =D)F esg:

69



KC3

Data Set

Y010 | #01°0 | 060°0 | 6700 | 0700 | 650°0 | 6700 | LOT'0 | €90°0 | ¥80°0 | €0T°0 | TOT'0 | ¥0T°0 | 660°0 | 0010 | 960°0 | T0I'0 | 960°0 | L60'0 | $80°0 | €600 | SOT'0 150101 WOPUEY| |
PELO | 101°0 | €60°0 | €0°0 | 000°0 | 0ST'0 | €20°0 | 9€0°0 | 0S0'0 | 8TO0 | €€1°0 | TEL0 | ¥EI0 | TI1°0 | TIT0 | LO10 | €11°0 | LOI0 | 010 | 1010 | LOI'0 | €110 pe)ardung|or
Y210 | 1600 | 060°0 | $LI°0 | TE00 | T1Z°0 | 6700 | 9€0°0 | 9S0°0 | ZE0'0 | ZT1°0 | TTI'0 | €T1°0 | L0170 | L0170 | €01°0 | $01°0 | €010 | 660°0 | [01°0 | 9010 | SOT'0 03I TOISIA(T| 6
100°0 | TI0'0 | 060°0 | 0000 | T8E0 | 00000 | F¥€0 | ¥€0°0 | 0£TO0 | STTO | T000 | TOO0 | TO00 | 620°0 | T20°0 | LS00 | €T0°0 | LS00 | 850°0 | TOT'0 | LSOO | 8000 NAS| 8
Y010 | #01°0 | 060°0 | 6700 | OF00 | 6S0°0 | 6FO°0 | LOT'0 | €90°0 | ¥80°0 | €01°0 | Z01°0 | Y010 | 660°0 | 001°0 | 960°0 | 1010 | 960°0 | L60°0 | 8800 | €60°0 | SOI'0 dTN doidqy| £
980°0 | £€1°0 | £60°0 | €400 | ¥10°0 | ¥20°0 | €20°0 | PIZ'0 | €400 | 8TI'0 | 060°0 | €60°0 | 980°0 | 0600 | L60°0 | 680°0 | 860°0 | 680°0 | TOI'0 | 890°0 | 180°0 | S1T°0 |I0qUAIN Jsd1aN | 9
€L0°0 | TLO0 | 060°0 | L10°0 | 091°0 | T90°0 | LYI'0 | TL0°0 | €FT°0 | T800 | SLO'0 | 8L0°0 | €£0°0 | 980°0 | €80°0 | ¥80°0 | €80°0 | #80°0 | 620°0 | $60°0 | €600 | €L0°0 safleq aaleN| ¢
Y000 | 8£0°0 | 060°0 | 0T0°0 | SLIO | SE0°0 | LPI°0 | LOT'0 | OST'0 | ZLI°0 | ¥90°0 | S90°0 | €90°0 | €80°0 | 080°0 | 180°0 | 080°0 | 180°0 | LL00 | 88070 | $80°0 | £0°0 | UoIssaisay ysiSo]|
€200 | 76070 | €60°0 | TOT'0 | T€0°0 | L6T'0 | 6¥0°0 | 8€0°0 | 6S0°0 | TEO'0 | TTI'0 | OTI'0 | €TI0 | 90T°0 | LOT'0 | £0T°0 | 80I'0 | £0T°0 | 860°0 | TOT'0 | 9010 | SOT'0 oy Azzng| ¢
PLOO | TTT°0 | 060°0 | ¥10°0 | T60°0 | STO0 | €L0°0 | 6L1°0 | TOT'0 | TEL'O | PLO0 | PLOO | SLOD | 880°0 | 060°0 | $80°0 | 060°0 | $80°0 | $80°0 | ¥L0°0 | 0800 | L60°0 V10§| T
FIT0 | 860°0 | 060°0 | 080°0 | SE0°0 | L60°0 | 6700 | 1LO0 | 6S0°0 | 090°0 | ZL1°0 | LTI°0 | ¥I1°0 | €01°0 | €01°0 | 660°0 | ¥OI'0 | 660°0 | 860°0 | $60°0 | 660°0 | SOI'0 (Va@ NNd| 1

SIDLJISSE[)
(=¥ [re=0% [0e=D® [e1=0% [er=0% (=S [e1=0¥ |(i=0® (1=0% |@=0% |Gr=D¥ |w=0¥ (oi=D¥ | (6=0% | (e=0S | (=0 | 0=0F | (e=0¥ | =D | (e=0F | (e=0¥ | G=D)F soa,.f

70



71

MC1

Data Set

GIT°0 | TOT°0 | T60°0 | SLL'0 | 0000 | T8F0 | €00°0 | 900°0 | #00°0 | #000 | 6110 | GIT0 | 61T°0 | 80T°0 | 801°0 | €0T°0 | 601°0 | €0I'0 | €010 | L600 | €0T0 | 60T°0 15010 wOpuEY
TIT0 | 901°0 | 160°0 | €€0°0 | €00°0 | Tv0°0 | S00°0 | 1L0°0 | 800°0 | OO | TITO | TITO | ZITO | SOL'0 | SOI°0 | 001°0 | 901°0 | 000 | Z0I'0 | 60°0 | 860°0 | 601°0 yepeydung
SIT'0 | TOT'0 | T60°0 | LEOO | 800°0 | €60°0 | TT0°0 | TE00 | STO0 | 610°0 | STT'0 | ¥TI°0 | STT0 | 901°0 | 90T°0 | T0T'0 | LOT'0 | TOT'0 | T0T°0 | $60°0 | T0T°0 | 80T°0 031 TOISIO0(]
0000 | T00°0 | 1600 | 000°0 | 1650 | 0000 | 2260 | 900°0 | €L£°0 | SLE0 | 0000 | 0000 | 0000 | 800°0 | 900°0 | ZS0'0 | [00°0 | SO0 | TS0°0 | L60°0 | TS0°0 | 1000 NAS
201°0 | €11°0 | 1600 | 900°0 | 600°0 | 910°0 | T10°0 | 691°0 | LI00 | T60°0 | TOT0 | €010 | ZOT°0 | 0010 | 101°0 | 960°0 | Z01°0 | 960°0 | 1010 | $80°0 | 160°0 | $0I°0 dIN doigy
€10 | LOT'0 | T60°0 | £90°0 | 000°0 | THO'0 | €00°0 | TLO0 | #00°0 | TFO0 | €T1°0 | €11°0 | €11°0 | SOT'0 | 901°0 | 001°0 | 901°0 | 001°0 | €0T'0 | 260°0 | 860°0 | 60T°0 |I0QUSIAN 182TeaN 3
€500 | $60°0 | 160°0 | 00000 | S6I°0 | S00°0 | 651°0 | SOE0 | €120 | S61°0 | SS0°0 | SS0°0 | SO0 | 6L0°0 | 8L0°0 | SLO0 | 6L0°0 | SLOO | $L0O | $L00 | LLOO | LLOO safeq aseN
$90°0 | $80°0 | T60°0 | 000°0 | T8T'0 | 600°0 | S9T°0 | S61°0 | TOTO | 6£1°0 | $90°0 | §90°0 | $90°0 | €80°0 | 180°0 | 6L0°0 | T80'0 | 6L0°0 | 9L0°0 | £80°0 | ¥80°0 | SLO'Q | UOISSAIZN JnsiZ0]
911°0 | 001°0 | 160°0 | €£0°0 | 0100 | T€T°0 | #10°0 | €10°0 | 610°0 | 800°0 | 9110 | 9110 | 9110 | £0I°0 | LOI°0 | Z01°0 | LOT'0 | T0I'0 | 00 | L60°0 | OL0 | LOT'O oy Azzng
LOT°0 | 660°0 | T60°0 | 900°0 | TEO0 | 8¥0°0 | SE0°0 | 8S0°0 | 670°0 | 900 | LOTO | 90T°0 | LOT'O | TOT'0 | €01°0 | 860°0 | €0T°0 | 860°0 | L60'0 | €600 | 8600 | €0T°0 V10§
L60°0 | €60°0 | 1600 | T00°0 | 0L00 | 950°0 | €£0°0 | TL0°0 | 960°0 | LFOO | L60°0 | L60°0 | L60°0 | 360°0 | 860°0 | €60°0 | 860°0 | €60°0 | 060°0 | T60°0 | L60D | $60°0 (Vaa) NNd

SIDIJISSE])
(@=0® [z=hS (0e=D% [e1=h% (@1=D° |(W=0% (@=0® |@=0% (W=D% |@=D¥ |@=0® |w=D¥ (o1=hS | =D | =DS | (=D | =DF | (=S | =D | e=D° | (=N | x=n° aoa@;




: MC2

Data Set

LET0 | S60°0 | 060°0 | V610 | 900°0 | 08T°0 | Tv0'0 | 0SO°0 | LPO'O | 9K0°0 | SST'0 | PET'0 | LETO | 60T°0 | 60T°0 | 9010 | OTT'0 | 9010 | SOI'0 | €0T'0 | 901°0 | 0110 510,] WOPIEEY]| T T
LIT0 | TIT0 | $60°0 | €60°0 | 800°0 | LLO'0 | LEO'O | 660°0 | ¥SO0 | €L0°0 | LIT'O | LTT'0 | LIT'O | T0T'0 | SOT0 | 660°0 | 90T°0 | 660°0 | €01°0 | 880°0 | L60°0 | T1T0 yepyaidung) o
€200 | 90T°0 | 060°0 | €00°0 | LETO | LO0O | ¥TT'0 | 6610 | TOT'0 | TOT'0 | €0°0 | €20°0 | €20°0 | 0L00 | €L0°0 | 890°0 | vLOO | 890°0 | 890°0 | 6S0°0 | L90'0 | 8L0°0 0aI] LOISA( | §
0000 | TZ0°0 | 060°0 | 000°0 | ZEC0 | 000°0 | S6T0 | bRO'0 | 68T°0 | T8T'0 | 000°0 | 000°0 | 0000 | 6€0°0 | 620°0 | 190°0 | €20°0 | 190°0 | 090°0 | SOT'0 | T90°0 | ¥10°0 NAS| 8
6ET'0 | 00T°0 | $60°0 | €2T0 | 000°0 | €81°0 | LEO'0 | 0SO°0 | L¥0°0 | OFO'0 | 8ET'0 | 9ET°0 | OFT'0 | OTT'0 | TIT'0 | LOT'0 | TIT'O | LOT'0 | SOT'0 | €0T'0 | 801°0 | T1T°0 dTN doiq| £
LIT0 | TIT0 | S60°0 | €60°0 | 800°0 | LLOO | LEO0 | 660°0 | ¥S0°0 | €L0°0 | LIT'0 | LITO | LITO | TOT'0 | SOT0 | 660°0 | 90T0 | 660°0 | €0T0 | 880°0 | L600 | [TI'0 |10qUBIaN IsereaN 3| 9 N
GET'0 | 680°0 | $80°0 | €2T0 | 00°0 | 90T0 | TvO'0 | bRO'0 | THO'0 | 9KO'0 | 8ET'0 | 9ET'0 | OFT0 | OTT'0 | 60T°0 | LOI'0 | OTT'0 | LOT'0 | 90T°0 | SOT'0 | 901°0 | 0110 safeq auleN | ¢
160°0 | 8TT°0 | 060°0 | £70°0 | 820°0 | OF0°0 | THO'0 | 6¥T°0 | £90°0 | 60T'0 | £60°0 | $60°0 | 160°0 | T60°0 | 860°0 | T60°0 | 860°0 | T60°0 | 00T'0 | ¥LO'0 | $80°0 | OTI'0 | UoISsar3ay ausi3o) ¢
TTI0 | S60°0 | 060°0 | L60°0 | 8TO'0 | 0TI | SSO°0 | 990°0 | €90°0 | 190°0 | 0TI0 | 61T°0 | TTI0 | ¥OT0 | #OT0 | TOT0 | SOT0 | TOT°0 | 0010 | 8600 | 101°0 | ¥01°0 oy fzznyg| ¢
9p0'0 | $60°0 | 060°0 | L000 | 08T°0 | 0Z0'0 | ¥TT'0 | 6FT°0 | TWI'0 | LET'O | SKO0 | SHO'0 | 9900 | 8L0'0 | 8LO°0 | 9L0°0 | 6LO0 | 9L0°0 | SLO0 | ¥L0'0 | 9L0°0 | 8£0°0 VIO0S| T
890°0 | 6S0°0 | 060°0 | ¥TO0 | 69T°0 | 060°0 | 99T°0 | 0S0°0 | LET'0 | €L0°0 | €L0°0 | 8L0°0 | 690°0 | €80°0 | 6L0°0 | €80°0 | LLOO | €80°0 | 9L0°0 | £0T°0 | L60'0 | €90°0 (Vaa@ NNd| T

SIATJISSELD)
(@=hS [0S [oe=0¥ [er=0¥ [&1=05 |(1=DS (=D |@=¥ [#n=DS =0 |@=DS =D |or=DS | 6=0S | (8=DS | :=DS | =05 | (=0 | (=D | DS | (=0 | DS ,coag:



MW1

Data Set

73

8ET°0 | L60°0 | 060°0 | 09€°0 | 0000 | 0120 | 810°0 | 600 | $Z0°0 | SH0'0 | SEL0 | TELO | SET0 | €110 | TIT0 | 80T°0 | ZITO | 80T°0 | 90T°0 | €01°0 | 901°0 | ZIT°0 }s010,] wopuey
801°0 | L60°0 | 060°0 | LS00 | 0S00 | 6600 | ¥S0°0 | 980°0 | ¥L0°0 | $L0°0 | 90T°0 | €0T°0 | 8010 | ZOT0 | T0OT0 | L60°0 | ZOT'O | L60°0 | $60°0 | Z60°0 | 960°0 | 101°0 yepedug
91T°0 | 980°0 | 060°0 | 920°0 | ¥90°0 | LLT'0 | TLOO | TSO'0 | $80°0 | 1S0°0 | €IT°0 | OIT0 | 9TI'0 | SOT0 | TOI'0 | 00T0 | €00 | 0010 | 2600 | €0T°0 | ¥OT'0 | 960°0 921 TOISIOR(]
000°0 | L00°0 | 060°0 | 000°0 | ¥OF0 | 0000 | ¥6€°0 | 910°0 | [ST'0 | L8T°0 | T00°0- | 2000~ | 00070 | SZ0°0 | LIOO | 650°0 | 600°0 | 650°0 | SS0°0 | PIT0 | 090°0 | S00°0 NAS
T0T0 | STT0 | T60°0 | TOT0 | 9000 | 8600 | LTIOO | LETO | €60°0 | L60°0 | +0T°0 | LOT'0 | 0010 | 600 | TOT'0 | ¥60°0 | TOI'0 | ¥60°0 | ¥OI'0 | 920°0 | 68070 | TIT0 4N doxgy
980°0 | 9TI'0 | T60°0 | 690°0 | TT0°0 | 0400 | L10°0 | TLI'0 | $£0°0 | €11°0 | T60°0 | 660°0 | $80°0 | 060°0 | 660°0 | 680°0 | 660°0 | 680°0 | €0T°0 | S90°0 | ¥80°0 | TIT°0 |10qUBIAN JsareaN 3
950°0 | 0L0°0 | 060°0 | 600°0 | 8TZ'0 | €500 | 6L1°0 | 980°0 | T8I0 | ¥OT'0 | LS00 | 9S0°0 | LSOO | T0°0 | LLOO | 6LOO | SLOO | 6LO0 | OLOO | Z60°0 | £80°0 | 990°0 safeq aaeN
P60°0 | FLO0 | 060°0 | SE0°0 | $TI0 | P10 | STIO | TS00 | TET0 | 650°0 | €60°0 | 160°0 | #60°0 | 960°0 | T60°0 | T600 | €60°0 | T60°0 | T80 | €0T°0 | T0T°0 | [80°0 | UOISSAIZAY ISIFO]
TTU0 | 601°0 | ¥60°0 | 681°0 | Z00°0 | 9010 | L10°0 | 060°0 | 620°0 | L9070 | 1ZI0 | 1ZI0 | ZZU0 | 9010 | LOTO | TOLO | SOT0 | ZOLO | SOT0 | 160°0 | 660°0 | ZI1°0 oy Azzng
€60°0 | TZI°0 | 060°0 | 080°0 | 01070 | 8¥0°0 | 81070 | SST'0 | SE0°0 | 6010 | L600 | TOT0 | Z60°0 | £60°0 | 660°0 | 160°0 | 0010 | 160°0 | Y010 | 1L0°0 | $80°0 | TIT°0 V108
980°0 | #6070 | 0600 | TZO0 | 901°0 | 990°0 | 6800 | €OT0 | LIT'O | #60°0 | ¥80°0 | 180°0 | 980°0 | £60°0 | T60'0 | 680°0 | ¥60°0 | 680°0 | $80°0 | L80°0 | 0600 | 1600 (Va@ NNd | 1

SIDIJISSE])
(@=0® [z=hS [0e=D% [e1=0% [@1=D |1=n® f@1=0% |@=n% (w1=0% |(&1=D% |(1=h |1=D% (w=0% | 6=D% | (8=D% | =D | (=D | (e=D% | =D° | (=D | (=h" | (1=DF §§:




PC1

Data Set

74

611°0 | SOT'0 | 160°0 | S62°0 | 00070 | T80°0 | L000 | OLO'0 | TT0°0 | 8¥0°0 | SIT0 | 8TI'0 | 611°0 | LOT'0 | LOT'0 | TOT'0 | 80T°0 | TOT'0 | SOT'0 | #60°0 | 660°0 | 1110 J5010 WopUEY
STT0 | 660°0 | 160°0 | $80°0 | €20°0 | ¥60°0 | 620°0 | 8S0°0 | 0KO'0 | €¥0°0 | PILO | €1T°0 | STT'0 | SOT°0 | SOT0 | 1010 | 90T°0 | T0T'0 | 001°0 | S60°0 | 00T°0 | 90T°0 pepa(dung
90T°0 | TOT°0 | T60°0 | OF0'0 | TE00 | ¥S0°0 | 950°0 | €60°0 | TS0°0 | 990°0 | 90T°0 | SOT'0 | 901°0 | TOI'0 | TOI'0 | L600 | €010 | L600 | 8600 | TG00 | 960°0 | ¥0T°0 201, TOISI3(]
0000 | €00°0 | T60°0 | 000°0 | €PK0 | 000°0 | LSVO | TTO0 | €1€0 | LLZ'0 | 000°0 | 00070 | 000°0 | ¥10°0 | 0T0°0 | ¥S0°0 | €00°0 | VSO0 | €S0°0 | ZOT'0 | ¥S0°0 | 2000 NAS
T00°0 | STT0 | 160°0 | 650°0 | 0T0°0 | TEO0 | ¥10°0 | IST'0 | ¥20°0 | 960°0 | €0T°0 | ¥0I'0 | TOT'0 | 660°0 | TOT°0 | $60°0 | ZOT'0 | S60°0 | TOT'0 | €80°0 | 060°0 | OTT'0 dTN do1qy
POT'0 | LIT'0 | 160°0 | TZT°0 | 10070 | £E0°0 | £00°0 | IST'0 | TI0°0 | ¥60°0 | 90T°0 | LOT'0 | ¥OT'0 | 0010 | TOI'0 | 960°0 | €010 | 960°0 | ¥OT'0 | €30°0 | 060°0 | [TI'0 |IoqUsIaN JsereaN 3
THO'0 | 9L0°0 | T60°0 | T00°0 | 6ST°0 | TT0°0 | OTTO | PLI'0 | €520 | 9910 | THO'O | €V0°0 | THO'0 | €L0°0 | 0L0°0 | TL0°0 | OLO0 | TLO0 | L90°0 | 6LO'O | 9L0°0 | Z90°0 sakeg] BN
180°0 | 60T°0 | T60°0 | 800°0 | LLO0 | 1200 | 90°0 | 98T°0 | 660°0 | STI'O | 180°0 | 180°0 | 180°0 | T60°0 | T60°0 | L80'0 | €60°0 | L80'0 | 060°0 | SLO'0 | ¥80°0 | L60') | UOISSAIER onsiz0]
8T1°0 | €60°0 | ¥60°0 | 9LZ°0 | SE0°0 | 98V°0 | €000 | TIO'0 | 8S0°0 | 600°0 | SIT0 | LITO | 6IT°0 | LOT'O | LOT'0 | TOT'O | 80T°0 | TOT'0 | L60°0 | TOT'0 | LOT'O | ZOT'0 oy Azzng
STT0 | 960°0 | T60°0 | 80°0 | 0£0°0 | LTT0 | 9€0°0 | 9¥0°0 | 8F0'0 | SE0°0 | ¥TI0 | €1T°0 | STT'0 | SOT°0 | SOT'0 | T0I'0 | 90T°0 | 10T0 | 860°0 | L60°0 | ZOT'0 | ¥OT'0 VI10S
860°0 | ¥80°0 | 160°0 | 820°0 | 060°0 | 00T'0 | ¥60°0 | 9¥0°0 | TIT'O | OVO'0 | 860°0 | 660°0 | 860°0 | 860°0 | L60°0 | ¥60°0 | 860°0 | ¥60°0 | L80°0 | L60°0 | TOT'0 | 060°0 (vaa) NNd

SIAIJISSeLD)
@=DS [1e=05 [oz=0¥ for=0% [o1=DS |(u=0% (o1=0% |s1=0S |6r=0S |(&1=DS |(er=D |(1=DS f(or=D® | e=DS | (@=DS | (=0 | =05 | (s=0F | =0 | (e=S | (e=0F | (=D 5&5




PC2

Data Set

LITO | €01°0 | 160°0 | Z81°0 | L00°0 | 6F1°0 | €10°0 | €€0°0 | 610°0 | 020°0 | 910 | 910 | LIT0 | LOTO | LOTO | ZOL'0 | 8010 | ZOI'0 | Z0I'0 | 960°0 | 1010 | 601°0 15210 ] WOpUEY| [ [

SOT0 | OTT0 | T60°0 | £Z0°0 | STO0 | €60°0 | 0Z0°0 | TETO | 0£0°0 | 920°0 | SO0 | 00 | SOT'0 | T0T'0 | TOT0 | L60°0 | €0T0 | L600 | 0OT0 | 880°0 | €60°0 | 801°0 yepeqdurg o1

PIT0 | 960°0 | 060°0 | #¥I°0 | 920°0 | €620 | €€0°0 | 910°0 | ¥¥0°0 | T10°0 | €T1°0 | €TT°0 | #TI'0 | SOT°0 | 90T°0 | T0T°0 | 90T'0 | T0T°0 | 860°0 | L60°0 | TOT'0 | SOT'0 001 TOISIA(T| 6

0000 | £00°0 | 160°0 | 000°0 | SL¥'0 | 0000 | ILF0 | 910°0 | THE'0 | 0LE0 | 00000 | 000°0 | 0000 | €10°0 | 600°0 | ZS0°0 | £00°0 | ZS0°0 | ZSO'0 | 600 | TS0°0 | 2000 WAS| 8

PITO | 601°0 | Z60°0 | PP1°0 | 000°0 | 8S0°0 | 900°0 | 280°0 | 010°0 | k00 | €10 | €110 | ¥11°0 | SOT0 | 90T°0 | TOL'0 | LOI'0 | 101°0 | €01°0 | 2600 | £60°0 | [TT°0 dTN doidqy|

LOT0 | SIT°0 | Z60°0 | SLO0 | 000°0 | 0£0°0 | 900°0 | 8¥1°0 | T10°0 | 180°0 | LOLO | ZOLO | LOT'O | ZOT'0 | €01°0 | 860°0 | ¥O1°0 | $60°0 | €01°0 | 980°0 | 260°0 | 110 |40qu3leN Jsamean | 9 1

LS00 | €£0°0 | T60°0 | T00°0 | 610 | 9T0°0 | 96T°0 | 8710 | 6170 | 8TI0 | 090°0 | T90°0 | 8S0°0 | 6L0°0 | LLOO | LLOO | 9L0°0 | LLOO | TLOD | 980°0 | 980°0 | 990°0 sofed AAN] ¢

030°0 | SOT'0 | T60°0 | €00°0 | T60°0 | ¥10°0 | 8L0°0 | 0SZ°0 | 9110 | 8€T°0 | 60°0 | 8L0°0 | 080°0 | 060°0 | T60°0 | 980°0 | T60°0 | 980°0 | 800 | 6LO0 | ¥80°0 | 160°0 | Uorssarzey dusizo) ¢

611°0 | T01°0 | 060°0 | SLE0 | 900°0 | 90€°0 | €10°0 | 910°0 | 810°0 | 01070 | STT0 | LIT0 | 611°0 | LOT0 | 80T0 | €01°0 | 601°0 | €01°0 | Z0T°0 | 600 | 2010 | 601°0 oy Azzng| ¢

LOT0 | TII°0 | 160°0 | ZH0°0 | 800°0 | ¥€0°0 | €10°0 | TEL0 | 12070 | SLO0 | LO'O | 9010 | LOT'0 | ZOT'0 | €0T°0 | 860°0 | ¥OI'0 | 860°0 | ZOI'0 | $80°0 | €60°0 | 601°0 V108| 2

080°0 | SLO0 | 160°0 | L00°0 | TST'0 | £L90°0 | 0ST'0 | 6¥0°0 | 0L1'0 | TH0'0 | Z80°0 | €80°0 | 080°0 | 680°0 | 680°0 | 980°0 | 880°0 | 980°0 | 6L0°0 | ¥60°0 | 860°0 | LLOD (VaQ@ NNd| T
SIaLJISSe[)

@=D° [1e=0® |0z=0% (a1=D® |B1=0 |@=D® [o1=0% |@=n% (w1=0% |(&1=D% |@1=h |11=D% (m=D% | (@=D% | =D% | =0 | (=05 | (&=D% | =0 | (=" | =0% | (@=D° eeo@:




PC3

Data Set

LETO | STI0 | T60°0 | TZTS0 | 0000 | SST'O | L000 | SLO0 | TTO0 | TS0°0 | SET0 | €EI°0 | LETO | STTO | 9TT0 | 800 | $TT°0 | 8010 | TIT'O | #60°0 | 101°0 | ¥TI'0 15010 WOpURY | T

8110 | T01°0 | T60°0 | 690°0 | TFO0 | ¥ET'0 | SFO0 | SLOD | T90°0 | £S0°0 | OTT0 | €110 | 8TT0 | 80I'0 | S0T°0 | T0T'0 | OTL'0 | TOT0 | 660°0 | #60°0 | 0010 | 60T°0 pepajduns o1

9010 | $60°0 | T60°0 | OV0'0 | 690°0 | OTT'0 | 690°0 | SLOD | £80°0 | Z90°0 | SOT0 | TOI'0 | 90T°0 | €0T'0 | TOTO | 960°0 | POT0 | 960°0 | T60°0 | #60°0 | 8600 | 660°0 931], WISIAR(T| 6

0000 | 000 | T60°0 | 000°0 | 80€0 | 000°0 | 0TE0 | 900°0 | 1TT0 | TZTO | 000°0 | 0000 | 0000 | €100 | 6000 | 8500 | €000 | 800 | LSOO | LOT'0 | LSOO | 1000 NAS| 8

SOT°0 | €110 | T60°0 | 8€0°0 | #70°0 | 890°0 | Tv0°0 | OST0 | €90°0 | 160°0 | €00 | T0T°0 | SO0 | TOT'0 | ¥OT'0 | 9600 | SOT'0 | 9600 | 860°0 | ¥80°0 | 160°0 | OTT°0 dIN dongy| L

€010 | ¥ET'0 | T60°0 | TOT'0 | L00°0 | SHO°0 | 0100 | €6T°0 | 0Z0°0 | €1T°0 | 90T°0 | 80I'0 | £0T°0 | 0010 | 9010 | S60°0 | LOT'0 | S60°0 | 6010 | TLO0 | §80°0 | TTTO |TOqUBIN BN | 9| O

62070 | 0£0°0 | T60°0 | L00'0 | 8¥T0 | 6L0°0 | 8¥T0 | TE0'0 | 8610 | Z80°0 | TRO0 | LSOO | 6200 | 8S0°0 | ¥SO0 | 690°0 | %00 | 690°0 | £90°0 | TOT'0 | €600 | 0£0°0 safeq N ¢

TLO0 | S60°0 | T60°0 | 0100 | ¥T1°0 | SPO'0 | €01°0 | LET'O | OSI°0 | ¥II°0 | TLOD | 690°0 | TLOD | 060°0 | $80°0 | ¥80°0 | 060°0 | ¥80°0 | 8070 | T80°0 | $80°0 | 98070 | UoIssaiSay aysiso]| ¥

0ST0 | LOT'0 | S60°0 | FPI°0 | 92070 | 861°0 | TEO0 | 9S0°0 | LFOO | 6£0°0 | LT10 | $TI0 | OST0 | TILO | €110 | SOLO | STL0 | SOL0 | TOL0 | L600 | 010 | #110 oy Azznyg| ¢

9010 | LII'0 | T60°0 | #H0°0 | 9€0°0 | 990°0 | ¥E0°0 | LETO | #S0°0 | T60°0 | SOT0 | €0I°0 | 90T°0 | €0T'0 | SOTO | 960°0 | 9010 | 960°0 | 0010 | T80°0 | 1600 | €IT0 VIOS| T

€600 | 0600 | 160°0 | €20°0 | €60°0 | 060°0 | 060°0 | L800 | 6010 | 9L0°0 | Z60°0 | 060°0 | €60°0 | L60°0 | 960°0 | T60°'0 | $60°0 | T60'0 | 980°0 | T60'0 | $60°0 | 160°0 (V@ NNd| T
STAYISSL[D)

(@=h% (e=h¥ |0z=D% (e1=0% |@1=0% |1=0% (o1=% |G@1=hS (=% |Ge1=D¥ |@=D% |m=h¥ (W=D | =0% | =D | =0F | o=0% | (=S | G=D% | &=D° | = | (=DF esoo:,




PC4

Data Set

77

110 | €000 | T60°0 | 6620 | ¥00°0 | 91T0 | T10°0 | 9¥0°0 | 810°0 | TE00 | OZT'0 | 6110 | TTT'0 | 8010 | 60T°0 | €010 | OIT'0 | €0T0 | £01°0 | 960°0 | 2010 | TIT'0 Jso10 WopUEY
[11°0 | S0U0 | T60°0 | SL0°0 | 810°0 | 60T0 | bT0'0 | ¥80°0 | 9€0°0 | 980°0 | TIT'0 | OIT'0 | TIT0 | KOI'0 | SOT0 | 660°0 | 901°0 | 660°0 | 00T°0 | T60°0 | 600 | 800 peeqdug
660°0 | TOT°0 | T60°0 | ¥T0°0 | €S0°0 | 9L0°0 | €50°0 | LOT'0 | SLO0 | €L0°0 | G60°0 | 860°0 | 660°0 | 660°0 | 0010 | ¥60°0 | 0010 | ¥60°0 | #60°0 | 680°0 | ¥60°0 | 0010 201], TOISIO3(]
0000 | T00°0 | T60°0 | 000°0 | TSK0 | 000°0 | 6b¥°0 | 800°0 | 61€0 | €62°0 | 000°0 | 0000 | 000°0 | TT0°0 | 800°0 | ¥S0°0 | Z00°0 | VSO0 | €S0°0 | TOT°0 | ¥€0°0 | 100°0 NAS
911°0 | 80T°0 | 160°0 | SET0 | 0000 | €TT°0 | 800°0 | ¥80°0 | TIO0 | ¥0°0 | 9IT0 | STIO | 9TT°0 | 9010 | LOT'0 | T0T0 | 80T°0 | TOT0 | ¥0OT'0 | TG00 | 860°0 | TIT'0 dTN dosy
POT'0 | LITO | T60°0 | TIT'0 | 10070 | €60°0 | 800°0 | 19T°0 | ¥10°0 | $60°0 | SOT'0 | 9010 | KOT'0 | TOT'0 | €00 | 960°0 | €010 | 960°0 | ¥OT'0 | €80°0 | 060°0 | TIT'0 |foqustaN JsereaN 3
LVO'0 | 090°0 | T60°0 | €00°0 | €9T°0 | GE0'0 | 9ET0 | 00T'0 | LETO | 9TI'0 | TSO0 | 950°0 | LKO'0 | €L0°0 | 0L0°0 | SL0°0 | 890°0 | €L0°0 | £90°0 | 0600 | 980°0 | ¥SO'0 sakeq QAlEN
7800 | 160°0 | 160°0 | 600°0 | LIT'0 | SS0°0 | 9010 | €T1°0 | LET'0 | £60°0 | T80°0 | 180°0 | Z80°0 | T60°0 | [60°0 | L80°0 | Z60°0 | L80°0 | €80°0 | L30°0 | T60°0 | £80'0 | UOISSaIZaY onsiS0]
6110 | YOT'0 | Z60°0 | 88T°0 | 0T0°0 | €61°0 | LI00 | 0S0°0 | 920°0 | €££0°0 | SIT'0 | LT[0 | 8IT°0 | LOT'O | 801°0 | TOT'0 | 60T°0 | TOT'0 | TOT'0 | 960°0 | T0T°0 | 6OT'0 oy Az
860°0 | LOT'0 | T60°0 | ¥20°0 | OV0'0 | 6S0°0 | THO'0 | 8ET'0 | T90°0 | 680°0 | 860°0 | L60°0 | 860°0 | 660°0 | 00T'0 | ¥60°0 | 0010 | ¥60°0 | 960°0 | $80°0 | 160°0 | ¥0T'0 VI10S
€000 | T0T°0 | 160°0 | TE0'0 | THO'0 | $80°0 | SKO0 | 00T'0 | ¥90°0 | 890°0 | TOT'0 | T0T0 | €0T°0 | TOT0 | T0I'0 | 960°0 | TOT'0 | 960°0 | S60°0 | 060°0 | $60°0 | 010 (Vaa) NNd

SIANJISSeL)
@=DS [1=0¥ [0e=0% fer=0% [o1=DS |(u=D¥ (91=0% |s1=D |(1=05 |(er=DS |@=D |(1=DS (or=D® | (=05 | (@=DS | (=0 | 0=DS | (s=05 | =0 | (e=DS | (e=0F | (=D 5&5




PC5

Data Set

78

9p1°0 | 860°0 | 0600 | ¥8T'0 | €00°0 | TETO | ¥PO0 | 950°0 | TS0°0 | 8500 | SPTO | ¥¥I'0 | 9FT0 | ¥II0 | FITO | 8OI'0 | STTO | 8010 | 9010 | TOT'0 | 80T°0 | €110 15210 WOPUEY |1
LIT0 | £60°0 | 0600 | 6010 | #70°0 | TET'0 | $90°0 | 080°0 | vLO0 | 690°0 | 9TT0 | 9110 | LIT0 | SOT'0 | #0T0 | 660°0 | SOTO | 660°0 | L60°0 | $60°0 | 0010 | €010 yeerdung o1
9z1°0 | 1010 | 0600 | THI'0 | STO0 | T¥T°0 | €60°0 | 080°0 | ¥90°0 | 990°0 | STI0 | ¥TI'0 | 9TT0 | LOT'0 | 8OT0 | 100 | 80T0 | TOI'0 | TOT0 | $60°0 | T0T0 | 6010 9317, uoIsIA(]| 6
0000 | 2000 | 0600 | 0000 | STE0 | 0000 | TBTO | €00°0 | 99T°0 | LST'0 | 0000 | 0000 | 0000 | TTO0 | 800°0 | #90°0 | TOO'0 | ¥90°0 | £90°0 | OTT'0 | ¥90°0 | 100°0 WAS| 8
POT0 | SO0 | 060°0 | SLO0 | TSO0 | £80°0 | T90°0 | 9010 | 8L0°0 | $80°0 | €010 | €00 | ¥OT0 | 0010 | TOT0 | $60°0 | TOTO | $60°0 | 960°0 | 980°0 | £60°0 | SOT'0 dTIN doidy| £
860°0 | 110 | 060°0 | 080°0 | ¥20°0 | TO0°0 | T#0°0 | TPT'0 | ¥90°0 | 860°0 | TOT°0 | €01°0 | 660°0 | L60°0 | €0T°0 | £60°0 | €01°0 | €60°0 | TOT°0 | ¥LO0 | 880°0 | FIT'0 |10QUSION ISarEIN 3| 9
PPO0 | 6L0°0 | 0600 | ¥T0°0 | TOZO | 950°0 | OFT0 | GO0 | LET0 | 9LT'0 | SPO0 | SKO'0 | ¥PO0 | 080°0 | 9LO0 | LLOO | 9L0°0 | LLOO | PLOTO | S80°0 | T80°0 | 890°0 safeq aneN] ¢
GRO0 | 1800 | 060°0 | 910°0 | S81°0 | 8€0°0 | 8TI'0 | SIT0 | TELO | SII'0 | 6700 | 0SO0 | 6700 | T80°0 | 6LO°0 | 8LO0 | 080°0 | 8L0°0 | SLO0 | €80°0 | 180°0 | £L0°0 | uoIssaiZay s30T
9Z1°0 | LIT'0 | 96070 | €9T°0 | 00070 | 80T°0 | SE0°0 | €0I°0 | SS0°0 | 690°0 | 9TI'0 | 8TI'0 | STI'0 | LOI'0 | TTT°0 | TOT°0 | TTT°0 | TOT°0 | SOT°0 | L80°0 | 0010 | LIT0 oy Azznyg) ¢
880°0 | 960°0 | 0600 | 8¥0°0 | €60°0 | 9L0°0 | S80°0 | €010 | 860°0 | 060°0 | 880°0 | L80°0 | 880°0 | S60°0 | S60°0 | 060°0 | 9600 | 0600 | 880°0 | L80°0 | 1600 | ¥60°0 VIOS| T
Z0T°0 | TOT'0 | 06070 | 000 | 8S0°0 | 88070 | 990°0 | €0I°0 | 280°0 | S80°0 | TOI'0 | TOI'0 | TOT°0 | 001°0 | 00T°0 | ¥60°0 | 1010 | ¥60°0 | ¥60°0 | L80°0 | €60°0 | ZOT0 (Vaa NNd| 1

SIATJISSE[)
(z=0® [12=0% |0z=0% [e1=0% (@1=0% |(1=0® |o1=D% |@1=D% (#1=D% |(e1=D® |@1=0% |m1=0% [o1=D% | (6=D% | (8=DS | c=0® | (s=D% | (=D | (+=D% | (e=0% | (e=0F | (1=nS @oao?




[1]

[2]

[3]

[4]

[5]

REFERENCES

B. Turhan, A. Tosun, and A. Bener, “Empirical evaluation of mixed-project defect
prediction models,” in 37th EUROMICRO Conference on Software Engineering
and Advanced Application, Oulu, Finland, 2011, pp. 396-403.

D. Lo, SC. Khoo, J. Han, and C. Liu, Mining Software specifications:
methodologies and applications, Boca Raton, FL, USA: Chapman and Hall/CRC
Press, 2011, pp 1-15.

M. Shepperd, D. Bowes, and T. Hall, “Researcher bias: The use of machine
learning in Software defect prediction,” IEEE Transactions on Software
Engineering, vol. 40, no. 6, pp. 603-616, 2014.

S. Lessmann, S. Member, B. Baesens, C. Mues, S. Pietsch, “Benchmarking
classification models for Software defect prediction: A proposed framework and
novel findings,” IEEE Transactions on Software Engineering, vol. 34, no. 4, pp.
485-496, 2008.

L. Madeyski, and M. Jureczko, “Which process metrics can significantly improve
defect prediction models? An empirical study,” Software Quality Journal, vol. 23,

no. 3, pp. 393-422, 2014.

79



[6]

[7]

[8]

[9]

[10]

[11]

[12]

M. D’Ambros, M. Lanza, and R. Robbes, "Evaluating defect prediction
approaches: a benchmark and an extensive comparison,” Empirical Software
Engineering, vol. 17, no. 4-5, pp. 531-577, 2011.

R. S. Wahono, N. S. Herman, and S. Ahmad, "A comparison framework of
classification models for software defect prediction,” Advanced Scientific
Letters, vol. 20, no. 10-11, pp. 1945-1950, 2014.

I. Myrtveit, E. Stensrud, and M. Shepperd, "Reliability and validity in comparative
studies of software prediction models,” IEEE Transactions on Software
Engineering, vol. 31, no. 5, pp. 380-391, 2005.

T. Hall, S. Beecham, D. Bowes, D. Gray, and S. Counsell, "A systematic literature
review on fault prediction performance in software engineering,” IEEE
Transactions on Software Engineering, vol. 38, no. 6, pp. 1276-1304, 2012.

H. Wang, T. M. Khoshgoftaar, and Q. Liang, "A study of software metric selection
techniques: stability analysis and defect prediction model
performance,” International Journal on Artificial Intelligence Tools, vol. 22, no.
05, pp. 1360010, 2013.

I. Myrtveit and E. Stensrud, "Validity and reliability of evaluation procedures in
comparative studies of effort prediction models,"” Empirical Software
Engineering, vol. 17, no. 1-2, pp. 23-33, 2012.

D. M. Powers, "Evaluation: from precision, recall and F-measure to ROC,
informedness, markedness and correlation,” Journal of Machine Learning

Technologies, vol. 2, no. 1, pp. 37-63, 2011.

80



[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

A. Vesra, " A study of various static and dynamic metrics for open source software,"
International Journal of Computer Applications, vol. 122, no. 10, 2015.

S. Wang and X. Yao, "Using class imbalance learning for software defect
prediction,” IEEE Transactions on Reliability, vol. 62, no. 2, pp. 434-443, 2013.
M. Shepperd, Q. Song, Z. Sun, and C. Mair. NASA MDP Software Defects Data
Sets. [Online]. Available: figshare.com.

B. Clark, and D. Zubrow, "How good is the software: a review of defect
prediction techniques,” Sponsored by the US department of Defense, Carnegie
Mellon University, 2001.

N. Fenton, and M. Neil, "A critique of software defect prediction models,” IEEE
Transactions on Software Engineering, vol. 25, no. 5, pp. 675-689, 1999.

N. Fenton and N. Ohlsson, "Quantitative analysis of faults and failures in a
complex software system," IEEE Transactions on Software Engineering, vol. 26,
no. 8, pp. 797-814, 2000.

C. R. Pandian, Software metrics: A guide to planning, analysis, and application.
2003, Boca Raton, FL, USA: Chapman and Hall/CRC Press, 2003.

J. Radatz, A. Geraci, and F. Katki, IEEE standard glossary of software
engineering terminology, IEEE Std, 1990, 610.12-1990.

N. Fenton and J. Bieman, Software metrics: a rigorous and practical approach, 3™
ed., Boca Raton, FL, USA: Chapman and Hall/CRC Press, 2014.

N. Fenton and B. Kitchenham, "Validating software measures,” Software Testing,

Verification and Reliability, vol. 1, no. 2, pp. 27-42, 1991.

81



[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

C. Andersson, "A replicated empirical study of a selection method for software
reliability growth models,” Empirical Software Engineering, vol. 12, no. 2, pp.
161, 2007.

L. J. White, "The importance of empirical work for software engineering
papers,” Software Testing, Verification and Reliability, vol. 12, no. 4, pp. 195-196,
2002.

G. Forman and M. Scholz, "Apples-to-apples in cross-validation studies: pitfalls in
classifier ~ performance measurement,” ACM SIGKDD Explorations
Newsletter, vol. 12, no. 1, pp. 49-57, 2010.

M. Lanza, and R. Marinescu, Object-oriented metrics in practice: using software
metrics to characterize, evaluate, and improve the design of object-oriented
systems, 2007: Springer Science & Business Media.

D. C. Ince, L. Hatton, and J. Graham-Cumming, "The case for open computer
programs,” Nature, vol. 482, no. 7386, pp. 485, 2012.

B. Kitchenham, "What’s up with software metrics?-A preliminary mapping
study," Journal of systems and software, vol. 83, no. 1, pp. 37-51, 2010.

A. Oram, and G. Wilson, Making software: What really works, and why we
believe it, Sebastopol, CA: O'Reilly Media, Inc., 2010.

D. H. Bowes, "Factors Affecting the Performance of Trainable Models for
Software Defect Prediction”, in School of Computer Sciences, University of

Hertfordshire, 2013.

82



[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

[39]

T. M. Khoshgoftaar, K. Gao, A. Napolitano, and R. Wald, "A comparative study
of iterative and non-iterative feature selection techniques for software defect
prediction,” Information Systems Frontiers, vol. 16, no. 5, pp. 801-822, 2014.

M. R. Berthold, "A probabilistic extension for the DDA algorithm," in IEEE
International Conference on Neural Networks, Washington, DC, USA, 1996, vol.
1, pp. 341-346.

J. Herrero, A. Valencia, and J. Dopazo, "A hierarchical unsupervised growing
neural network for clustering gene expression patterns,” Bioinformatics, vol. 17,
no. 2, pp. 126-136, 2001.

H. Enderton and H. B. Enderton, A mathematical introduction to logic, San Diego,
CA : Academic Press, 2001.

D. R. Cox, "The regression analysis of binary sequences,” Journal of the Royal
Statistical Society: Series B (Methodological), vol. 20, no. 2, pp. 215-232, 1958.
R. Stuart and N. Peter, "Artificial intelligence: a modern approach,” Upper Saddle
River, NJ, USA: Prentice Hall, 2003.

B. V. Dasarathy, "Nearest neighbor ({NN}) norms:{NN} pattern classification
techniques," IEEE computer society press, 1991.

M. Riedmiller and H. Braun, "A direct adaptive method for faster backpropagation
learning: The RPROP algorithm,” in IEEE International Conference on Neural
Networks, San Francisco, CA, USA, 1993, pp. 586-591.

J. C. Platt, "12 fast training of support vector machines using sequential minimal

optimization," Advances in kernel methods, pp. 185-208, 1999.

83



[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

S. S. Keerthi, S. K. Shevade, C. Bhattacharyya, and K. R. K. Murthy,
"Improvements to Platt's SMO algorithm for SVM classifier design,” Neural
computation, vol. 13, no. 3, pp. 637-649, 2001.

J. R. Quinlan, C4.5: programs for machine learning, San Mateo, CA: Morgan
Kaufmann Publishers, 2014.

J. Shafer, R. Agrawal, and M. Mehta, "SPRINT: A scalable parallel classifer for
data mining," in Proceedings International Conference of Very Large Data Bases,
Bombay, India, 1996, pp. 544-555.

L. Breiman, J. H. Friedman, R. A. Olshen, and C. J. Stone, "Classification and
Regression Trees," The Wadsworth Statistics and Probability Series, Belmont,
CA: Wadsworth, pp. 356, 1984.

W. Y. Loh, "Classification and regression trees," Wiley Interdisciplinary Reviews:
Data Mining and Knowledge Discovery, vol. 1, no. 1, pp. 14-23, 2011.

Y. Peng, G. Kou, G. Wang, W. Wu, and Y. Shi, "Ensemble of software defect
predictors: an AHP-based evaluation method," International Journal of
Information Technology & Decision Making, vol. 10, no. 01, pp. 187-206, 2011.
Y. Jiang, B. Cukic, and Y. Ma, "Techniques for evaluating fault prediction
models," Empirical Software Engineering, vol. 13, no. 5, pp. 561-595, 2008.

M. Vihinen, "How to evaluate performance of prediction methods? Measures and
their interpretation in variation effect analysis," BMC genomics, vol. 13, no. 4, pp.

S2,2012. DOI. 10.1186/1471-2164-13-S4-S2.

84



[48]

[49]

[50]

[51]

[52]

[53]

[54]

[55]

[56]

[57]

[58]

C. Ferri, J. Hernandez-Orallo, and R. Modroiu, "An experimental comparison of
performance measures for classification,” Pattern Recognition Letters, vol. 30, no.
1, pp. 27-38, 2009.

M. W. Evans and J. J. Marciniak, Software quality assurance and management,
New York, NY: Wiley, 1987.

A. Abran, Software metrics and software metrology, John Wiley & Sons, 2010.

A. Abran, Software metrics need to mature into software metrology
(recommendations) in NIST Workshop on Advancing Measurements and Testing
for Information Technology (IT), Maryland, USA, Oct 26-27, 1998.

N. Fenton, "Software measurement: A necessary scientific basis," IEEE
Transactions on software engineering, vol. 20, no. 3, pp. 199-206, 1994.

H. Zuse, Software complexity. NY, USA: Walter de Cruyter, 1991.

F. S. Roberts, Measurement theory. Cambridge University Press, 1985.

L. Finkelstein, and M. Leaning, "A review of the fundamental concepts of
measurement,” Measurement, vol. 2, no. 1, pp. 25-34, 1984.

B. Daneshvar Rouyendegh, "The DEA and intuitionistic fuzzy TOPSIS approach
to departments' performances: a pilot study,” Journal of Applied Mathematics, vol.
2011, 2011. DOI:10.1155/2011/712194.

T. L. Saaty, "Decision making with the analytic hierarchy process," International
journal of services sciences, vol. 1, no. 1, pp. 83-98, 2008.

T. L. Saaty, The analytical hierarchy process. New York, USA: McGraw-Hill,

1980.

85



[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

S. Kubler, J. Robert, W. Derigent, A. Voisin, and Y. Le Traon, "A state-of the-art
survey & testbed of fuzzy AHP (FAHP) applications,” Expert Systems with
Applications, vol. 65, pp. 398-422, 2016.

B. D. Rouyendegh and T. Erkart, "Selection Of Academic Staff Using The Fuzzy
Analytic Hierarchy Process(FAHP): A Pilot Study,” Tehnicki vjesnik, vol. 19, no.
4, pp. 923-929, 2012.

M. Z. Naghadehi, R. Mikaeil, and M. Ataei, "The application of fuzzy analytic
hierarchy process (FAHP) approach to selection of optimum underground mining
method for Jajarm Bauxite Mine, Iran,” Expert Systems with Applications, vol. 36,
no. 4, pp. 8218-8226, 2009.

L. A. Zadeh, "Fuzzy sets,” Information and control, vol. 8, no. 3, pp. 338-353,
1965.

G. Kabir and M. A. A. Hasin, "Comparative analysis of AHP and fuzzy AHP
models for multicriteria inventory classification,” International Journal of Fuzzy
Logic Systems, vol. 1, no. 1, pp. 1-16, 2011.

P. J. Van Laarhoven and W. Pedrycz, "A fuzzy extension of Saaty's priority
theory," Fuzzy sets and Systems, vol. 11, no. 1-3, pp. 229-241, 1983.

J. Harding, E. A. Walker, and C. L. Walker, The Truth Value Algebra of Type-2
Fuzzy Sets: Order Convolutions of Functions on the Unit Interval. Boca Raton, FL,
USA: Chapman and Hall/CRC Press, 2016.

N. Nenkov and I. Ibryam, "A survey of the open source platforms Rapidminer and

Konstanz Information Miner (KNIME) for data processing, analysis and

86



[67]

[68]

[69]

[70]

[71]

[72]

[73]

mining," Proceedings of Pedagogical College, Dobrich, Bulgaria, 2013, pp. 124-
129.

M. R. Berthold, N. Cebron, F. Dill, T. R. Gabriel, T. Kétter, T. Meinl, P. Ohl, K.
Thiel, B. Wiswedel, "KNIME-the Konstanz information miner: version 2.0 and
beyond,” ACM SIGKDD explorations Newsletter, vol. 11, no. 1, pp. 26-31, 2009.
D. Rodriguez, 1. Herraiz, R. Harrison, J. Dolado, and J. C. Riquelme, "Preliminary
comparison of techniques for dealing with imbalance in software defect prediction,”
in Proceedings of the 18th International Conference on Evaluation and Assessment
in Software Engineering, London, United Kingdom, 2014, pp. 43.

M. Shepperd, C. Qinbao Song, C. Zhongbin Sun, and C. Mair, "Data Quality: Some
Comments on the NASA Software Defect Datasets,” IEEE Transactions on
Software Engineering, vol. 39, no. 9, pp. 1208-1215, 2013. DOI:
10.1109/TSE.2013.11.

W. Fan, F. Geerts, X. Jia, "A Revival of Integrity Constraints for Data
Cleaning", Proceedings VLDB Endowment, Auckland, New Zealand, 2008, vol. 1,
no. 2, pp. 1522-1523.

J. J. Buckley, "Fuzzy hierarchical analysis," Fuzzy sets and systems, vol. 17, no. 3,
pp. 233-247, 1985.

B. Schott and T. Whalen, "Nonmonotonicity and discretization error in fuzzy rule-
based control using COA and MOM defuzzification," in Proceedings of IEEE 5th
International Fuzzy Systems, New Orleans, LA, USA, 1996, vol. 1, pp. 450-456.
Y. Kastro and A. B. Bener, "A defect prediction method for software

versioning," Software Quality Journal, vol. 16, no. 4, pp. 543-562, 2008.

87



[74]

[75]

[76]

T. Menzies, J. Greenwald, and A. Frank, "Data mining static code attributes to learn
defect predictors,” IEEE Transactions on Software Engineering, no. 1, pp. 2-13,
2007.

T. M. Khoshgoftaar, N. Seliya, and N. Sundaresh, "An empirical study of predicting
software faults with case-based reasoning,” Software Quality Journal, vol. 14, no.
2, pp. 85-111, 2006.

C. Catal and B. Diri, "Investigating the effect of dataset size, metrics sets, and
feature selection techniques on software fault prediction problem,” Information

Sciences, vol. 179, no. 8, pp. 1040-1058, 2009.

88



