
 

 © JVE INTERNATIONAL LTD. VIBROENGINEERING PROCEDIA. APR 2018, VOL. 17. ISSN 2345-0533 107 

Monitoring cantilever beam with a vision-based 
algorithm and smartphone 

Mehmet Sefa Orak1, Turgut Ozturk2 
Istanbul Technical University, Istanbul, Turkey 
1Corresponding author 
E-mail: 1orakm@itu.edu.tr, 2ozturkturg@itu.edu.tr 
Received 1 April 2018; accepted 11 April 2018 
DOI https://doi.org/10.21595/vp.2018.19873 

Abstract. The study presented in this manuscript deals with a non-contact structural health 
monitoring approach based on the use of smartphone and computer vision algorithm to estimate 
the vibrating characteristics of a cantilever slender beam. We hypothesize that the vibration of the 
beam can be captured using a smartphone in slow-motion modality and the natural frequency of 
the beam can be extracted using a computer vision algorithm. The results show an excellent 
agreement between the conventional contact method and the non-contact novel approach proposed 
here. 
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1. Introduction 

In the present paper, we propose an alternative approach based on structural dynamics and the 
non-contact detection of vibration modes using a smartphone camera in slow motion mode. The 
approach promises to replace some structural health monitoring approaches currently based on the 
non-contact measurement of dynamic parameters by means of sophisticated laser vibrometers 
[1, 2] or more conventional accelerometers. The adoption of high-speed cameras is being eased 
by cost-reduction and by the rapid developments in image processing. Some recent studies 
demonstrated that high-speed cameras can capture the modal characteristics of some structures 
using advanced image processing techniques [3-13]. Some of these works mostly use phase-based 
video motion processing algorithm [11, 14] and video motion magnification technique  
[3-8, 11-13]. These image processing algorithms need to know the frequency range as an input to 
identify the modal shapes and corresponding frequencies. Lately, this algorithm has been modified 
in order to achieve blind identification process [13, 15]. This technique analyzes the frames of any 
video with a multi-scale image processing method to extract the local pixel phases in order to get 
the local structural vibrations by using spatiotemporal filters applied as in the phase-based 
algorithm. All of these image processing algorithms require complex image transformations and 
may be computationally expensive. In addition, they work better with high-end cameras that 
provide high contrast images. 

A viable alternative is provided by the multi-threshold technique [16] in which a small number 
of pixels within a pre-defined region of interest (ROI) is used to identify the vibration 
characteristics of a given structure. The method tracks subpixel movements of objects in a video 
scene and obtains the main frequency of vibration of the objects. The algorithm is based on the 
analysis of the luminance variation between two consecutive frames of the sequence. Therefore, 
no initial guess about the object shape or the movement frequency is needed [16]. In the study 
presented in this paper, we implemented this technique with MATLAB [17] to extract the natural 
frequency of a stainless-steel cantilever beam. 

The novelty of the present paper is quite significant to validate the local multi-threshold video 
processing method in practical use to determine the natural frequency of the civil engineering 
structures. In this study, our aim is to investigate the natural frequency of a cantilever slender steel 
beam using a smartphone camera. In contrast to existing studies in the literature [8, 10-12, 15, 19], 
which use high cost, high fps camera to identify the vibration characteristics, we used only mobile 
phone camera to show that mobile phone camera can be used as a visual vibrometer by using 
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specific video processing algorithm.  

2. Experimental setup 

We tested 41.34 mm×10.12 mm×1402 mm and made of Type 416 steel beam in the 
experiments. We try to define the vibration characteristics of this cantilever slender beam with 
using smartphone camera. The mechanical and the geometric properties of the specimens are listed 
in Table 1. Experiment setup consists of test beam with attached PCB 356B08 type accelerometer 
on the top of the beam as seen in Fig. 1. The smartphone is attached to the tripod as a fixed 
condition to decrease the noise in the video recordings. Test beam was excited by hammer and the 
motion was recorded by oscilloscope and smartphone to validate the results. 

  
Fig. 1. Photo of the experimental setup 

The local multi-threshold technique [16] was applied to extract the natural frequencies of 
vibration of the beam. The ROI shown in Fig. 2 was considered and consisted of a squared frame 
made of 15×15 pixels. The pixel size was 1.4 µm. The maximum and minimum luminance in the 
area was determined and a total of 8 thresholds have been applied thus producing 8 binarized 
sequences. A temporal signal was obtained for each sequence and the Fourier transform of each 
signal was computed. By averaging the frequencies obtained from the 8 thresholder levels, the 
main frequency peak of the vibrating beam in the considered ROI was obtained. The Samsung 
Note 8 Smartphone was used in this experiment and it can enable recording videos at 240 fps with 
720p resolution.  

  
Fig. 2. Cantilever steel beam and frame example with ROI 
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Table 1. Geometric and mechanical properties of the beam tested in this study 
Material 416 steel 
Length (mm) 1402 
Free length  (mm) 1207 
Cross-section (mm2) 10.12×41.34 
Young’s modulus  (GPa) 200 
Density  (kg/m3) 7750 
Poisson’s ratio 0.28 
Yield stress  (MPa) 276 
The coefficient of thermal expansion  (m/m°C) 9.9×10-6 

3. Results 

Fig. 3 shows the accelerometer readings and the corresponding FFTs. The FFT reveal the 
frequencies of the first three modes: 4.95 Hz, 30.66 Hz, and 85.37 Hz. Also, analytic frequencies 
calculated by using classical structural dynamics concepts [18] to validate accelerometer readings 
which are 4.90 Hz, 30.7 Hz, and 85.97 Hz. It can be easily seen that experimental data and 
analytical prediction are in good agreement. 

  
Fig. 3. Accelerometer reading and corresponding Fast Fourier Transform 

The results of the image processing are presented in Fig. 4. As the frame rate was 240 Hz the 
graphs extend to 120 Hz, corresponding to the Nyquist frequency of the videos. The graphs show 
the clear presence of the first mode. The empirical value of 4.70 Hz match very well the values 
determined by the accelerometer. 

 
Fig. 4. Frequency of vibration of the beam as measured with the vision-based algorithm 

4. Conclusions 

In this article, a study about the use of a smartphone to capture some vibration characteristics 
of cantilever slender beam was presented. One slender cantilever beam was triggered by using a 
hammer and recorded with a conventional accelerometer attached to the beam and a smartphone 
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operating at 240 frames per second. The results of the experiments clearly demonstrated that the 
new non-contact method can be reliably replace conventional accelerometers as the frequency 
found with both methods matched very well. The results also proved that the combined use of a 
smartphone and the proposed imaging algorithm can be used as a non-contact monitoring 
technique. As such, the proposed non-destructive non-contact evaluation method may be 
considered in the future, after proper research and development, for the field measurement of 
frequency. 

The main advantage of a smartphone is the versatility: a typical user-end camera is a device 
limited to capture videos but then these videos must be transferred to a computer for further 
analysis. Future studies shall validate the repeatability of the proposed methodology and improve 
the image processing algorithm in order to be embeddable in the smartphones for rapid field 
assessment of critical infrastructures. 
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