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# The Characterization of Symmetric Primitive Matrices with Exponent $n-2$ 
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#### Abstract

In this paper the symmetric primitive matrices of order $n$ with exponent $n-$ 2 are completely characterized by applying a combinatorial approach, i.e., mathematical combinatorics ([7]).
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## §1. Introduction

An $n \times n$ nonnegative matrix $\boldsymbol{A}=\left(a_{i j}\right)$ is said to be primitive if $\boldsymbol{A}^{k}>0$ for some positive integer $k$. The least such $k$ is called the exponent of the matrix $\boldsymbol{A}$ and is denoted by $\gamma(\boldsymbol{A})$.

Suppose that $S E_{n}=\{\gamma(\boldsymbol{A}): \boldsymbol{A}$ is a symmetric and primitive $n \times n$ matrix $\}$ be the exponent set of $n \times n$ symmetric primitive matrices. In 1986, J.Y.Shao ${ }^{[1]}$ proved $S E_{n}=$ $\{1,2, \cdots, 2 n-2\} \backslash S$, where $S$ is the set of all odd numbers among $\{n, n+1, \cdots, 2 n-2\}$ and gave the characterization of the matrix with exponent $2 n-2$. In 1990, B.L.Liu et al ${ }^{[2]}$ gave the characterization of the matrix with exponent $2 n-4$. In 1991, G.R.Li et al ${ }^{[3]}$ obtained the characterization with exponent $2 n-6$. In 1995, J.L.Cai et al ${ }^{[4]}$ derived the complete characterization of symmetric primitive matrices with exponent $2 n-2 r(\geqslant n)$ which is a generalization of the results in $[1,2,3]$, where $r=1,2,3$, respectively. In 2003, J.L.Cai et al ${ }^{[5]}$ derived the complete characterization of symmetric primitive matrices with exponent $n-1$. However, there are no results regarding the characterization of symmetric primitive matrices of exponent $n-1$. The purpose of this paper is to go further into the problem and give the complete characterization of symmetric primitive matrices with exponent $n-2$ by applying a combinatorial approach, i.e., mathematical combinatorics ([7]).

The associated graph of symmetric matrix $\boldsymbol{A}$, denoted by $G(\boldsymbol{A})$, is a graph with a vertex set $V(G(\boldsymbol{A}))=\{1,2, \cdots, n\}$ such that there is an edge from $i$ to $j$ in graph $G(\boldsymbol{A})$ if and only if $a_{i j}>0$. Hence $G(\boldsymbol{A})$ may contain loops if $a_{i i}>0$ for some $i$. A graph $G$ is called to be

[^0]primitive if there exists an integer $k>0$ such that for all ordered pairs of vertices $i, j \in V(G)$ (not necessarily distinct), there is a walk from $i$ to $j$ with length $k$. The least such $k$ is called the exponent of $G$, denoted by $\gamma(G)$. Clearly, a symmetric matrix $\boldsymbol{A}$ is primitive if and only if its associated graph $G(\boldsymbol{A})$ is primitive. And in this case, we have $\gamma(\boldsymbol{A})=\gamma(G(\boldsymbol{A}))$. By this reason as above, we shall employ graph theory as a major tool and consider $\gamma(G(\boldsymbol{A}))$ to prove our results.

Terminologies and notations not explained in this paper are referred to the reference [6].

## §2. Some Lemmas

In the following, we need the conception of the local exponent, i.e., the exponent from vertex $u$ to vertex $v$, denoted by $\gamma(u, v)$, is the least integer $k$ such that there exists a walk of length $m$ from $u$ to $v$ for all $m \geqslant k$. We denote $\gamma(u, u)$ by $\gamma(u)$ for convenience.

Lemma $2.1([1]) \quad$ A undirected graph $G$ is primitive if and only if $G$ is connected and has odd cycles.

Lemma 2.2([1]) If $G$ is a primitive graph, then

$$
\gamma(G)=\max _{u, v \in V(G)} \gamma(u, v)
$$

Lemma 2.3([2]) Let $G$ be a primitive graph, and let $u, v \in V(G)$. If there are two walks from $u$ to $v$ with lengths $k_{1}$ and $k_{2}$, respectively, where $k_{1}+k_{2} \equiv 1(\bmod 2)$, then

$$
\gamma(u, v) \leqslant \max \left\{k_{1}, k_{2}\right\}-1
$$

Suppose that $P_{\min }(u, v)$ is a shortest path between $u$ and $v$ in $G$ with the length $d_{G}(u, v)=$ $\left|P_{\min }(u, v)\right|$, called the distance between $u$ and $v$ in $G$. The diameter of $G$ is defined as

$$
\operatorname{diam}(G)=\max _{u, v \in V(G)} d_{G}(u, v)
$$

Suppose that $P_{\min }\left(G_{1}, G_{2}\right)$ is a shortest path between subgraphs $G_{1}$ and $G_{2}$ of $G$ with the length $d_{G}\left(G_{1}, G_{2}\right)=\left|P_{\min }\left(G_{1}, G_{2}\right)\right|$, called the distance between $G_{1}$ and $G_{2}$ in $G$. It is obvious that

$$
d_{G}\left(G_{1}, G_{2}\right)=\left|P_{\min }\left(G_{1}, G_{2}\right)\right|=\min \left\{\left|P_{\min }(u, v)\right| \mid u \in V\left(G_{1}\right), \quad v \in V\left(G_{2}\right)\right\}
$$

Let $u$ and $v$ be two vertices in $G$, an $(u, v)$-walk is said to be a different walk if the length of the walk and the distance between $u$ and $v$ have different parity. A shortest different walk is said to be a primitive walk, denoted by $W_{\text {rim }}(u, v)$ and its length by $b_{G}(u, v)$ or simply by $b(u, v)$.

Clearly, for any two vertices $u$ and $v$ in $G$, we have

$$
d_{G}(u, v)<b_{G}(u, v), \quad d_{G}(u, v)+b_{G}(u, v) \equiv 1(\bmod 2)
$$

Lemma 2.4([5]) Suppose that $G$ is a primitive graph and $u, v \in V(G)$, then we have
(a) $\gamma(u, v) \geqslant d_{G}(u, v)$;
(b) $\gamma(u, v) \equiv d_{G}(u, v)(\bmod 2)$;
(c) $\gamma(G) \geqslant \operatorname{diam}(G), \quad \gamma(G) \equiv \operatorname{diam}(G)(\bmod 2)$.

Lemma 2.5([5]) Suppose that $G$ is a primitive graph with order $n$. If there are $u, v \in V(G)$ such that $\gamma(u, v)=\gamma(G) \leqslant n$, then for any odd cycle $C$ in $G$ we have

$$
\left|V\left(P_{\min }(u, v)\right) \cap V(C)\right| \leqslant n-\gamma(G)
$$

where $P_{\min }(u, v)$ is the shortest path from $u$ to $v$ in $G$.
Lemma 2.6 Suppose that $G$ is a primitive graph, $u, v \in V(G)$, then

$$
\gamma(u, v)=b_{G}(u, v)-1
$$

Thus

$$
\gamma(G)=\max _{u, v \in V(G)} b_{G}(u, v)-1
$$

Proof Considering the definitions of $\gamma(u, v)$ and $b_{G}(u, v)$, there is no any $(u, v)$-walk with the length of $b_{G}(u, v)-2$. So $\gamma(u, v) \geqslant b_{G}(u, v)-1$.

On the other hand, for any natural number $k \geqslant b_{G}(u, v)-1$, from the shortest path $P_{\min }(u, v)$ we can make a walk of the length $k$ between $u$ and $v$ when $d_{G}(u, v)-k \equiv 0(\bmod 2)$; from the primitive walk $W_{\text {rim }}(u, v)$ we can make a walk of the length $k$ between $u$ and $v$ when $d_{G}(u, v)-k \equiv 1(\bmod 2)$. So $\gamma(u, v) \leqslant b_{G}(u, v)-1$.

Thus, we have $\gamma(u, v)=b_{G}(u, v)-1$. The last result is true by Lemma 2.2.
According to what is mentioned as above, for arbitrary $u, v \in V(G)$, a different walk of two vertices $u$ and $v$, denoted by $W(u, v)$, must relate to a cycle $C$ of $G$. In fact, the symmetric difference $P_{\min }(u, v) \Delta W(u, v)$ of $P_{\min }(u, v)$ and $W(u, v)$ must contain an odd cycle. Conversely, any odd cycle $C$ in $G$ can make a different walk $W(u, v)$ between $u$ and $v$ because of the connectivity of $G$. So we often write $W(u, v)=W(u, v, C)$. It is clear that for any $u, v \in V(G)$ there must be an odd cycle $C^{\prime}$ in $G$ such that

$$
b_{G}(u, v)=b_{G}\left(u, v, C^{\prime}\right)=\left|W_{\text {rim }}\left(u, v, C^{\prime}\right)\right|,
$$

then from Lemma 2.6 we have $\gamma(u, v)=\gamma\left(u, v, C^{\prime}\right)=b_{G}\left(u, v, C^{\prime}\right)-1$. The primitive walk can be write as

$$
W_{\text {rim }}(u, v)=W_{\text {rim }}\left(u, v, C^{\prime}\right)=P_{\min }\left(u, C^{\prime}\right) \cup P\left(C^{\prime}\right) \cup P_{\min }\left(C^{\prime}, v\right)
$$

where $P\left(C^{\prime}\right)$ is a corresponding segment of the odd cycle $C^{\prime}$ and

$$
\gamma(u, v)=\gamma\left(u, v, C^{\prime}\right)=d_{G}\left(u, C^{\prime}\right)+\left|P\left(C^{\prime}\right)\right|+d_{G}\left(C^{\prime}, v\right)-1
$$

Moreover, for any odd cycle $C$ in $G$ we have $b_{G}(u, v)=b_{G}\left(u, v, C^{\prime}\right) \leqslant b_{G}(u, v, C)$ and $\gamma(u, v)=\gamma\left(u, v, C^{\prime}\right) \leqslant \gamma(u, v, C)$. And if there is a vertex $w \in V\left(C^{\prime}\right)$ such that $P_{\min }\left(u, C^{\prime}\right)=$
$P_{\min }(u, w)$ and $P_{\min }\left(C^{\prime}, v\right)=P_{\min }(w, v)$ (i.e., $\left|P_{\min }\left(u, C^{\prime}\right) \cap P_{\min }\left(C^{\prime}, v\right) \cap V\left(C^{\prime}\right)\right|=1$ ), then the odd $C^{\prime}$ is called a primitive cycle between $u$ and $v$. In this time we have

$$
\gamma(u, v)=\gamma\left(u, v, C^{\prime}\right)=d_{G}(u, w)+d_{G}(w, v)+\left|C^{\prime}\right|-1
$$

Particularly, we put $b(u, C)=b(u, u, C), b(u)=b(u, u) ; \gamma(u, C)=\gamma(u, u, C), \gamma(u)=$ $\gamma(u, u)$ for convenience.

## §3. Constructions of Graphs

Firstly, we define two classes of graphs $\mathcal{M}_{n-2}$ and $\mathcal{N}_{n-2}$ as follows.
(3.1) The set of graphs( these dashed lines denote possible edges in a graph)

$$
\mathcal{M}_{n-2}=\mathcal{M}_{n-2}^{(1)} \cup \mathcal{M}_{n-2}^{(2)} \cup \mathcal{M}_{n-2}^{(3)} \cup \mathcal{M}_{n-2}^{(4)}
$$

where
$\mathcal{M}_{n-2}^{(1)}: n=m+2 t+2,(t \geqslant 1), 0 \leqslant i<\frac{m}{2}<j \leqslant m$.
If $\left\{x_{a} y_{a} \mid 1 \leqslant a \leqslant t-1\right\} \cap E(G) \neq \emptyset$, then $j=i+1$ and $m \equiv 1(\bmod 2)$. Otherwise, $j-i<m$


Fig.(1) $\mathcal{M}_{n-2}^{(1)}$


Fig.(2) $\mathcal{M}_{n-2}^{(2)}$ and $m \equiv 0(\bmod 2)$. See Fig.(1).

$$
\mathcal{M}_{n-2}^{(2)}: n=m+2 t+2,(t \geqslant 0), 0 \leqslant i<\frac{m}{2}<j \leqslant m
$$

Let $t \geqslant 1$ : If $\left\{x_{k} y_{k} \mid 1 \leqslant k \leqslant t\right\} \cap E(G) \neq \varnothing$, then $j=i+1 ;|a-b|=1$ when $\left\{w x_{a}, w y_{b}\right\} \subseteq E(G)(0 \leqslant a, b \leqslant t)$, there may be a loop at $w$ when $a=t$ or $b=t$. If $N_{G}(w)=\{x, y\}$ but not the case as above, $d(x, y)=2$. If $N_{G}(w)=\{x\}$ and $d_{G}\left(w, P_{u v}\right) \geqslant t$, there may be a loop at $w$; Otherwise, if $\left\{w x_{a}, w y_{b}\right\} \subseteq E(G)(0 \leqslant a, b \leqslant t)$, then $j=i+1$, $|a-b|=1$ or $j=i+2, a=b(m \neq 2)$ and there may be a loop at $w$ when $a=t$ or $b=t$. If $N_{G}(w)=\{x, y\}$ but not the case as above, $d(x, y)=2$. If $N_{G}(w)=\{x\}$ and $d_{G}\left(w, P_{u v}\right) \geqslant t$, there may be a loop at $w$. If there is not any loop at $w$ and $x=v_{s}$, then $i>1$ or $j<m$ when $s=\frac{m}{2}$.

Let $t=0$ : There are loops at $v_{i}$ and $v_{j}\left(0 \leqslant i<\frac{m}{2}<j \leqslant m\right)$, respectively, and no loop at $w$ but there is a loop $C$ such that $d_{G}(w, C)<\frac{m}{2}$. There may be loops at the other vertices. See Fig. (2).

$$
\mathcal{M}_{n-2}^{(3)}: n=m+2 t+2,(t \geqslant 1), 1 \leqslant i+1<\frac{m}{2}<j \leqslant m .
$$

$j-i<m$ when $m$ is an odd number; $j-i<m-1$ when $m$ is an even number; $j=i+2$ when $\left\{x_{a} y_{a+1} \mid 1 \leqslant a \leqslant t\right\} \cap E(G) \neq \emptyset$. See Fig.(3).


Fig.(3) $\mathcal{M}_{n-2}^{(3)}$
$\mathcal{M}_{n-2}^{(4)}: \quad n=m+2 t+2,(t \geqslant 0)$.
$t \geqslant 1: i=\frac{1}{2}(m-1)$. The set of possible chord edges in $C_{a b}=y_{b} y_{b+1} \cdots y_{t} w x_{t} \cdots x_{a+1}$ $x_{a} y_{b}$ is $\left\{x_{a} y_{b} \mid 0 \leqslant a, b \leqslant t, a=b(\neq 0)\right.$ or $\left.|a-b|=2\right\}$. There may be a loop at $w$ and $\left\{C_{a b} \mid a=b+2\right\} \cup\left\{C_{y}\right\} \neq \varnothing,\left\{C_{a b} \mid a=b-2\right\} \cup\left\{C_{x}\right\} \neq \varnothing$.
$t=0$ : If $i<\frac{1}{2}(m-1)$, then there are loops at $v_{y}\left(\frac{1}{2}(m-1)<y \leqslant m\right)$. If $i=\frac{1}{2}(m-1)$, then there are loops at $v_{x}$ and $v_{y}(0 \leqslant x \leqslant i<y \leqslant m)$. If $i>\frac{1}{2}(m-1)$, then there are loops at $v_{x}\left(0 \leqslant x \leqslant \frac{1}{2}(m-1)\right)$, there are loops at the other vertices.Fig.(4).
(3.2) The set of graphs

$$
\mathcal{N}_{n-2}=\mathcal{N}_{n-2}^{(1)} \cup \mathcal{N}_{n-2}^{(3)} \cup \cdots \cup \mathcal{N}_{n-2}^{(n-1)}, \quad n \equiv 0(\bmod 2)
$$

where the set of subgraphs

$$
\mathcal{N}_{n-2}^{(d)}, \quad 1 \leqslant d \leqslant n-1, \quad d \equiv 1(\bmod 2), \quad n \equiv 0(\bmod 2)
$$

is constructed in the following.
(1) Let $n=2 r+2$, take the copies $K_{r+2}^{c(0)}, K_{r+2}^{c(1)}, \cdots, K_{r+2}^{c(r-1)}$ of $r$ graphs $K_{r+2}^{c}$ of order $r+2$ (The complement of complete graph $K_{r+2}$ ) and a complete graph $K_{r+2}^{*(r)}$ with loop at each vertex. Make the join graph (the definition of join graph and the complement of graph are referred to [6]): $K_{r+2}^{c(i)} \vee K_{r+2}^{c(i+1)}, i=0,1, \cdots, r-2$ and $K_{r+2}^{c(r-1)} \vee K_{r+2}^{*(r)}$. Constructing a new graph $K$ as follows:

$$
\begin{aligned}
K & =\bigcup_{i=0}^{r-2}\left(K_{r+2}^{c(i)} \vee K_{r+2}^{c(i+1)}\right) \bigcup\left(K_{r+2}^{c(r-1)} \vee K_{r+2}^{*(r)}\right) \\
& =\underbrace{K_{r+2}^{c(0)} \vee K_{r+2}^{c(1)} \vee \cdots \vee K_{r+2}^{c(r-1)}}_{r K_{r+2}^{c} ’ s} \vee K_{r+2}^{*(r)} .
\end{aligned}
$$



Fig.(5) The graph $K$ with $r=4$
Suppose that the vertex sets of the graphs $K_{r+2}^{c(0)}, K_{r+2}^{c(1)}, \cdots, K_{r+2}^{c(r-1)}$ and $K_{r+2}^{*(r)}$ in order are

$$
V^{(j)}=\left\{u_{i, j} \mid i=1,2, \cdots, r+2\right\}, \quad j=0,1, \cdots, r
$$

then

$$
V(K)=V^{(0)} \cup V^{(1)} \cup \cdots \cup V^{(r-1)} \cup V^{(r)}
$$

Fig.(5) shows a graph $K$ with $r=4$.
For $d: 1 \leqslant d \leqslant 2 r+1, d \equiv 1(\bmod 2)$ given,take a path $P_{t}=u_{1,0} u_{1,1} \cdots u_{1, t}$ of length $t=r-\frac{1}{2}(d-1)$ in $K$ and an odd cycle $C_{d}=u_{1, t} u_{1, t+1} \cdots u_{1, r-1} u_{1, r} u_{2, r} u_{2, r-1} \cdots u_{2, t+1} u_{1, t}$ of length $d$. Constructing a subgraph $K_{(d)}$ of $K$ as follows

$$
K_{(d)}=P_{t} \cup C_{d}, \quad 1 \leqslant d \leqslant 2 r+1, \quad d \equiv 1(\bmod 2)
$$

which is called a structure subgraph. The subgraph in black lines in Fig.(5) shows $K_{(5)}(r=4)$.
(2) Let the set of vertex-induced subgraph of order $n$ containing $K_{(d)}$ of $K$ be $\mathcal{K}^{(d)}$ where $1 \leqslant d \leqslant 2 r+1, d \equiv 1(\bmod 2)$, and for any graph $N \in \mathcal{K}^{(d)}$ let the spanning subgraph containing $K_{(d)}$ of $N$ be $N_{(d)}$, now we construct the set of graphs $\mathcal{N}^{(d)}$ as follows:

$$
\mathcal{N}^{(d)}=\left\{N_{(d)} \mid N \in \mathcal{K}^{(d)}\right\}, \quad 1 \leqslant d \leqslant 2 r+1, \quad d \equiv 1(\bmod 2)
$$

(3) Let the set of the graph $N_{(d)} \in \mathcal{N}^{(d)}$ satisfying the following conditions be

$$
\mathcal{N}_{n-2}^{(d)}, \quad 1 \leqslant d \leqslant n-1, \quad d \equiv 1(\bmod 2), \quad n=2 r+2:
$$

(i) $\operatorname{diam}\left(N_{(d)}\right) \leqslant n-2$;
(ii) For $d^{\prime}>d, N_{(d)}$ has no the subgraph $K_{\left(d^{\prime}\right)}$ to be the structure subgraph of $N_{(d)}$;
(iii) For the vertex $x \in N=N_{(d)}$ with $d_{N}\left(x, C_{d}\right)>t$, there must be odd cycle $C$ such that $2 d_{N}(x, C)+|C| \leqslant n-1$.

## §4. Main Results

Theorem 4.1 $G$ is a primitive graph with order $n$ and for any vertex $w \in V(G), \gamma(w)<$ $\gamma(G)=n-2$ if and only if $G \in \mathcal{M}_{n-2}$.

Proof We prove the Sufficiency first. Suppose that $G \in \mathcal{M}_{n-2}$, then $G$ is a primitive graph with order $n$ by the construction of $\mathcal{M}_{n-2}$. For any vertex $w \in V(G)$ we have

$$
\begin{aligned}
\gamma(w) & \leqslant \max \left\{\gamma\left(v_{0}\right), \gamma\left(v_{m}\right)\right\}=\max \left\{\gamma\left(v_{0}, C_{1}\right), \gamma\left(v_{m}, C_{0}\right)\right\} \\
& <2 t+m=n-2=\gamma(G)
\end{aligned}
$$

and for any vertices $u, v \in V(G)$ we have

$$
\gamma(u, v) \leqslant \gamma\left(v_{0}, v_{m}\right)=\gamma\left(v_{0}, v_{m}, C_{0}\right)=n-2
$$

That is $\gamma(G)=\max _{u, v \in V(G)} \gamma(u, v)=\gamma\left(v_{0}, v_{m}\right)=n-2$. See Fig.(3-1))~(3-4).
For the necessity, suppose that $G$ is a primitive graph with order $n$ and

$$
\begin{equation*}
\gamma(w)<\gamma(G)=n-2 \tag{4.1}
\end{equation*}
$$

for any vertex $w \in V(G)$. Without loss of generality, let $u, v \in V(G)$ such that

$$
\gamma(u, v)=\max _{x, y \in V(G)} \gamma(x, y)=\gamma(G)=n-2
$$

According to the discussion in $\S 2$, there must be an odd cycle $C_{0}$ such that

$$
\begin{aligned}
& \gamma(u, v)=\gamma\left(u, v, C_{0}\right)=\gamma(G)=n-2 . \text { Let } \\
& \qquad P_{u v}=P_{\min }(u, v)=v_{0} v_{1} \cdots v_{i} \cdots v_{j} \cdots v_{m}
\end{aligned}
$$

where $v_{0}=u, v_{m}=v$, then we know that $n \equiv m(\bmod 2)$ by Lemma 2.4.
Suppose that $C$ is an odd cycle in $G$, then by Lemma 2.4 we have

$$
\begin{equation*}
\left|V\left(P_{u v}\right) \cap V(C)\right| \leqslant n-\gamma(G)=n-(n-2)=2 \tag{4.2}
\end{equation*}
$$

According to (4.2) the following discussion can be partitioned into three cases:
4.1. Suppose that for any odd cycle $C$ in $G$,

$$
\begin{equation*}
V\left(P_{u v}\right) \cap V(C)=\varnothing \tag{4.3}
\end{equation*}
$$

then $t_{0}=d_{G}\left(P_{u v}, C_{0}\right) \geqslant 1, d_{0}=\left|C_{0}\right| \equiv 1(\bmod 2)$. Now chose such odd cycle $C_{0}$ and the shortest $(u, v)$-path $P_{u v}$ in $G$ such that $2 t_{0}+d_{0}$ is as small as possible.

Let

$$
\left\{\begin{array}{l}
P_{0}=P_{\min }\left(P_{u v}, C_{0}\right)=x_{0} x_{1} \cdots x_{t_{0}} \\
V_{1}=V\left(P_{u v} \cup P_{0} \cup C_{0}\right), \quad V_{2}=V(G) \backslash V_{1}
\end{array}\right.
$$

where $x_{0}=v_{j}, x_{t_{0}} \in V\left(C_{0}\right)$, then $n_{1}=\left|V_{1}\right|=m+t_{0}+d_{0}$. Since $n-2=\gamma(u, v)=\gamma\left(u, v, C_{0}\right) \leqslant$ $m+2 t_{0}+d_{0}-1$,

$$
\begin{equation*}
n_{2}=\left|V_{2}\right|=n-\left(m+t_{0}+d_{0}\right) \leqslant n-\left(n-1-t_{0}\right)=t_{0}+1 \tag{4.4}
\end{equation*}
$$

4.1.1. Suppose that the odd cycle $C^{\prime}$ satisfies $\gamma(v)=\gamma\left(v, C^{\prime}\right)$ and $P_{\min }\left(v, C^{\prime}\right) \cap P_{0} \neq \emptyset$, then, by the choice of $P_{u v}, C_{0}, P_{0}$ and the definition of $\gamma(v)$, we know that $\gamma\left(v, C^{\prime}\right)=\gamma\left(v, C_{0}\right)$. By (4.1) we have

$$
\gamma(v)=\gamma\left(v, C_{0}\right)=2 d\left(v, C_{0}\right)+d_{0}-1=2 d\left(v, x_{t_{0}}\right)+d_{0}-1<n-2 .
$$

In this time, if there is an odd cycle $C_{1}$ such that $\gamma(u)=\gamma\left(u, C_{1}\right)$ and $P_{\min }\left(u, C_{1}\right) \cap P_{0} \neq \varnothing$, we can obtain in the same way that

$$
\gamma(u)=\gamma\left(u, C_{0}\right)=2 d\left(u, C_{0}\right)+d_{0}-1=2 d\left(u, x_{t_{0}}\right)+d_{0}-1<n-2 .
$$

Thus, we have

$$
\gamma(G)=\gamma(u, v)=\gamma\left(u, v, C_{0}\right)=d\left(u, x_{t_{0}}\right)+d\left(v, x_{t_{0}}\right)+d_{0}-1<n-2=\gamma(G)
$$

a contradiction. So we must have

$$
\begin{equation*}
P_{\min }\left(u, C_{1}\right) \cap P_{0}=\varnothing \tag{4.5}
\end{equation*}
$$

Let $v_{i}$ be the vertex with the maximum suffix in $P_{\min }\left(u, C_{1}\right) \cap P_{u v}$ and

$$
d_{1}=\left|C_{1}\right|, \quad t_{1}=d\left(v_{i}, C_{1}\right), \quad P_{1}=P_{\min }\left(v_{i}, C_{1}\right)=y_{0} y_{1} \cdots y_{t_{1}}
$$

where $y_{0}=v_{i}, y_{t_{1}} \in V\left(C_{1}\right)$. By (4.4) and (4.5), we have $P_{0} \cap P_{1}=\emptyset, i<j$ and

$$
\begin{equation*}
1 \leqslant t_{1} \leqslant t_{1}+d_{1}-1 \leqslant\left|V_{2}\right| \leqslant t_{0}+1 \tag{4.6}
\end{equation*}
$$

By the choice of $P_{u v}, C_{0}$ and $P_{0}$ we also have

$$
\begin{equation*}
2 t_{0}+d_{0} \leqslant 2 t_{1}+d_{1} \tag{4.7}
\end{equation*}
$$

From (4.6) and (4.7) we get

$$
2 t_{1}+2 d_{1}-4+d_{0} \leqslant 2 t_{0}+d_{0} \leqslant 2 t_{1}+d_{1} \leqslant 2 t_{0}+3
$$

thus $d_{0} \leqslant 3, d_{0}+d_{1} \leqslant 4,\left|t_{1}-t_{0}\right| \leqslant 1$.
In all as above we have the following four cases

$$
\left(d_{0}, d_{1}\right)= \begin{cases}(1,3), & t_{1}=t_{0}-1  \tag{4.8}\\ (3,1), & t_{0}=t_{1}-1 \\ (1,1), & t_{1}=t_{0} \\ (1,1), & t_{1}=t_{0}+1\end{cases}
$$

and

$$
\begin{equation*}
\left|V\left(P_{u v} \cup P_{0} \cup C_{0} \cup P_{1} \cup C_{1}\right)\right|=m+t_{0}+d_{0}+t_{1}+d_{1}-1 \leqslant n \tag{4.9}
\end{equation*}
$$

Thus

$$
\left\{\begin{array}{l}
n-2=\gamma(u, v)=\gamma\left(u, v, C_{0}\right) \leqslant m+2 t_{0}+d_{0}-1  \tag{4.10}\\
n-2=\gamma(u, v) \leqslant \gamma\left(u, v, C_{1}\right) \leqslant m+2 t_{1}+d_{1}-1
\end{array}\right.
$$

So it follows from (4.9) and (4.10) we have

$$
\begin{equation*}
n-2 \leqslant m+t_{0}+t_{1}+\frac{1}{2}\left(d_{0}+d_{1}\right)-1 \leqslant n-\frac{1}{2}\left(d_{0}+d_{1}\right) . \tag{4.11}
\end{equation*}
$$

By (4.8) we have four subcases for discussions:
(i) $\left(d_{0}, d_{1}\right)=(1,3), t_{1}=t_{0}-1$,thus $t_{1} \geqslant 1, t_{0} \geqslant 2$. By (4.10) and (4.11) we have

$$
n-2=\gamma\left(u, v, C_{0}\right)=m+2 t_{0}+d_{0}-1=m+2 t_{1}+d_{1}-1=\gamma\left(u, v, C_{1}\right)=m+2 t_{0}
$$

i.e., $n=m+2 t_{0}+2$, therefore by (4.9)

$$
\left|V\left(P_{u v} \cup P_{0} \cup C_{0} \cup P_{1} \cup C_{1}\right)\right|=n
$$

Suppose that $V\left(C_{1}\right)=\left\{y_{t_{0}-1}, y_{t_{0}}, z\right\}$, by (4.1) and (4.2) we get

$$
v_{\lambda} x_{\alpha} \notin E(G), \quad v_{\lambda} y_{\beta} \notin E(G), \quad \lambda \neq i, j, \quad 0<\alpha \leqslant t_{0}, \quad 0<\beta \leqslant t_{0} .
$$

Note that $\gamma(u)=\gamma\left(u, C_{1}\right)<\gamma(G)$ and $\gamma(v)=\gamma\left(v, C_{0}\right)<\gamma(G)$ we have

$$
\begin{equation*}
0 \leqslant i<\frac{m}{2}<j \leqslant m \tag{4.12}
\end{equation*}
$$

If $x_{a} y_{b} \in E(G), \quad 0 \leqslant a \leqslant t_{0}, \quad 0 \leqslant b \leqslant t_{1}$, then $a+b+1>j-i, i+j+a+b \equiv 1(\bmod 2)$
and

$$
\left\{\begin{array}{l}
n-2=\gamma\left(u, v, C_{0}\right) \leqslant i+b+1+a+m-j+2\left(t_{0}-a\right)+d_{0}-1  \tag{4.13}\\
n-2=\gamma\left(u, v, C_{1}\right) \leqslant i+a+1+b+m-j+2\left(t_{1}-b\right)+d_{1}-1
\end{array}\right.
$$

So $j-i \leqslant b-a+1$ and $j-i \leqslant a-b+1$. From this we have $j=i+1$ and $1 \leqslant a=b \leqslant t_{0}-1$. By (4.12) $m$ is an odd. Otherwise, since $m$ being an even, $\gamma\left(v_{\frac{m}{2}}\right)<\gamma(G), j-i<m$.

Additionally, it is clever that there may be loops at the vertices $y_{t_{0}}$ and $z$,otherwise no any loop except for at $x_{t_{0}}$. So $G \in \mathcal{M}_{n-2}^{(1)}(t \geqslant 2)$. See Fig.(3-1).
(ii) $\left(d_{0}, d_{1}\right)=(3,1), t_{0}=t_{1}-1$, thus $t_{0} \geqslant 1, t_{1} \geqslant 2$. The discussions of these graphs, which we omit, is analogous to that in (i), and we know that it is must be in $\mathcal{M}_{n-2}^{(1)}(t \geqslant 2)$.
(iii) $\left(d_{0}, d_{1}\right)=(1,1), t_{0}=t_{1} \geqslant 1$. It is analogous to (i) that

$$
n-2=\gamma\left(u, v, C_{0}\right)=\gamma\left(u, v, C_{1}\right)=m+2 t_{0}
$$

i.e., $n=m+2 t_{0}+2$,

$$
v_{\lambda} x_{\alpha} \notin E(G), \quad v_{\lambda} y_{\beta} \notin E(G), \quad \lambda \neq i, j, \quad 0<\alpha \leqslant t_{0}, \quad 0<\beta \leqslant t_{0},
$$

and

$$
0 \leqslant i<\frac{m}{2}<j \leqslant m
$$

Thus, by (4.9) we have

$$
\left|V\left(P_{u v} \cup P_{0} \cup P_{1}\right)\right|=n-1 .
$$

It is easy to see that the graph $G$ has also another vertex, denoted by $w$ and $1 \leqslant N_{G}(w) \leqslant 2$.
If $x_{k} y_{l} \in E(G), 0 \leqslant k, l \leqslant t_{0}$, then $j=i+1,1 \leqslant k=l \leqslant t_{0}$ and
(a) When $\left\{w x_{a}, w y_{b}\right\} \subseteq E(G),\left(0 \leqslant a, b \leqslant t_{0}\right)$, similar to (4.13) we have

$$
a+b \equiv 1(\bmod 2), \quad 1=j-i \leqslant \min \{b-a+2, a-b+2\} .
$$

That is $|a-b|=1$. It is clear that as $a=t_{0}$ or $b=t_{0}$, there may add a loop at vertex $w$;
(b) When $N_{G}(w)=\{x, y\}$ but not the case (a), $d(x, y)=2$;
(c) When $N_{G}(w)=\{x\}$ and $d_{G}\left(w, P_{u v}\right) \geqslant t_{0}$, there may add a loop at vertex $w$.

If there is not $x_{k} y_{l} \in E(G), \quad 0 \leqslant k, l \leqslant t_{0}$, then we have by similar discussions:
( $\mathrm{a}^{\prime}$ ) When $\left\{w x_{a}, w y_{b}\right\} \subseteq E(G),\left(0 \leqslant a, b \leqslant t_{0}\right)$, we have $j=i+1,|a-b|=1$ or $j=i+2$, $a=b$, but $m \neq 2$ and as $a=t_{0}$ or $b=t_{0}$, there may add a loop at vertex $w$;
( $\mathrm{b}^{\prime}$ ) When $N_{G}(w)=\{x, y\}$ but not the case $\left(\mathrm{a}^{\prime}\right), d(x, y)=2$;
$\left(c^{\prime}\right)$ When $N_{G}(w)=\{x\}$ and $d_{G}\left(w, P_{u v}\right) \geqslant t_{0}$, there may add a loop at vertex $w$. If there is not any loop at vertex $w$ and $x=v_{s}$, then by $\gamma(w)<\gamma(G), i>1$ or $j<m$ as $s=\frac{m}{2}$.

To sum up we have $G \in \mathcal{M}_{n-2}^{(2)}(t \geqslant 1)$ (See Fig.(3-2)).
(iv) $\left(d_{0}, d_{1}\right)=(1,1), t_{1}=t_{0}+1 \geqslant 2$. From (4.9) we get

$$
\left|V\left(P_{u v} \cup P_{0} \cup P_{1}\right)\right|=n
$$

And from (4.10) we have

$$
n-2=\gamma(G)=\gamma\left(u, v, C_{0}\right)=m+2 t_{0}, \quad \gamma\left(u, v, C_{1}\right) \leqslant m+2 t_{1}=m+2 t_{0}+2
$$

i.e., $n=m+2 t_{0}+2$,and from (4.1) and (4.2), we have

$$
v_{\lambda} x_{\alpha} \notin E(G), \quad \lambda \neq j, \quad 0<\alpha \leqslant t_{0} ; \quad v_{\mu} y_{\beta} \notin E(G), \quad 0 \leqslant \mu<i, \quad 0<\beta \leqslant t_{1} .
$$

Sine $\gamma(u)=\gamma\left(u, C_{1}\right)=2 i+2 t_{0}+2<m+2 t_{0}, i+1<\frac{m}{2}$, thus

$$
\begin{equation*}
1 \leqslant i+1<\frac{m}{2}<j \leqslant m \tag{4.14}
\end{equation*}
$$

Now, if $v_{\mu} y_{\beta} \notin E(G), \quad \mu>i, \quad 1 \leqslant \beta \leqslant t_{0}+1$, then by (4.1) we have $j-i<m$ as $m$ is odd and $j-i<m-1$ as $m$ is even.

If $x_{a} y_{b} \in E(G), 0 \leqslant a \leqslant t_{0}, 0 \leqslant b \leqslant t_{1}$, then $a+b+i+j \equiv 1(\bmod 2)$,

$$
\left\{\begin{array}{l}
n-2=\gamma\left(u, v, C_{0}\right) \leqslant i+b+1+a+m-j+2\left(t_{0}-a\right) \\
n-2=\gamma\left(u, v, C_{1}\right) \leqslant i+b+1+a+m-j+2\left(t_{1}-b\right)
\end{array}\right.
$$

Thus $1<j-i \leqslant b-a+1$ and $1<j-i \leqslant a-b+3$. this means that $j=i+2$ and $b=a+1$. So $G \in \mathcal{M}_{n-2}^{(3)}$ (See Fig.(3-3)).

If $v_{\mu} y_{\beta} \in E(G),(\mu>i)$, then it is must be that $y_{1} v_{i+2}$ and $i+2 \leqslant j$ by (4.14). The case similar to (b) in (iii).
4.1.2. Suppose that the odd cycle $C^{\prime}$ satisfies $\gamma(v)=\gamma\left(v, C^{\prime}\right)$ and $P_{\min }\left(v, C^{\prime}\right) \cap P_{0}=\emptyset$, then there is also an odd cycle $C^{\prime \prime}$ such that $\gamma(u)=\gamma\left(u, C^{\prime \prime}\right)$ and $P_{\min }\left(u, C^{\prime \prime}\right) \cap P_{0}=\varnothing$. Otherwise, similar to 4.1.1. Let

$$
P^{\prime}=P_{\min }\left(P_{u v}, C^{\prime}\right), \quad P^{\prime \prime}=P_{\min }\left(P_{u v}, C^{\prime \prime}\right)
$$

and writing $t^{\prime}=d_{G}\left(P_{u v}, C^{\prime}\right), d^{\prime}=\left|C^{\prime}\right| ; t^{\prime \prime}=d_{G}\left(P_{u v}, C^{\prime \prime}\right), d^{\prime \prime}=\left|C^{\prime \prime}\right|$, therefore

$$
\left|V\left(P_{u v} \cup P_{0} \cup P^{\prime} \cup P^{\prime \prime} \cup C_{0} \cup C^{\prime} \cup C^{\prime \prime}\right)\right|=m+t_{0}+t^{\prime}+t^{\prime \prime}+d_{0}+d^{\prime}+d^{\prime \prime}-2 \leqslant n
$$

Since

$$
\left\{\begin{array}{l}
n-2=\gamma\left(u, v, C_{0}\right) \leqslant m+2 t_{0}+d_{0}-1 \\
n-2 \leqslant \gamma\left(u, v, C^{\prime}\right) \leqslant m+2 t^{\prime}+d^{\prime}-1 \\
n-2 \leqslant \gamma\left(u, v, C^{\prime \prime}\right) \leqslant m+2 t^{\prime \prime}+d^{\prime \prime}-1
\end{array}\right.
$$

Thus, we have

$$
\begin{aligned}
n-2 & \leqslant m+\frac{2}{3}\left(t_{0}+t^{\prime}+t^{\prime \prime}\right)+\frac{1}{3}\left(d_{0}+d^{\prime}+d^{\prime \prime}\right)-1 \\
& \leqslant n+1-\frac{1}{3}\left(t_{0}+t^{\prime}+t^{\prime \prime}\right)-\frac{2}{3}\left(d_{0}+d^{\prime}+d^{\prime \prime}\right) \\
& \leqslant n-2
\end{aligned}
$$

i.e.,

$$
t_{0}=t^{\prime}=t^{\prime \prime}=1, \quad d_{0}=d^{\prime}=d^{\prime \prime}=1
$$

So $G \in \mathcal{M}_{n-2}^{(2)}(t=1)$ (See Fig.(3-2)).
4.2. Suppose that there is an odd cycle $C$ in $G$ such that

$$
\begin{equation*}
V\left(P_{u v}\right) \cap V(C)=\left\{v_{i}, v_{\lambda}\right\}, \quad(i<\lambda) \tag{4.15}
\end{equation*}
$$

Then from (4.2) we see that $\lambda=i+1$,thus

$$
n-2=\gamma(u, v) \leqslant i+(m-\lambda)+|C|-2=m+|C|-3=\left|V\left(P_{u v} \cup C\right)\right|-2 \leqslant n-2
$$

i.e.,

$$
V\left(P_{u v} \cup C\right)=V(G), \quad n-2=\gamma(u, v)=\gamma(G)=m+|C|-3
$$

or

$$
\begin{equation*}
G=P_{u v} \cup C, \quad n=m+|C|-1 \tag{4.16}
\end{equation*}
$$

In the same time from (4.2), also we see that

$$
N\left[C_{0}-\left\{v_{i}, v_{i+1}\right\}\right] \cap V\left(P_{u v}\right)=\left\{v_{i}, v_{i+1}\right\}
$$

By (4.2) we have $v_{i} v_{i+1} \in C$, and $\gamma(u, v)=\gamma(u, v, C)$,i.e., putting $C=C_{0}$. Let $C_{0}=$ $y_{0} y_{1} \cdots y_{t_{0}} w x_{t_{0}} \cdots x_{1} x_{0} y_{0}$ where $y_{0}=v_{i}, x_{0}=v_{i+1}, t_{0} \geqslant 0$, then $\left|C_{0}\right|=2 t_{0}+3$,that is $n=$ $m+2 t_{0}+2$.

If there is $x_{a} y_{b} \in E(G), 0 \leqslant a, b \leqslant t_{0}$, then by $\gamma(u, v)=\gamma\left(u, v, C_{0}\right)$ we have $|a-b| \equiv$ $0(\bmod 2)$. In this time we have the odd cycle $C_{a b}=y_{b} y_{b+1} \cdots y_{t_{0}} w x_{t_{0}} \cdots x_{a+1} x_{a} y_{b}$, and so

$$
\left\{\begin{array}{l}
n-2 \leqslant \gamma\left(u, v, C_{a b}\right) \leqslant m+2 a+2 t_{0}-a-b+2 \\
n-2 \leqslant \gamma\left(u, v, C_{a b}\right) \leqslant m+2 b+2 t_{0}-a-b+2
\end{array}\right.
$$

That is $|a-b| \leqslant 2$, or $a=b \neq 0\left(t_{0} \geqslant 1\right)$ or $|a-b|=2\left(t_{0} \geqslant 2\right)$.
It is easily seen that the all of odd cycles in $G$ is included in $\mathcal{Z}=\left\{C_{a b} \mid 0 \leqslant a, b \leqslant t_{0}, a=\right.$ $b \neq 0$ or $|a-b|=2\}$ where $C_{0}=C_{00}$ except for possible loops $C_{y}$ at $y_{t_{0}}, C_{x}$ at $x_{t_{0}}$ and $C_{w}$ at $w$.

If there exists $C_{a b}, C_{a^{\prime} b^{\prime}} \in \mathcal{Z}$ in $G$ such that $\gamma(u)=\gamma\left(u, C_{a b}\right)<n-2, \gamma(v)=\gamma\left(v, C_{a^{\prime} b^{\prime}}\right)<$ $n-2$, then from (4.1) we get

$$
\left\{\begin{array}{l}
2 i+2 b+2 t_{0}+2-a-b \leqslant n-3 \\
2(m-i-1)+2 a^{\prime}+2 t_{0}+2-a^{\prime}-b^{\prime} \leqslant n-3
\end{array}\right.
$$

note that $n=m+2 t_{0}+2$, the formula as above equivalent to

$$
\left\{\begin{array}{l}
2 i \leqslant m-3+a-b, \\
2(m-i-1) \leqslant m-3+b^{\prime}-a^{\prime}
\end{array}\right.
$$

i.e.,

$$
a=b+2, \quad a^{\prime}=b^{\prime}-2, \quad i=\frac{1}{2}(m-1)
$$

Otherwise, we must have $\gamma(u)=\gamma\left(u, C_{y}\right)<n-2$ and $\gamma(v)=\gamma\left(v, C_{x}\right)<n-2$,i.e.,

$$
\left\{\begin{array}{l}
2 i+2 t_{0} \leqslant n-3 \\
2(m-i-1)+2 t_{0} \leqslant n-3
\end{array}\right.
$$

From this we can get $i=\frac{1}{2}(m-1)$, and there are loops $C_{y}$ at $y_{t_{0}}$ and $C_{x}$ at $x_{t_{0}}$.
To sum up,we obtain that

$$
\left\{\begin{array}{l}
\left\{C_{a b} \mid 0 \leqslant a, b \leqslant t_{0}, a=b+2\right\} \cup\left\{C_{y}\right\} \neq \varnothing \\
\left\{C_{a b} \mid 0 \leqslant a, b \leqslant t_{0}, a=b-2\right\} \cup\left\{C_{x}\right\} \neq \varnothing
\end{array}\right.
$$

Evidently, this result is the same as the case of no any $x_{a} y_{b} \in E(G), 0 \leqslant a, b \leqslant t_{0}$ but $t_{0} \geqslant 1$.

When $t_{0}=0$, i.e., $\left|C_{0}\right|=3, n-2=\gamma(u, v)=\gamma\left(u, v, C_{0}\right)=\gamma(G)=m$. Set $C_{0}=v_{i} v_{i+1} w v_{i}$, then there are loops at vertex $v_{x}$ and $v_{y}$ as $i=\frac{1}{2}(m-1)$ where $0 \leqslant x \leqslant i=\frac{1}{2}(m-1)<y \leqslant m$, and there may be loops at the rest vertices;There must be a loop at $v_{y}$ as $i<\frac{1}{2}(m-1)$ where $\frac{1}{2}(m-1)<y \leqslant m$, and there may be loops at the rest vertices; there must be a loop at $v_{x}$ as $i>\frac{1}{2}(m-1)$ where $0 \leqslant x \leqslant \frac{1}{2}(m-1)$, and there may be loops at the rest vertices. So $G \in \mathcal{M}_{n-2}^{(4)}$ (See Fig.(3-4)).
4.3. There is an odd cycle $C$ such that

$$
\begin{equation*}
V\left(P_{u v}\right) \cap V(C)=\left\{v_{i}\right\} \tag{4.17}
\end{equation*}
$$

but there is not odd cycle $C^{\prime}$ such that $\left|V\left(P_{u v}\right) \cap V\left(C^{\prime}\right)\right| \geqslant 2$. Thus, we have

$$
n-2=\gamma(u, v) \leqslant \gamma(u, v, C)=m+|C|-1=\left|V\left(P_{u v} \cup C\right)\right|-1 \leqslant n-1
$$

Since $n \equiv m(\bmod 2)$,

$$
n-2=\gamma(u, v)=\gamma(u, v, C)=m+|C|-1, \quad\left|V\left(P_{u v} \cup C\right)\right|=n-1
$$

i.e., $n=m+|C|+1$. Evidently,there is only one vertex $w$ in $G$ except for the vertices of $V\left(P_{u v} \cup C\right)$ and $N\left(C-\left\{v_{i}\right\}\right) \cap V\left(P_{u v}\right)=\left\{v_{i}\right\}$. This indicates that $C=C_{0}$ and $\left|C_{0}\right| \leqslant$ 3,otherwise, there must have $\gamma(u) \geqslant \gamma(G)$ or $\gamma(v) \geqslant \gamma(G)$, contradicts to (4.1).

When $\left|C_{0}\right|=3$ we have $\gamma(G)=m+2$ and $n=m+4$. There is no any loop at the vertices on $P_{u v}$. By (4.1) we have $G \in \mathcal{M}_{n-2}^{(1)}(t=1)$ (See Fig.(3-1)).

When $\left|C_{0}\right|=1$ we have $\gamma(G)=m$ and $n=m+2$. By (4.1) the set of graphs have the characteristic: there are loops at $v_{i}$ and $v_{j}$ as $0 \leqslant i<\frac{m}{2}<j \leqslant m$, there is no any loop at $w$,and there may be loops at the rest vertices. There exists a loop $C$ such that $d_{G}(w, C)<\frac{m}{2}$. So $G \in \mathcal{M}_{n-2}^{(2)}(t=0)$ (See Fig.(3-2)).

The proof is complete.
Theorem 4.2 Suppose that $G$ is a primitive graph with order $n$, then there exists a vertex $w \in V(G)$ such that $\gamma(w)=\gamma(G)=n-2$ if and only if $G \in \mathcal{N}_{n-2}$.

Proof For the sufficiency, suppose that $G \in \mathcal{N}_{n-2}$, without loss of generality suppose that $G \in \mathcal{N}_{n-2}^{(d)}, 1 \leqslant d \leqslant 2 r+1, d \equiv 1(\bmod 2)$. Since $\operatorname{diam}(G) \leqslant n-2, G$ is connected and it is clear that there is at least an odd cycle $C_{d}$ in $G$. By Lemma 2.1 we know that $G$ is a primitive graph and $|V(G)|=n_{1}+n_{2}=2 t+d+1=n$.

In the following, we need only to prove two results:
(1) $\gamma\left(u_{0}\right)=n-2$.

Evidently, $\gamma\left(u_{0}, C_{d}\right)=2 d_{G}\left(u_{0}, C_{d}\right)+\left|C_{d}\right|-1=2 t+d-1=n-2$.
Suppose that there is any odd cycle $C$ in $G$ such that $\gamma\left(u_{0}, C\right)<n-2=2 r$, then $2 d_{G}\left(u_{0}, C\right)+|C|-1<2 r$,i.e.,

$$
d_{G}\left(u_{0}, C\right)+\frac{1}{2}(|C|-1)<r
$$

This means that there is an odd cycle $C$ in the vertex-induced subgraph $G\left[U^{\prime}\right]$ in $G$ where

$$
U^{\prime}=\left\{u \mid d_{G}\left(u_{0}, u\right)<r, \quad u \in V(G)\right\} .
$$

This is impossible, since $G\left[U^{\prime}\right]$ is the subgraph of the vertex-induced subgraph $K\left[V^{\prime}\right]$ in $K$ where

$$
V^{\prime}=\left\{u \mid d_{K}\left(u_{0}, u\right)<r, \quad u \in V(K)\right\}
$$

and $K\left[V^{\prime}\right]$ is a bipartite graph. So $\gamma\left(u_{0}\right)=\gamma\left(u_{0}, C_{d}\right)=n-2$.
(2) $\forall u, v \in V(G), \gamma(u, v) \leqslant n-2$.

When $u=v$, If $d_{G}\left(u, C_{d}\right) \leqslant t$, then

$$
\gamma(u) \leqslant \gamma\left(u, C_{d}\right)=2 t+d-1=2 r=n-2
$$

If $d_{G}\left(u, C_{d}\right)>t$, then by the constructed condition $(i i i)$ of $G$ we see that there exists an odd cycle $C$ in $G$ such that $2 d_{G}(u, C)+|C| \leqslant n-1$, that is

$$
\gamma(u) \leqslant \gamma(u, C)=2 d_{G}(u, C)+|C|-1 \leqslant n-2
$$

Thus, we get $\gamma(u, v) \leqslant n-2$.
When $u \neq v$, if $d_{G}\left(u, C_{d}\right)+d_{G}\left(v, C_{d}\right) \leqslant 2 t$, then

$$
\gamma(u, v) \leqslant \gamma\left(u, v, C_{d}\right) \leqslant 2 t+d-1=n-2
$$

If $d_{G}\left(u, C_{d}\right)+d_{G}\left(v, C_{d}\right)>2 t$, it might just as well suppose that $d_{G}\left(u, C_{d}\right)>t$, then by the constructed condition (iii) of $G$ we also see that there exists an odd cycle $C$ in $G$ such that

$$
2 d_{G}(u, C)+|C| \leqslant n-1
$$

By considering the shortest path $P_{\min }(u, C)$ from $u$ to $C$ and $P_{\min }\left(u_{0}, C_{d}\right)$ from $u_{0}$ to $C_{d}$, if they intersect each other, let $w$ be the first intersect vertex of $P_{\min }(u, C)$ from $u$ to $C$ and $P_{\min }\left(u_{0}, C_{d}\right)$, then $d_{G}(u, w)>d_{G}\left(u_{0}, w\right)$. Thus

$$
\begin{aligned}
\gamma\left(u_{0}\right) & \leqslant \gamma\left(u_{0}, C\right) \leqslant 2\left(d_{G}\left(u_{0}, w\right)+d_{G}(w, C)\right)+|C|-1 \\
& <2\left(d_{G}(u, w)+d_{G}(w, C)\right)+|C|-1 \\
& =2 d_{G}(u, C)+|C|-1 \\
& \leqslant n-2=\gamma\left(u_{0}\right),
\end{aligned}
$$

a contradiction. Therefore, there are no any intersect vertex between $P_{\min }(u, C)$ and $P_{\min }\left(u_{0}, C_{d}\right)$. Thus, by the connectivity of $G$ and the condition $n_{2}=t+1$, we have $d_{G}\left(u, C_{d}\right)=t+1$ and $d_{G}\left(v, C_{d}\right)=t$. This means that $u v \in E(G)$ or $v=u_{0}$.

If $u v \in E(G)$, then

$$
\begin{aligned}
\gamma(u, v) & \leqslant \gamma(u, v, C)=d_{G}(u, C)+d_{G}(v, C)+|C|-1 \\
& <2 d_{G}(u, C)+|C|-1 \leqslant n-2
\end{aligned}
$$

If $v=u_{0}$, then

$$
\begin{aligned}
\gamma(u, v) & \leqslant \gamma\left(u, u_{0}, C_{d}\right) \leqslant d_{G}\left(u, C_{d}\right)+d_{G}\left(u_{0}, C_{d}\right)+\left|C_{d}\right|-2 \\
& =2 t+d-1=n-2
\end{aligned}
$$

To sum up, we get $\forall u, v \in V(G), \gamma(u, v) \leqslant n-2$.
For the necessity, suppose that $G$ is a primitive graph with order $n$, then there must be a vertex $u_{0}$ and an odd cycle $C$ in $G$ such that $\gamma\left(u_{0}\right)=\gamma\left(u_{0}, C\right)=\gamma(G)=n-2$, choosing such vertex $u_{0}$ and odd cycle $C$ that the length $d=|C|$ as large as possible and writing $C=C_{d}$. By the Lemma 2.4, we have $\gamma(G)=\gamma\left(u_{0}\right) \equiv d_{G}\left(u_{0}, u_{0}\right)=0(\bmod 2)$. So, let $\gamma(G)=2 r$, thus $n=2 r+2$.

It is clear that $C_{d}$ is a primitive cycle at vertex $u_{0}$, let $t=d_{G}\left(u_{0}, C_{d}\right)$, then $\gamma\left(u_{0}\right)=$ $2 t+d-1=2 r$. So $t=r-\frac{1}{2}(d-1), 1 \leqslant d \leqslant 2 r+1$. Suppose that

$$
P_{t}=P_{\min }\left(u_{0}, C_{d}\right)=u_{0} u_{1} \cdots u_{t}, \quad C_{d}=u_{t} u_{t+1} \cdots u_{t+d-1} u_{t}
$$

and write

$$
\begin{cases}V_{1}(t, d)=V\left(P_{t} \cup C_{d}\right), & V_{2}(t, d)=V(G)-V_{1}(t, d) \\ E_{1}(t, d)=E\left(P_{t} \cup C_{d}\right), & E_{2}(t, d)=E(G)-E_{1}(t, d)\end{cases}
$$

Then, we calculate

$$
n_{1}=\left|V_{1}(t, d)\right|=t+d, \quad n_{2}=\left|V_{2}(t, d)\right|=t+1, \quad n=2 t+d+1
$$

What is mentioned as above indicates that there must be the structure subgraph $K_{(d)}=$ $P_{t} \cup C_{d}$ in $G$. In order to prove $G \in \mathcal{N}_{n-2}^{(d)} \subseteq \mathcal{N}_{n-2}$, it is suffice to prove that (a) The graph $G$ satisfies the constructed conditions $(i),(i i)$ and (iii) of the set of $\mathcal{N}_{n-2}^{(d)} ;(\mathrm{b})$ The graph $G$ is a subgraph of $K$.
(a) By Lemma 2.4 we get $\operatorname{diam}(G) \leqslant \gamma(G)=2 r=n-2$,so the condition (i) holds. By the choice of $C_{d}$ we know that for $d^{\prime}>d$ there is not the structure subgraph $K\left(d^{\prime}\right)$ in $G$,so the condition (ii) holds. Suppose that there exists a vertex $x$ in $G$ such that $d_{G}\left(x, C_{d}\right)>t$, then $\gamma\left(x, C_{d}\right)=2 d_{G}\left(x, C_{d}\right)+d-1>2 t+d-1=2 r$. If $2 d_{G}\left(x, C^{\prime}\right)+\left|C^{\prime}\right|>n-1$ for all odd cycle $C^{\prime}$ different from odd $C_{d}$ in $G$, then also $\gamma\left(x, C^{\prime}\right)=2 d_{G}\left(x, C^{\prime}\right)+\left|C^{\prime}\right|-1>n-2=2 r$. So $\gamma(G) \geqslant \gamma(x)>2 r=\gamma(G)$, a contradiction. Therefore the condition (iii) holds too.
(b) Suppose that the vertex set $V(G)$ of $G$ is divided into as follows:

$$
V(G)=U_{0} \cup U_{1} \cup \cdots \cup U_{r-1} \cup U_{r}
$$

in which $U_{i}=\left\{u \mid d_{G}\left(u_{0}, u\right)=i, u \in V(G)\right\}, i=0,1,2, \cdots, r-1, U_{r}=\left\{u \mid d_{G}\left(u_{0}, u\right) \geqslant r, u \in\right.$ $V(G)\}$.

Firstly, we prove that the induced vertex subgraphs $G\left[U_{i}\right]$ all are zero graphs, $i=0,1,2, \cdots, r-$ 1. Otherwise, there must be odd cycle in the vertex-induced subgraph $G^{\prime}=G\left[U_{0} \cup U_{1} \cup \cdots \cup\right.$ $\left.U_{r-1}\right]$. Let $C$ be an odd cycle in $G^{\prime}$, then $d_{G^{\prime}}\left(u_{0}, C\right)+\frac{1}{2}(|C|-1)<r$. Thus, $\gamma\left(u_{0}\right) \leqslant \gamma\left(u_{0}, C\right)=$ $2 d_{G^{\prime}}\left(u_{0}, C\right)+|C|-1<2 r=\gamma\left(u_{0}\right)$, a contradiction.

Secondly, we prove that $G\left[U_{r}\right]$ is a subgraph of $K_{r+2}^{(r)}$. By the definition of $K_{r+2}^{(r)}$, it is suffice to prove that $\left|U_{r}\right| \leqslant\left|K_{r+2}^{(r)}\right|=r+2$. In fact, when $d=1$ since $\left|U_{i}\right| \geqslant 1, i=0,1, \cdots, r-1$, we have $2 r+2=|V(G)| \geqslant r+\left|U_{r}\right|$, i.e., $\left|U_{r}\right| \leqslant r+2$. When $d \geqslant 3$ since $\left|U_{i}\right| \geqslant 1, i=0,1, \cdots, t,\left|U_{j}\right| \geqslant 2$, $j=t+1, \cdots, r-1$, we have $2 r+2=|V(G)| \geqslant t+1+2(r-t-1)+\left|U_{r}\right|$, i.e., $\left|U_{r}\right| \leqslant t+3=$ $r-\frac{1}{2}(d-1)+3 \leqslant r+2$.

To sum up, we obtain $G \in \mathcal{N}_{n-2}^{(d)} \subseteq \mathcal{N}_{n-2}$. The theorem is proved completely.

Theorem 4.3 Suppose that $\boldsymbol{A}$ is a symmetric primitive matrix with order $n$, then $\gamma(\boldsymbol{A})=$ $n-2$ if and only if $G(\boldsymbol{A}) \in \mathcal{M}_{n-2} \cup \mathcal{N}_{n-2}$.

Proof According to Theorem 4.1 and Theorem 4.2 the theory holds.
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#### Abstract

In this work, a system of differential equation on Minkowski space-time $\mathrm{E}_{1}^{4}$, a special case of Smarandache geometries ([4]), whose solution gives the components of a space-like curve on Frenet axis is constructed by means of Frenet equations. In view of some special solutions of this system, characterizations of some special space-like curves are presented.
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## §1. Introduction

It is safe to report that the many important results in the theory of the curves in $E^{3}$ were initiated by G. Monge; and G. Darboux pionnered the moving frame idea. Thereafter, F. Frenet defined his moving frame and his special equations which play important role in mechanics and kinematics as well as in differential geometry (for more details see [2]). At the beginning of the twentieth century, A.Einstein's theory opened a door of use of new geometries. One of them, Minkowski space-time, which is simultaneously the geometry of special relativity and the geometry induced on each fixed tangent space of an arbitrary Lorentzian manifold - a special case of Smarandache geometries ([4]), was introduced and some of classical differential geometry topics have been treated by the researchers.

In the case of a differentiable curve, at each point a tetrad of mutually orthogonal unit vectors (called tangent, normal, first binormal and second binormal) was defined and constructed, and the rates of change of these vectors along the curve define the curvatures of the curve in four dimensional space [1].

In the present paper, we write some characterizations of space-like curves by the components of the position vector according to Frenet frame. Moreover, we obtain important relations among curvatures of space-like curves.

## §2. Preliminaries

[^1]To meet the requirements in the next sections, here, the basic elements of the theory of curves in the space $E_{1}^{4}$ are briefly presented (a more complete elementary treatment can be found in [1]).

Minkowski space-time $E_{1}^{4}$ is an Euclidean space $E^{4}$ provided with the standard flat metric given by

$$
g=-d x_{1}^{2}+d x_{2}^{2}+d x_{3}^{2}+d x_{4}^{2}
$$

where $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)$ is a rectangular coordinate system in $E_{1}^{4}$.
Since $g$ is an indefinite metric, recall that a vector $v \in E_{1}^{4}$ can have one of the three causal characters; it can be space-like if $g(v, v)>0$ or $v=0$, time-like if $g(v, v)<0$ and null (light-like) if $g(v, v)=0$ and $v \neq 0$. Similarly, an arbitrary curve $\alpha=\alpha(s)$ in $E_{1}^{4}$ can be locally be space-like, time-like or null (light-like), if all of its velocity vectors $\alpha^{\prime}(s)$ are respectively space-like, time-like or null. Also, recall the norm of a vector $v$ is given by $\|v\|=\sqrt{|g(v, v)|}$. Therefore, $v$ is a unit vector if $g(v, v)= \pm 1$. Next, vectors $v, w$ in $E_{1}^{4}$ are said to be orthogonal if $g(v, w)=0$. The velocity of the curve $\alpha(s)$ is given by $\left\|\alpha^{\prime}(s)\right\|$. The hypersphere of center $m=\left(m_{1}, m_{2}, m_{3}, m_{4}\right)$ and radius $r \in R^{+}$in the space $E_{1}^{4}$ defined by

$$
\begin{equation*}
H_{0}^{3}(m, r)=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}, \alpha_{4}\right) \in E_{1}^{4}: g(\alpha-m, \alpha-m)=-r^{2}\right\} \tag{1}
\end{equation*}
$$

Denote by $\left\{T(s), N(s), B_{1}(s), B_{2}(s)\right\}$ the moving Frenet frame along the curve $\alpha(s)$ in the space $E_{1}^{4}$. Then $T, N, B_{1}, B_{2}$ are, respectively, the tangent, the principal normal, the first binormal and the second binormal vector fields. Space-like or time-like curve $\alpha(s)$ is said to be parameterized by arclength function $s$, if $g\left(\alpha^{\prime}(s), \alpha^{\prime}(s)\right)= \pm 1$. Let $\vartheta=\vartheta(s)$ be a curve in $E_{1}^{4}$. If tangent vector field of this curve is forming a constant angle with a constant vector field $U$, then this curve is called an inclined curve.

Let $\alpha(s)$ be a curve in the space-time $E_{1}^{4}$, parameterized by arclength function $s$. Then for the unit speed curve $\alpha$ with non-null frame vectors the following Frenet equations are given in [5] :

$$
\left[\begin{array}{l}
T^{\prime}  \tag{2}\\
N^{\prime} \\
B_{1}^{\prime} \\
B_{2}^{\prime}
\end{array}\right]=\left[\begin{array}{llll}
0 & \kappa & 0 & 0 \\
\mu_{1} \kappa & 0 & \mu_{2} \tau & 0 \\
0 & \mu_{3} \tau & 0 & \mu_{4} \sigma \\
0 & 0 & \mu_{5} \sigma & 0
\end{array}\right]\left[\begin{array}{l}
T \\
N \\
B_{1} \\
B_{2}
\end{array}\right]
$$

Due to character of $\alpha$, we write following subcases.
Case $1 \alpha$ is a space-like vector. Thus $T$ is a space-like vector. Now, we distinguish according to $N$.

Case 1.1 If $N$ is space-like vector, then $B_{1}$ can have two causal characters.
Case 1.1.1 $B_{1}$ is space-like vector, then $\mu_{i}(1 \leq i \leq 5) \mathrm{read}$

$$
\mu_{1}=\mu_{3}=-1, \quad \mu_{2}=\mu_{4}=\mu_{5}=1
$$

and $T, N, B_{1}$ and $B_{2}$ are mutually orthogonal vectors satisfying equations

$$
g(T, T)=g(N, N)=g\left(B_{1}, B_{1}\right)=1, g\left(B_{2}, B_{2}\right)=-1
$$

Case 1.1.2 $B_{1}$ is time-like vector, then $\mu_{i}(1 \leq i \leq 5)$ read

$$
\mu_{1}=-1, \mu_{2}=\mu_{3}=\mu_{4}=\mu_{5}=1
$$

and $T, N, B_{1}$ and $B_{2}$ are mutually orthogonal vectors satisfying equations

$$
g(T, T)=g(N, N)=g\left(B_{2}, B_{2}\right)=1, g\left(B_{1}, B_{1}\right)=-1
$$

Case 1.2 $N$ is time-like vector. Then $\mu_{i}(1 \leq i \leq 5)$ read

$$
\mu_{1}=\mu_{2}=\mu_{3}=\mu_{4}=1, \mu_{5}=-1
$$

and $T, N, B_{1}$ and $B_{2}$ are mutually orthogonal vectors satisfying equations

$$
g(T, T)=g\left(B_{1}, B_{1}\right)=g\left(B_{2}, B_{2}\right)=1, g(N, N)=-1
$$

Case $2 \alpha$ is a time-like vector. Thus $T$ is a time-like vector. Then $\mu_{i}(1 \leq i \leq 5)$ read

$$
\mu_{1}=\mu_{2}=\mu_{4}=1, \mu_{3}=\mu_{5}=-1
$$

and $T, N, B_{1}$ and $B_{2}$ are mutually orthogonal vectors satisfying equations

$$
g(T, T)=-1, g(N, N)=g\left(B_{1}, B_{1}\right)=g\left(B_{2}, B_{2}\right)=1
$$

Here $\kappa, \tau$ and $\sigma$ are, respectively, first, second and third curvature of the curve $\alpha$.
In another work [3], authors wrote a characterization of space-like curves whose image lies on $H_{0}^{3}$ with following statement.

Theorem 2.1 Let $\alpha=\alpha(s)$ be an unit speed space-like curve with curvatures $\kappa \neq 0, \tau \neq 0$ and $\sigma \neq 0$ in $E_{1}^{4}$. Then $\alpha$ lies on $H_{0}^{3}$ if and only if

$$
\begin{equation*}
\frac{\sigma}{\tau} \frac{d}{d s}\left(\frac{1}{\kappa}\right)-\frac{d}{d s}\left\{\frac{1}{\sigma}\left[\frac{\tau}{\kappa}+\frac{d}{d s}\left(\frac{1}{\tau} \frac{d}{d s}\left(\frac{1}{\kappa}\right)\right)\right]\right\}=0 . \tag{3}
\end{equation*}
$$

In the same space, Yilmaz (see [6]) gave a formulation about inclined curves with the following theorem.

Theorem 2.2 Let $\alpha=\alpha(s)$ be a space-like curve in $E_{1}^{4}$ parameterized by arclength. The curve $\alpha$ is an inclined curve if and only if

$$
\begin{equation*}
\frac{\kappa}{\tau}=A \cosh \left(\int_{0}^{s} \sigma d s\right)+B \sinh \left(\int_{0}^{s} \sigma d s\right) \tag{4}
\end{equation*}
$$

where $\tau \neq 0$ and $\sigma \neq 0, A, B \in R$.
In this paper, we shall study these equations in Case 1.1.1.

## §3. Characterizations of Some Special Space-Like Curves in $\mathbf{E}_{1}^{4}$

Let us consider an unit speed space-like curve $\xi=\xi(s)$ with Frenet equations in case 1.1.1 in Minkowski space-time. We can write this curve respect to Frenet frame $\left\{T, N, B_{1}, B_{2}\right\}$ as

$$
\begin{equation*}
\xi=\xi(s)=m_{1} T+m_{2} N+m_{3} B_{1}+m_{4} B_{2}, \tag{5}
\end{equation*}
$$

where $m_{i}$ are arbitrary functions of $s$. Differentiating both sides of (5), and considering Frenet equations, we easily have a system of differential equation as follow:

$$
\left\{\begin{array}{c}
\frac{d m_{1}}{d s}-m_{2} \kappa-1=0  \tag{6}\\
\frac{d m_{2}}{d s}+m_{1} \kappa-m_{3} \tau=0 \\
\frac{d m_{3}}{d s}+m_{2} \tau+m_{4} \sigma=0 \\
\frac{d m_{4}}{d s}+m_{3} \sigma=0
\end{array}\right\} .
$$

This system's general solution have not been found. Owing to this, we give some special values to the components and curvatures. By this way, we write some characterizations.

Case 1 Let us suppose the curve $\xi=\xi(s)$ lies fully $N B_{1} B_{2}$ subspace. Thus, $m_{1}=0$. Using $(6)_{1},(6)_{2}$ and $(6)_{3}$ we have other components, respectively,

$$
\left\{\begin{array}{c}
m_{2}=-\frac{1}{\kappa}  \tag{7}\\
m_{3}=-\frac{1}{\tau} \frac{d}{d s}\left(\frac{1}{\kappa}\right) \\
m_{4}=\frac{1}{\sigma}\left[\frac{\tau}{\kappa}+\frac{d}{d s}\left(\frac{1}{\tau} \frac{d}{d s}\left(\frac{1}{\kappa}\right)\right)\right]
\end{array}\right\}
$$

These obtained components shall satisfy $(6)_{4}$. And therefore, we get following differential equation:

$$
\begin{equation*}
\frac{d}{d s}\left\{\frac{1}{\sigma}\left[\frac{\tau}{\kappa}+\frac{d}{d s}\left(\frac{1}{\tau} \frac{d}{d s}\left(\frac{1}{\kappa}\right)\right)\right]\right\}-\frac{\sigma}{\tau} \frac{d}{d s}\left(\frac{1}{\kappa}\right)=0 . \tag{8}
\end{equation*}
$$

By the theorem (2.1), (8) follows that $\xi=\xi(s)$ lies on $H_{0}^{3}(r)$. Via this case, we write following results.

Corollary 3.1 Let $\xi=\xi(s)$ be an unit speed space-like curve with curvatures $\kappa \neq 0, \tau \neq 0$ and $\sigma \neq 0$ in $E_{1}^{4}$.
(i) If the first component of position vector of $\xi$ on Frenet axis is zero, then $\xi$ lies on $H_{0}^{3}$.
(ii) All space-like curves which lies fully $N B_{1} B_{2}$ subspace are spherical curves. And position vector of such curves can be written as

$$
\begin{equation*}
\xi=-\frac{1}{\kappa} N-\frac{1}{\tau} \frac{d}{d s}\left(\frac{1}{\kappa}\right) B_{1}+\frac{1}{\sigma}\left[\frac{\tau}{\kappa}+\frac{d}{d s}\left(\frac{1}{\tau} \frac{d}{d s}\left(\frac{1}{\kappa}\right)\right)\right] B_{2} . \tag{9}
\end{equation*}
$$

Case 2 Let us suppose the curve $\xi=\xi(s)$ lies fully $T B_{1} B_{2}$ subspace. In this case $m_{2}=0$. Solution of (6) yields that

$$
\left\{\begin{array}{c}
m_{1}=s+c  \tag{10}\\
m_{3}=-\frac{\kappa}{\tau}(s+c) \\
m_{4}=\frac{1}{\sigma} \frac{d}{d s}\left(\frac{\kappa}{\tau}(s+c)\right)
\end{array}\right\}
$$

where $c$ is a real number. Using $(6)_{4}$, we form a differential equation respect to $\frac{\kappa}{\tau}(s+c)$ as

$$
\begin{equation*}
\frac{d}{d s}\left\{\frac{1}{\sigma} \frac{d}{d s}\left(\frac{\kappa}{\tau}(s+c)\right)\right\}-\frac{\sigma \kappa}{\tau}(s+c)=0 \tag{11}
\end{equation*}
$$

Using an exchange variable $t=\int_{0}^{s} \sigma d s$ in (11), we easily have

$$
\begin{equation*}
\frac{d^{2}}{d t^{2}}\left(\frac{\kappa}{\tau}(u(t)+c)\right)-\frac{\kappa}{\tau}(u(t)+c)=0 \tag{12}
\end{equation*}
$$

where $u(t)$ is a real valued function. (12) has an elementary solution. It follows that

$$
\begin{equation*}
\frac{\kappa}{\tau}(u(t)+c)=k_{1} e^{t}+k_{2} e^{-t} \tag{13}
\end{equation*}
$$

where $k_{1}, k_{2}$ are real numbers. Using hyperbolic functions cosh and sinh, finally we write that

$$
\begin{equation*}
\frac{\kappa}{\tau}(s+c)=A_{1} \cosh \int_{0}^{s} \sigma d s+A_{2} \sinh \int_{0}^{s} \sigma d s \tag{14}
\end{equation*}
$$

where $A_{1}$ and $A_{2}$ real numbers. Moreover, integrating both sides of (11), we have

$$
\begin{equation*}
\left[\frac{\kappa}{\tau}(s+c)\right]^{2}-\frac{1}{\sigma^{2}}\left[\frac{d}{d s}\left(\frac{\kappa}{\tau}(s+c)\right)\right]^{2}=\text { constant. } \tag{15}
\end{equation*}
$$

Now, we write following results by means of theorem (2.2) and above equations.
Corollary 3.2 Let $\xi=\xi(s)$ be an unit speed space-like curve with curvatures $\kappa \neq 0, \tau \neq 0$ and $\sigma \neq 0$ in $E_{1}^{4}$ and second component of position vector of $\xi$ on Frenet axis be zero. Then
(i) there are relations among curvatures of $\xi$ as (11), (14) and (15);
(ii) there are no inclined curves in $E_{1}^{4}$ whose position vector lies fully in $T B_{1} B_{2}$ subspace; (iii) position vector of $\xi$ can be written as

$$
\begin{equation*}
\xi(s)=(s+c) T-\frac{\kappa}{\tau}(s+c) B_{1}+\frac{1}{\sigma} \frac{d}{d s}\left(\frac{\kappa}{\tau}(s+c)\right) B_{2} . \tag{16}
\end{equation*}
$$

Case 3 Let us suppose $m_{3}=0$ and $\kappa=$ constant. Then, we arrive

$$
\left\{\begin{array}{c}
m_{1}=\frac{c_{4}}{\kappa} \frac{d}{d s}\left(\frac{\sigma}{\tau}\right)  \tag{17}\\
m_{2}=-c_{4} \frac{\sigma}{\tau} \\
m_{4}=c_{4}
\end{array}\right\}
$$

Substituting $(17)_{1}$ and $(17)_{2}$ to $(6)_{1}$, we obtain following differential equation respect to $\frac{\sigma}{\tau}$

$$
\begin{equation*}
\frac{d^{2}}{d s^{2}}\left(\frac{\sigma}{\tau}\right)+\kappa^{2} \frac{\sigma}{\tau}=\frac{\kappa}{c_{4}} \tag{18}
\end{equation*}
$$

(18) yields that

$$
\begin{equation*}
\frac{\sigma}{\tau}=l_{1} \cos \kappa s+l_{2} \sin \kappa s+\frac{1}{\kappa c_{4}} . \tag{19}
\end{equation*}
$$

And therefore, we write following results.

Corollary 3.3 Let $\xi=\xi(s)$ be an unit speed space-like curve with constant first curvature and $\tau \neq 0, \sigma \neq 0$ in $E_{1}^{4}$ and third component of position vector of $\xi$ on Frenet axis be zero. Then
(i)there is a relation among curvatures of $\xi$ as (19);
(ii) position vector of $\xi$ can be written as

$$
\begin{equation*}
\xi(s)=\frac{c_{4}}{\kappa} \frac{d}{d s}\left(\frac{\sigma}{\tau}\right) T-c_{4} \frac{\sigma}{\tau} N+c_{4} B_{2} . \tag{20}
\end{equation*}
$$

Remark 3.4 Due to $\sigma, m_{4}$ can not be zero. Thus, the case $m_{4}=$ constant is similar to case 3 .
And finally, considering system of equation (6), we write following characterizations.

Corollary 3.5 Let $\xi=\xi(s)$ be an unit speed space-like curve with curvatures $\kappa \neq 0, \tau \neq 0$ and $\sigma \neq 0$ in $E_{1}^{4}$.
(i) The components $m_{1}$ and $m_{2}$ can not be zero, together. This result implies that $\xi=\xi(s)$ never lies fully $B_{1} B_{2}$ hyperplane. Similarly, the components $m_{2}$ and $m_{3}$ can not be zero, together. This result follows that $\xi=\xi(s)$ never lies fully in $T B_{2}$ hyperplane.
(ii) If the components $m_{1}=m_{2}=0$, then, for the space-like curve $\xi=\xi(s)$, there holds $\kappa=$ constant and $\frac{\sigma}{\tau}=$ constant .
(iii) The components $m_{i}$, for $1 \leq i \leq 4$, can not be nonzero constants, together.

Remark 3.6 In the case when $\xi=\xi(s)$ is a space-like curve within other cases or when is a time-like curve, there holds corollaries which are analogous with corollary 3.1, 3.2, 3.3 and 3.5.
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#### Abstract

Submanifolds are important objectives in classical Riemannian geometry, particularly their embedding or immersion in Euclidean spaces. These similar problems can be also considered for combinatorial manifolds. Serval criterions and fundamental equations for characterizing combinatorially Riemannian submanifolds of a combinatorially Riemannian manifold are found, and the isometry embedding of a combinatorially Riemannian manifold in an Euclidean space is considered by a combinatorial manner in this paper.
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## §1. Introduction

Combinatorial manifolds were introduced in [9] by a combinatorial speculation on classical Riemannian manifolds, also an application of Smarandache multi-spaces in mathematics (see [12] - [13] for details), which can be used both in theoretical physics for generalizing classical spacetimes to multiple one, also enables one to realize those of non-uniform spaces and multilateral properties of objectives.

For a given integer sequence $n_{1}, n_{2}, \cdots, n_{m}, m \geq 1$ with $0<n_{1}<n_{2}<\cdots<n_{m}$, a combinatorial manifold $\widetilde{M}$ is defined to be a Hausdorff space such that for any point $p \in \widetilde{M}$, there is a local chart $\left(U_{p}, \varphi_{p}\right)$ of $p$, i.e., an open neighborhood $U_{p}$ of $p$ in $\widetilde{M}$ and a homoeomorphism

$$
\varphi_{p}: U_{p} \rightarrow \bigcup_{i=1}^{s} B_{i}^{n_{i}}
$$

where $B_{1}^{n_{1}}, B_{2}^{n_{2}}, \cdots, B_{s}^{n_{s}}$ are unit balls with $\bigcap_{i=1}^{s} B_{i}^{n_{i}} \neq \emptyset$ and $\left\{n_{1}(p), n_{2}(p), \cdots, n_{s(p)}(p)\right\} \subseteq$ $\left\{n_{1}, n_{2}, \cdots, n_{m}\right\}$ and $\bigcup_{p \in \widetilde{M}}\left\{n_{1}(p), n_{2}(p), \cdots, n_{s(p)}(p)\right\}=\left\{n_{1}, n_{2}, \cdots, n_{m}\right\}$. Denoted by $\widetilde{M}\left(n_{1}, n_{2}\right.$, $\left.\cdots, n_{m}\right)$ or $\widetilde{M}$ on the context.

Let $\left.\widetilde{\mathcal{A}}=\left\{\left(U_{p}, \varphi_{p}\right) \mid p \in \widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)\right)\right\}$ be an atlas on $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$. The maximum value of $s(p)$ and the dimension of $\bigcap_{i=1}^{s(p)} B_{i}^{n_{i}}$ are called the dimension and the intersec-

[^2]tional dimensional of $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ at the point $p$, denoted by $d_{\widetilde{M}}(p)$ and $\widehat{d} \widetilde{M}(p)$, respectively. A combinatorial manifold $\widetilde{M}$ is called finite if it is just combined by finite manifolds without one manifold contained in the union of others, called smooth if it is finite endowed with a $C^{\infty}$ differential structure. For a smoothly combinatorial manifold $\widetilde{M}$ and a point $p \in \widetilde{M}$, it has been shown in [7] that $\operatorname{dim} T_{p} \widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)=\widehat{s}(p)+\sum_{i=1}^{s(p)}\left(n_{i}-\widehat{s}(p)\right)$ and $\operatorname{dim} T_{p}^{*} \widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)=\widehat{s}(p)+\sum_{i=1}^{s(p)}\left(n_{i}-\widehat{s}(p)\right)$ with a basis
$$
\left\{\left.\left.\frac{\partial}{\partial x^{i_{0} j}}\right|_{p} \right\rvert\, 1 \leq j \leq \widehat{s}(p)\right\} \bigcup\left(\bigcup_{i=1}^{s(p)}\left\{\left.\left.\frac{\partial}{\partial x^{i j}}\right|_{p} \right\rvert\, \widehat{s}(p)+1 \leq j \leq n_{i}\right\}\right)
$$
or
$$
\left.\left\{d x^{i_{0} j}{ }_{p} \mid\right\} 1 \leq j \leq \widehat{s}(p)\right\} \bigcup\left(\bigcup_{i=1}^{s(p)}\left\{\left.d x^{i j}\right|_{p} \mid \widehat{s}(p)+1 \leq j \leq n_{i}\right\}\right.
$$
for any integer $i_{0}, 1 \leq i_{0} \leq s(p)$. Let $\widetilde{M}$ be a smoothly combinatorial manifold and
$$
g \in A^{2}(\widetilde{M})=\bigcup_{p \in \widetilde{M}} T_{2}^{0}(p, \widetilde{M})
$$

If $g$ is symmetrical and positive, then $\widetilde{M}$ is called a combinatorially Riemannian manifold, denoted by $(\widetilde{M}, g)$. In this case, if there is a connection $\widetilde{D}$ on $(\widetilde{M}, g)$ with equality following hold

$$
Z(g(X, Y))=g\left(\widetilde{D}_{Z}, Y\right)+g\left(X, \widetilde{D}_{Z} Y\right)
$$

then $\widetilde{M}$ is called a combinatorially Riemannian geometry, denoted by $(\widetilde{M}, g, \widetilde{D})$. It has been showed that there exists a unique connection $\widetilde{D}$ on $(\widetilde{M}, g)$ such that $(\widetilde{M}, g, \widetilde{D})$ is a combinatorially Riemannian geometry $([7]-[8])$.

A subset $\widetilde{S}$ of a combinatorial manifold or a combinatorially Riemannian manifold $\widetilde{M}$ is called a combinatorial submanifold or combinatorially Riemannian submanifold if it is a combinatorial manifold or a combinatorially Riemannian manifold itself. In classical Riemannian geometry, submanifolds are very important objectives in research, particularly their embedding or immersion in Euclidean spaces. These similar problems should be also considered on combinatorial submanifolds for characterizing combinatorial manifolds, such as those of what condition ensures a subset of a combinatorial manifold or a combinatorially Riemannian manifold to be a combinatorial submanifold or a combinatorially Riemannian submanifold in topology or in geometry? Notice that there are no doubts for the existence of submanifolds of a given manifold in classical Riemannian geometry. Thereby one can got various fundamental equations, such as those of the Gauss's, the Codazzi's and the Ricci's for handling the behavior of submanifolds of a Riemannian manifold. But for a combinatorially Riemannian manifold the situation is more complex for it being provided with a combinatorial structure. Therefore, problems without consideration in classical Riemannian geometry should be researched thoroughly in this time. For example, for a given subgraph $\Gamma$ of $G[\widetilde{M}]$ underlying $\widetilde{M}$, whether is
there a combinatorial submanifold or a combinatorially Riemannian submanifold underlying $\Gamma$ ? Are those of fundamental equations, i.e., the Gauss's, the Codazzi's or the Ricci's still true for combinatorially Riemannian submanifolds? If not, what are their right forms? All these problems should be answered in this paper.

Now let $\widetilde{M}, \widetilde{N}$ be two combinatorial manifolds, $F: \widetilde{M} \rightarrow \widetilde{N}$ a smooth mapping and $p \in \widetilde{M}$. For $\forall v \in T_{p} \widetilde{M}$, define a tangent vector $F_{*}(v) \in T_{F(p)} \widetilde{N}$ by

$$
F_{*}(v)=v(f \circ F), \quad \forall f \in C_{F(p)}^{\infty}
$$

called the differentiation of $F$ at the point $p$. Its dual $F^{*}: T_{F(p)}^{*} \widetilde{N} \rightarrow T_{p}^{*} \widetilde{M}$ determined by

$$
\left(F^{*} \omega\right)(v)=\omega\left(F_{*}(v)\right) \text { for } \forall \omega \in T_{F(p)}^{*} \widetilde{N} \text { and } \forall v \in T_{p} \widetilde{M}
$$

is called a pull-back mapping. We know that mappings $F_{*}$ and $F^{*}$ are linear.
For a smooth mapping $F: \widetilde{M} \rightarrow \widetilde{N}$ and $p \in \widetilde{M}$, if $F_{* p}: T_{p} \widetilde{M} \rightarrow T_{F(p)} \widetilde{N}$ is one-toone, we call it an immersion mapping. Besides, if $F_{* p}$ is onto and $F: \widetilde{M} \rightarrow F(\widetilde{M})$ is a homoeomorphism with the relative topology of $\tilde{N}$, then we call it an embedding mapping and $(F, \widetilde{M})$ a combinatorially embedded submanifold. Usually, we replace the mapping $F$ by an inclusion mapping $\widetilde{i}: \widetilde{M} \rightarrow \widetilde{N}$ and denoted by $(\widetilde{i}, \widetilde{M})$ a combinatorial submanifold of $\widetilde{N}$.

Terminology and notations used in this paper are standard and can be found in [1] - [2], [14] for manifolds and submanifolds, [3] - [5] for Smarandache multi-spaces and graphs, [7] - [10] for combinatorial manifolds and [11] for topology, respectively.

## §2. Topological Criterions

Let $\widetilde{M}=\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right), \widetilde{N}=\widetilde{N}\left(k_{1}, k_{2}, \cdots, k_{l}\right)$ be two finitely combinatorial manifolds and $F: \widetilde{M} \rightarrow \widetilde{N}$ a smooth mapping. For $\forall p \in \widetilde{M}$, let $\left(U_{p}, \varphi_{p}\right)$ and $\left(V_{F(p)}, \psi_{F(p)}\right)$ be local charts of $p$ in $\widetilde{M}$ and $F(p)$ in $\widetilde{N}$, respectively. Denoted by

$$
J_{X ; Y}(F)(p)=\left[\frac{\partial F^{\kappa \lambda}}{\partial x^{\mu \nu}}\right]
$$

the Jacobi matrix of $F$ at $p$. Then we find that
Theorem 2.1 Let $F: \widetilde{M} \rightarrow \widetilde{N}$ be a smooth mapping from $\widetilde{M}$ to $\widetilde{N}$. Then $F$ is an immersion mapping if and only if

$$
\operatorname{rank}\left(J_{X ; Y}(F)(p)\right)=d_{\widetilde{M}}(p)
$$

for $\forall p \in \widetilde{M}$.
Proof Assume the coordinate matrixes of points $p \in \widetilde{M}$ and $F(p) \in \widetilde{N}$ are $\left[x^{i j}\right]_{s(p) \times n_{s(p)}}$ and $\left[y^{i j}\right]_{s(F(p)) \times n_{s(F(p))}}$, respectively. Notice that

$$
T_{p} \widetilde{M}=\left\langle\left.\frac{\partial}{\partial x^{i_{0} j_{1}}}\right|_{p}, \left.\left.\frac{\partial}{\partial x^{i j_{2}}}\right|_{p} \right\rvert\, 1 \leq i \leq s(p), 1 \leq j_{1} \leq \widehat{s}(p), \widehat{s}(p)+1 \leq j_{2} \leq n_{i}\right\rangle
$$

and

$$
T_{F(p)} \widetilde{N}=\left\langle\left\{\left.\frac{\partial}{\partial y^{i_{0} j_{1}}}\right|_{F(p)}, 1 \leq j_{1} \leq \widehat{s}(F(p))\right\} \bigcup_{i=1}^{s(F(p))}\left\{\left.\frac{\partial}{\partial y^{i j_{2}}}\right|_{F(p)}, \widehat{s}(F(p))+1 \leq j_{2} \leq k_{i}\right\}\right\rangle
$$

for any integer $i_{0}, 1 \leq i_{0} \leq \min \{s(p), s(F(p))\}$. By definition, $F_{* p}$ is a linear mapping. We only need to prove that $F_{* p}: T_{p} \widetilde{M} \rightarrow T_{p} \widetilde{N}$ is an injection for $\forall p \in \widetilde{M}$. For $\forall f \in \mathscr{X}_{p}$, calculation shows that

$$
\begin{aligned}
F_{* p}\left(\frac{\partial}{\partial x^{i j}}\right)(f) & =\frac{\partial(f \circ F)}{\partial x^{i j}} \\
& =\sum_{\mu, \nu} \frac{\partial F^{\mu \nu}}{\partial x^{i j}} \frac{\partial f}{\partial y^{\mu \nu}} .
\end{aligned}
$$

Whence, we find that

$$
\begin{equation*}
F_{* p}\left(\frac{\partial}{\partial x^{i j}}\right)=\sum_{\mu, \nu} \frac{\partial F^{\mu \nu}}{\partial x^{i j}} \frac{\partial}{\partial y^{\mu \nu}} . \tag{2.1}
\end{equation*}
$$

According to a fundamental result on linear equation systems, these exist solutions in the equation system (2.1) if and only if

$$
\operatorname{rank}\left(J_{X ; Y}(F)(p)\right)=\operatorname{rank}\left(J_{X ; Y}^{*}(F)(p)\right),
$$

where

$$
J_{X ; Y}^{*}(F)(p)=\left[\begin{array}{cc}
\cdots & F_{* p}\left(\frac{\partial}{\partial x^{11}}\right) \\
\cdots & \cdots \\
\cdots & F_{* p}\left(\frac{\partial}{\partial x^{1 n_{1}}}\right) \\
J_{X ; Y}(F)(p) & \cdots \\
\cdots & F_{* p}\left(\frac{\partial}{\partial x^{s(p) 1}}\right) \\
\cdots & \cdots \\
\cdots & F_{* p}\left(\frac{\partial}{\partial x^{s(p) n_{s}(p)}}\right)
\end{array}\right] .
$$

We have known that

$$
\operatorname{rank}\left(J_{X ; Y}^{*}(F)(p)\right)=d_{\widetilde{M}}(p) .
$$

Therefore, $F$ is an immersion mapping if and only if

$$
\operatorname{rank}\left(J_{X ; Y}(F)(p)\right)=d_{\widetilde{M}}(p)
$$

for $\forall p \in \widetilde{M}$.
For finding some simple criterions for combinatorial submanifolds, we consider the case that $F: \widetilde{M} \rightarrow \widetilde{N}$ maps each manifold of $\widetilde{M}$ to a manifold of $\widetilde{N}$, denoted by $F: \widetilde{M}{ }_{1} \rightarrow_{1} \widetilde{N}$, which can be characterized by a purely combinatorial manner. In this case, $\widetilde{M}$ is called a combinatorial in-submanifold of $\widetilde{N}$.

Let $G$ be a connected graph. A vertex-edge labeled graph $G^{L}$ defined on $G$ is a triple $\left(G ; \tau_{1}, \tau_{2}\right)$, where $\tau_{1}: V(G) \rightarrow\{1,2, \cdots, k\}$ and $\tau_{2}: E(G) \rightarrow\{1,2, \cdots, l\}$ for positive integers $k$ and $l$.


Fig. 2.1
For a given vertex-edge labeled graph $G^{L}=\left(V^{L}, E^{L}\right)$ on a graph $G=(V, E)$, its a subgraph is defined to be a connected subgraph $\Gamma \prec G$ with labels $\left.\tau_{1}\right|_{\Gamma}(u) \leq\left.\tau_{1}\right|_{G}(u)$ for $\forall u \in V(\Gamma)$ and $\left.\tau_{2}\right|_{\Gamma}(u, v) \leq\left.\tau_{2}\right|_{G}(u, v)$ for $\forall(u, v) \in E(\Gamma)$, denoted by $\Gamma^{L} \prec G^{L}$. For example, two vertex-edge labeled graphs with an underlying graph $K_{4}$ are shown in Fig.2.1, in which the vertex-edge labeled graphs (b) and (c) are subgraphs of that (a).

For a finitely combinatorial manifold $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ with $1 \leq n_{1}<n_{2}<\cdots<$ $n_{m}, m \geq 1$, we can naturally construct a vertex-edge labeled graph $G^{L}\left[\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)\right]=$ ( $V^{L}, E^{L}$ ) by defining

$$
V^{L}=\left\{n_{i}-\text { manifolds } M^{n_{i}} \text { in } \widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right) \mid 1 \leq i \leq m\right\}
$$

with a label $\tau_{1}\left(M^{n_{i}}\right)=n_{i}$ for each vertex $M^{n_{i}}, 1 \leq i \leq m$ and

$$
E^{L}=\left\{\left(M^{n_{i}}, M^{n_{j}}\right) \mid M^{n_{i}} \bigcap M^{n_{j}} \neq \emptyset, 1 \leq i, j \leq m\right\}
$$

with a label $\tau_{2}\left(M^{n_{i}}, M^{n_{j}}\right)=\operatorname{dim}\left(M^{n_{i}} \bigcap M^{n_{j}}\right)$ for each edge $\left(M^{n_{i}}, M^{n_{j}}\right), 1 \leq i, j \leq m$. This construction then enables us to get a topological criterion for combinatorial submanifolds of a finitely combinatorial manifold by subgraphs in a vertex-edge labeled graph. For this objective, we introduce the feasibly vertex-edge labeled subgraphs of $G^{L}[\widetilde{M}]$ on a finitely combinatorial manifold $\widetilde{M}$ following.

Applying these vertex-edge labeled graphs correspondent to finitely combinatorial manifolds, we get some criterions for combinatorial submanifolds. Firstly, we establish a decomposition result on unit for smoothly combinatorial manifolds.

Lemma 2.1 Let $\widetilde{M}$ be a smoothly combinatorial manifolds with the second axiom of countability hold. For $\forall p \in \widetilde{M}$, let $U_{p}$ be the intersection of $\widehat{s}(p)$ manifolds $M_{1}, M_{2}, \cdots, M_{\widehat{s}(p)}$. Then there are functions $f_{M_{i}}, 1 \leq i \leq \widehat{s}(p)$ in a local chart $\left(V_{p},\left[\varphi_{p}\right]\right), V_{p} \subset U_{p}$ in $\widetilde{M}$ such that

$$
f_{M_{i}}=\left\{\begin{array}{l}
1 \\
\text { on } V_{p} \bigcap M_{i} \\
0 \\
\text { otherwise }
\end{array}\right.
$$

Proof By definition, each manifold $M_{i}$ is also smooth with the second axiom of countability hold since

$$
\mathscr{A}_{i}=\left\{\left.\left(U_{p},\left[\varphi_{p}\right]\right)\right|_{V_{p} \cap M_{i}} \mid p \in M_{\}}\right.
$$

is a $C^{\infty}$ differential structure on $M_{i}$ for any integer $i, 1 \leq i \leq \widehat{s}(p)$. According to the decomposition theorem of unit on manifolds with the second axiom of countability hold, there is a finite cover

$$
\Sigma_{M_{i}}=\left\{W_{\alpha}^{i}, \alpha \in \mathbb{N}\right\}
$$

on each $M_{i}$, where $\mathbb{N}$ is a natural number set such that there exists a family function $f_{\alpha} \in$ $C^{\infty}\left(M_{i}\right)$ with $\left.f_{\alpha}\right|_{W_{\alpha}^{i}} \equiv 1$ but $\left.f_{\alpha}\right|_{N_{i} \backslash W_{\alpha}^{i}} \equiv 0$.

Not loss of generality, we assume that $p \in W_{\alpha_{0}}^{i}$ for any integer $i$. Let

$$
V_{p}=\bigcap_{i=1}^{\widehat{s}(p)} W_{\alpha_{0}}^{i}
$$

and define

$$
f_{M_{i}}(q)=\left\{\begin{array}{cc}
\left.f_{\alpha_{0}}\right|_{W_{\alpha_{0}}^{i}} & \text { if } q \in W_{\alpha_{0}}^{i} \\
0 & \text { otherwise }
\end{array}\right.
$$

Then we get these functions $f_{M_{i}}, 1 \leq i \leq \widehat{s}(p)$ satisfied with our desired.
Theorem 2.2 Let $\widetilde{M}$ be a smoothly combinatorial manifold and $N$ a manifold. If for $\forall M \in$ $V(G[\widetilde{M}])$, there exists an embedding $F_{M}: M \rightarrow N$, then $\widetilde{M}$ can be embedded into $N$.

Proof By assumption, there exists an embedding $F_{M}: M \rightarrow N$ for $\forall M \in V(G[\widetilde{M}])$. For $p \in \widetilde{M}$, let $V_{p}$ be the intersection of $\widehat{s}(p)$ manifolds $M_{1}, M_{2}, \cdots, M_{\widehat{s}(p)}$ with functions $f_{M_{i}}$, $1 \leq i \leq \widehat{s}(p)$ in Lemma 2.1 existed. Define a mapping $\widetilde{F}: \widetilde{M} \rightarrow N$ at $p$ by

$$
\widetilde{F}(p)=\sum_{i=1}^{\widehat{s}(p)} f_{M_{i}} F_{M_{i}}
$$

Then $\widetilde{F}$ is smooth at each point in $\widetilde{M}$ for the smooth of each $F_{M_{i}}$ and $\widetilde{F}_{* p}: T_{p} \widetilde{M} \rightarrow T_{p} N$ is one-to-one since each $\left(F_{M_{i}}\right)_{* p}$ is one-to-one at the point $p$. Whence, $\widetilde{M}$ can be embedded into the manifold $N$.

Theorem 2.3 Let $\widetilde{M}$ and $\widetilde{N}$ be smoothly combinatorial manifolds. If for $\forall M \in V(G[\widetilde{M}])$, there exists an embedding $F_{M}: M \rightarrow \widetilde{N}$, then $\widetilde{M}$ can be embedded into $\widetilde{N}$.

Proof Applying Lemma 2.1, we can get a mapping $\widetilde{F}: \widetilde{M} \rightarrow \widetilde{N}$ defined by

$$
\widetilde{F}(p)=\sum_{i=1}^{\widehat{s}(p)} f_{M_{i}} F_{M_{i}}
$$

at $\forall p \in \widetilde{M}$. Similar to the proof of Theorem 2.2 , we know that $\widetilde{F}$ is smooth and $\widetilde{F}_{* p}: T_{p} \widetilde{M} \rightarrow$ $T_{p} \widetilde{N}$ is one-to-one. Whence, $\widetilde{M}$ can be embedded into $\widetilde{N}$.

Now we introduce conceptions of feasibly vertex-edge labeled subgraphs and labeled quotient graphs in the following.

Definition 2.1 Let $\widetilde{M}$ be a finitely combinatorial manifold with an underlying graph $G^{L}[\widetilde{M}]$. For $\forall M \in V\left(G^{L}[\widetilde{M}]\right)$ and $U^{L} \subset N_{G^{L}[\widetilde{M}]}(M)$ with new labels $\tau_{2}\left(M, M_{i}\right) \leq\left.\tau_{2}\right|_{G^{L}[\widetilde{M}]}\left(M, M_{i}\right)$ for $\forall M_{i} \in U^{L}$, let $J\left(M_{i}\right)=\left\{M_{i}^{\prime} \mid \operatorname{dim}\left(M \cap M_{i}^{\prime}\right)=\tau_{2}\left(M, M_{i}\right), M_{i}^{\prime} \subset M_{i}\right\}$ and denotes all these distinct representatives of $J\left(M_{i}\right), M_{i} \in U^{L}$ by $\mathscr{T}$. Define the index $o_{\widetilde{M}}\left(M: U^{L}\right)$ of $M$ relative to $U^{L}$ by

$$
o_{\widetilde{M}}\left(M: U^{L}\right)=\min _{J \in \mathscr{T}}\left\{\operatorname{dim}\left(\bigcup_{M^{\prime} \in J}\left(M \bigcap M^{\prime}\right)\right)\right\}
$$

A vertex-edge labeled subgraph $\Gamma^{L}$ of $G^{L}[\widetilde{M}]$ is feasible if for $\forall u \in V\left(\Gamma^{L}\right)$,

$$
\left.\tau_{1}\right|_{\Gamma}(u) \geq o_{\widetilde{M}}\left(u: N_{\Gamma^{L}}(u)\right)
$$

Denoted by $\Gamma^{L} \prec_{o} G^{L}[\widetilde{M}]$ a feasibly vertex-edge labeled subgraph $\Gamma^{L}$ of $G^{L}[\widetilde{M}]$.
Definition 2.2 Let $\widetilde{M}$ be a finitely combinatorial manifold, $\mathscr{L}$ a finite set of manifolds and $F_{1}^{1}: \widetilde{M} \rightarrow \mathscr{L}$ an injection such that for $\forall M \in V(G[\widetilde{M}])$, there are no two different $N_{1}, N_{2} \in \mathscr{L}$ with $F_{1}^{1}(M) \cap N_{1} \neq \emptyset, F_{1}^{1}(M) \cap N_{2} \neq \emptyset$ and for different $M_{1}, M_{2} \in V(G[\widetilde{M}])$ with $F_{1}^{1}\left(M_{1}\right) \subset$ $N_{1}, F_{1}^{1}\left(M_{2}\right) \subset N_{2}$, there exist $N_{1}^{\prime}, N_{2}^{\prime} \in \mathscr{L}$ enabling that $N_{1} \cap N_{1}^{\prime} \neq \emptyset$ and $N_{2} \cap N_{2}^{\prime} \neq \emptyset . A$ vertex-edge labeled quotient graph $G^{L}[\widetilde{M}] / F_{1}^{1}$ is defined by

$$
\begin{gathered}
V\left(G^{L}[\widetilde{M}] / F_{1}^{1}\right)=\left\{N \subset \mathscr{L} \mid \exists M \in V(G[\widetilde{M}]) \text { such that } F_{1}^{1}(M) \subset N\right\} \\
E\left(G^{L}[\widetilde{M}] / F_{1}^{1}\right)=\left\{\left(N_{1}, N_{2}\right) \mid \exists\left(M_{1}, M_{2}\right) \in E(G[\widetilde{M}]), N_{1}, N_{2} \in \mathscr{L}\right. \text { such that } \\
\left.F_{1}^{1}\left(M_{1}\right) \subset N_{1}, F_{1}^{1}\left(M_{2}\right) \subset N_{2} \text { and } F_{1}^{1}\left(M_{1}\right) \cap F_{1}^{1}\left(M_{2}\right) \neq \emptyset\right\}
\end{gathered}
$$

and labeling each vertex $N$ with $\operatorname{dim} M$ if $F_{1}^{1}(M) \subset N$ and each edge $\left(N_{1}, N_{2}\right)$ with $\operatorname{dim}\left(M_{1} \cap M_{2}\right)$ if $F_{1}\left(M_{1}\right) \subset N_{1}, F_{1}^{1}\left(M_{2}\right) \subset N_{2}$ and $F_{1}^{1}\left(M_{1}\right) \cap F_{1}^{1}\left(M_{2}\right) \neq \emptyset$.

According to Theorems 2.2 and 2.3, we find criterion for combinatorial submanifolds in the following.

Theorem 2.4 Let $\widetilde{M}$ and $\widetilde{N}$ be finitely combinatorial manifolds. Then $\widetilde{M}$ is a combinatorial in-submanifold of $\widetilde{N}$ if and only if there exists an injection $F_{1}^{1}$ on $\widetilde{M}$ such that

$$
G^{L}[\widetilde{M}] / F_{1}^{1} \prec_{0} \widetilde{N}
$$

Proof If $\widetilde{M}$ is a combinatorial in-submanifold of $\widetilde{N}$, by definition, we know that there is an injection $F: \widetilde{M} \rightarrow \widetilde{N}$ such that $F(\widetilde{M}) \in V(G[\widetilde{N}])$ for $\forall M \in V(G[\widetilde{M}])$ and there are no two different $N_{1}, N_{2} \in \mathscr{L}$ with $F_{1}^{1}(M) \cap N_{1} \neq \emptyset, F_{1}^{1}(M) \cap N_{2} \neq \emptyset$. Choose $F_{1}^{1}=F$. Since $F$ is locally $1-1$ we get that $F\left(M_{1} \cap M_{2}\right)=F\left(M_{1}\right) \cap F\left(M_{2}\right)$, i.e., $F\left(M_{1}, M_{2}\right) \in E(G[\tilde{N}])$ or $V(G[\widetilde{N}])$ for $\forall\left(M_{1}, M_{2}\right) \in E(G[\widetilde{M}])$. Whence, $G^{L}[\widetilde{M}] / F_{1}^{1} \prec G^{L}[\widetilde{N}]$. Notice that $G^{L}[\widetilde{M}]$ is correspondent with $\widetilde{M}$. Whence, it is a feasible vertex-edge labeled subgraph of $G^{L}[\widetilde{N}]$ by definition. Therefore, $G^{L}[\widetilde{M}] / F_{1}^{1} \prec_{o} G^{L}[\widetilde{N}]$.

Now if there exists an injection $F_{1}^{1}$ on $\widetilde{M}$, let $\Gamma^{L} \prec_{0} G^{L}[\tilde{N}]$. Denote by $\bar{\Gamma}$ the graph $G^{L}[\tilde{N}] \backslash \Gamma^{L}$, where $G^{L}[\widetilde{N}] \backslash \Gamma^{L}$ denotes the vertex-edge labeled subgraph induced by edges in $G^{L}[\tilde{N}] \backslash \Gamma^{L}$ with non-zero labels in $G[\widetilde{N}]$. We construct a subset $\widetilde{M}^{*}$ of $\widetilde{N}$ by

$$
\widetilde{M}^{*}=\widetilde{N} \backslash\left(\left(\bigcup_{M^{\prime} \in V(\bar{\Gamma})} M^{\prime}\right) \bigcup\left(\bigcup_{\left(M^{\prime}, M^{\prime \prime}\right) \in E(\bar{\Gamma})}\left(M^{\prime} \bigcap M^{\prime \prime}\right)\right)\right)
$$

and define $\widetilde{M}=F_{1}^{1-1}\left(\widetilde{M}^{*}\right)$. Notice that any open subset of an $n$-manifold is also a manifold and $F_{1}^{1-1}\left(\Gamma^{L}\right)$ is connected by definition. It can be shown that $\widetilde{M}$ is a finitely combinatorial submanifold of $\widetilde{N}$ with $G^{L}[\widetilde{M}] / F_{1}^{1} \cong \Gamma^{L}$.

An injection $F_{1}^{1}: \widetilde{M} \rightarrow \mathscr{L}$ is monotonic if $N_{1} \neq N_{2}$ if $F_{1}^{1}\left(M_{1}\right) \subset N_{1}$ and $F_{1}^{1}\left(M_{2}\right) \subset N_{2}$ for $\forall M_{1}, M_{2} \in V(G[\widetilde{M}]), M_{1} \neq M_{2}$. In this case, we get a criterion for combinatorial submanifolds of a finite combinatorial manifold.

Corollary 2.1 For two finitely combinatorial manifolds $\widetilde{M}, \widetilde{N}, \widetilde{M}$ is a combinatorially monotonic submanifold of $\widetilde{N}$ if and only if $G^{L}[\widetilde{M}] \prec_{o} G^{L}[\tilde{N}]$.

Proof Notice that $F_{1}^{1} \equiv \mathbf{1}_{1}^{1}$ in the monotonic case. Whence, $G^{L}[\widetilde{M}] / F_{1}^{1}=G^{L}[\widetilde{M}] / \mathbf{1}_{1}^{1}=$ $G^{L}[\widetilde{M}]$. Thereafter, by Theorem 2.4 , we know that $\widetilde{M}$ is a combinatorially monotonic submanifold of $\widetilde{N}$ if and only if $G^{L}[\widetilde{M}] \prec_{o} G^{L}[\widetilde{N}]$.

## §3. Fundamental Formulae

Let $(\widetilde{i}, \widetilde{M})$ be a smoothly combinatorial submanifold of a Riemannian manifold $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$. For $\forall p \in \widetilde{M}$, we can directly decompose the tangent vector space $T_{p} \widetilde{N}$ into

$$
T_{p} \widetilde{N}=T_{p} \widetilde{M} \oplus T_{p}^{\perp} \widetilde{M}
$$

on the Riemannian metric $g_{\widetilde{N}}$ at the point $p$, i.e., choice the metric of $T_{p} \widetilde{M}$ and $T_{p}^{\perp} \widetilde{M}$ to be $\left.g_{\widetilde{N}}\right|_{T_{p} \widetilde{M}}$ or $\left.g_{\widetilde{N}}\right|_{T_{p}^{\perp} \widetilde{M}}$, respectively. Then we get a tangent vector space $T_{p} \widetilde{M}$ and a orthogonal complement $T_{p}^{\perp} \widetilde{M}$ of $T_{p} \widetilde{M}$ in $T_{p} \widetilde{N}$, i.e.,

$$
T_{p}^{\perp} \widetilde{M}=\left\{v \in T_{p} \widetilde{N} \mid\langle v, u\rangle=0 \text { for } \forall u \in T_{p} \widetilde{M}\right\}
$$

We call $T_{p} \widetilde{M}, T_{p}^{\perp} \widetilde{M}$ the tangent space and normal space of $(\widetilde{i}, \widetilde{M})$ at the point $p$ in $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$, respectively. They both have the Riemannian structure, particularly, $\widetilde{M}$ is a combinatorially Riemannian manifold under the induced metric $g=\widetilde{i}^{*} g_{\tilde{N}}$.

Therefore, a vector $v \in T_{p} \widetilde{N}$ can be directly decomposed into

$$
v=v^{\top}+v^{\perp}
$$

where $v^{\top} \in T_{p} \widetilde{M}, v^{\perp} \in T_{p}^{\perp} \widetilde{M}$ are the tangent component and the normal component of $v$ at the point $p$ in $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$. All such vectors $v^{\perp}$ in $T \widetilde{N}$ are denoted by $T^{\perp} \widetilde{M}$, i.e.,

$$
T^{\perp} \widetilde{M}=\bigcup_{p \in \widetilde{M}} T_{p}^{\perp} \widetilde{M}
$$

Whence, for $\forall X, Y \in \mathscr{X}(\widetilde{M})$, we know that

$$
\widetilde{D}_{X} Y=\widetilde{D}_{X}^{\top} Y+\widetilde{D}_{X}^{\perp} Y
$$

called the Gauss formula on the combinatorially Riemannian submanifold $(\widetilde{M}, g)$, where $\widetilde{D}_{X}^{\top} Y=$ $\left(\widetilde{D}_{X} Y\right)^{\top}$ and $\widetilde{D}_{X}^{\perp} Y=\left(\widetilde{D}_{X} Y\right)^{\perp}$.

Theorem 3.1 Let $\underset{\sim}{\underset{\sim}{i}}, \widetilde{M})$ be a combinatorially Riemannian submanifold of $\left(\widetilde{\sim}, g_{\widetilde{N}}, \widetilde{D}\right)$ with an induced metric $g=\widetilde{i}^{*} g_{\widetilde{N}}$. Then for $\forall X, Y, Z, \widetilde{D}^{\top}: \mathscr{X}(\widetilde{M}) \times \mathscr{X}(\widetilde{M}) \rightarrow \mathscr{X}(\widetilde{M})$ determined by $\widetilde{D}^{\top}(Y, X)=\widetilde{D}_{X}^{\top} Y$ is a combinatorially Riemannian connection on $(\widetilde{M}, g)$ and $\widetilde{D}^{\perp}: \mathscr{X}(\widetilde{M}) \times$ $\mathscr{X}(\widetilde{M}) \rightarrow T^{\perp}(\widetilde{M})$ is a symmetrically coinvariant tensor field of order 2 , i.e.,
(1) $\widetilde{D}_{X}^{\perp}{ }_{X} Z=\widetilde{D}_{X}^{\perp} Z+\widetilde{D}_{Y}^{\perp} Z$;
(2) $\widetilde{D}_{\lambda}^{\perp}{ }_{X} Y=\lambda \widetilde{D}_{X}^{\perp} Y$ for $\forall \lambda \in C^{\infty}(\widetilde{M})$;
(3) $\widetilde{D}_{X}^{\perp} Y=\widetilde{D} \stackrel{\perp}{Y} X$.

Proof By definition, there exists an inclusion mapping $\widetilde{i}: \widetilde{M} \rightarrow \widetilde{N}$ such that $(\widetilde{i}, \widetilde{M})$ is a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$ with a metric $g=\widetilde{i}^{*} g_{\widetilde{N}}$.

For $\forall X, Y, Z \in \mathscr{X}(\widetilde{M})$, we know that

$$
\begin{aligned}
\widetilde{D}_{X+Y} Z & =\widetilde{D}_{X} Z+\widetilde{D}_{Y} Z \\
& =\left(\widetilde{D}_{X}^{\top} Z+\widetilde{D}_{X}^{\top} Z\right)+\left(\widetilde{D}_{X}^{\perp} Z+\widetilde{D}_{X}^{\perp} Z\right)
\end{aligned}
$$

by properties of the combinatorially Riemannian connection $\widetilde{D}$. Thereby, we find that

$$
\widetilde{D}_{X+Y}^{\top} Z=\widetilde{D}_{X}^{\top} Z+\widetilde{D}_{Y}^{\top} Z, \quad \widetilde{D}_{X+Y}^{\perp} Z=\widetilde{D}_{X}^{\perp} Z+\widetilde{D}_{Y}^{\perp} Z
$$

Similarly, we also find that

$$
\widetilde{D}_{X}^{\top}(Y+Z)=\widetilde{D}_{X}^{\top} Y+\widetilde{D}_{X}^{\top} Z, \quad \widetilde{D}_{X}^{\perp}(Y+Z)=\widetilde{D}_{X}^{\perp} Y+\widetilde{D}_{X}^{\perp} Z
$$

Now for $\forall \lambda \in C^{\infty}(\widetilde{M})$, since

$$
\widetilde{D}_{\lambda X} Y=\lambda \widetilde{D}_{X} Y, \quad \widetilde{D}_{X}(\lambda Y)=X(\lambda)+\lambda \widetilde{D}_{X} Y
$$

we find that

$$
\widetilde{D}_{\lambda X}^{\top} Y=\lambda \widetilde{D}_{X}^{\top} Y, \quad \widetilde{D}_{X}^{\top}(\lambda Y)=X(\lambda)+\lambda \widetilde{D}_{X}^{\top} Y
$$

and

$$
\widetilde{D}_{X}^{\perp}(\lambda Y)=\lambda \widetilde{D}_{X}^{\perp} Y
$$

Thereafter, the mapping $\widetilde{D}^{\top}: \mathscr{X}(\widetilde{M}) \times \mathscr{X}(\widetilde{M}) \rightarrow \mathscr{X}(\widetilde{M})$ is a combinatorially connection on $(\widetilde{M}, g)$ and $\widetilde{D}^{\perp}: \mathscr{X}(\widetilde{M}) \times \mathscr{X}(\widetilde{M}) \rightarrow T^{\perp}(\widetilde{M})$ have properties (1) and (2).

By the torsion-free of the Riemannian connection $\widetilde{D}$, i.e.,

$$
\widetilde{D}_{X} Y-\widetilde{D}_{Y} X=[X, Y] \in \mathscr{X}(\widetilde{M})
$$

for $\forall X, Y \in \mathscr{X}(\widetilde{M})$, we get that

$$
\widetilde{D}_{X}^{\top} Y-\widetilde{D}_{Y}^{\top} X=\left(\widetilde{D}_{X} Y-\widetilde{D}_{Y} X\right)^{\top}=[X, Y]
$$

and

$$
\widetilde{D}_{X}^{\perp} Y-\widetilde{D}_{Y}^{\perp} X=\left(\widetilde{D}_{X} Y-\widetilde{D}_{Y} X\right)^{\perp}=0
$$

i.e., $\widetilde{D}_{X}^{\perp} Y=\widetilde{D}_{Y}^{\perp} X$. Whence, $\widetilde{D}^{\top}$ is also torsion-free on $(\widetilde{M}, g)$ and the property (3) on $\widetilde{D}^{\perp}$ holds. Applying the compatibility of $\widetilde{D}$ with $g_{\widetilde{N}}$ in $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$, we finally get that

$$
\begin{aligned}
Z\langle X, Y\rangle & =\left\langle\widetilde{D}_{Z} X, Y\right\rangle+\left\langle X, \widetilde{D}_{Z} Y\right\rangle \\
& =\left\langle\widetilde{D}_{Z}^{\top} X, Y\right\rangle+\left\langle X, \widetilde{D}_{Z}^{\top} Y\right\rangle
\end{aligned}
$$

which implies that $\widetilde{D}^{\top}$ is also compatible with $(\widetilde{M}, g)$, namely $\widetilde{D}^{\top}: \mathscr{X}(\widetilde{M}) \times \mathscr{X}(\widetilde{M}) \rightarrow \mathscr{X}(\widetilde{M})$ is a combinatorially Riemannian connection on $(\widetilde{M}, g)$.

Now for $\forall X \in \mathscr{X}(\widetilde{M})$ and $Y^{\perp} \in T^{\perp} \widetilde{M}$, we know that $\widetilde{D}_{X} Y^{\perp} \in T \widetilde{N}$. Whence, we can directly decompose it into

$$
\widetilde{D}_{X} Y^{\perp}=\widetilde{D}_{X}^{\top} Y^{\perp}+\widetilde{D}_{X}^{\perp} Y^{\perp}
$$

called the Weingarten formula on the combinatorially Riemannian submanifold ( $\widetilde{M}, g)$, where $\widetilde{D}_{X}^{\top} Y^{\perp}=\left(\widetilde{D}_{X} Y^{\perp}\right)^{\top}$ and $\widetilde{D}_{X}^{\perp} Y^{\perp}=\left(\widetilde{D}_{X} Y^{\perp}\right)^{\perp}$.

Theorem 3.2 Let $(\widetilde{i}, \widetilde{M})$ be a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$ with an induced metric $g=\widetilde{i}^{*} g_{\widetilde{N}}$. Then the mapping $\widetilde{D}^{\perp}: T^{\perp} \widetilde{M} \times \mathscr{X}(\widetilde{M}) \rightarrow T^{\perp} \widetilde{M}$ determined by $\widetilde{D}\left(Y^{\perp}, X\right)=\widetilde{D} \frac{\perp}{X} Y^{\perp}$ is a combinatorially Riemannian connection on $T^{\perp} \widetilde{M}$.

Proof By definition, we have known that there is an inclusion mapping $\widetilde{i}: \widetilde{M} \rightarrow \widetilde{N}$ such that $(\widetilde{i}, \widetilde{M})$ is a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\tilde{N}}, \widetilde{D}\right)$ with a metric $g=\widetilde{i}^{*} g_{\widetilde{N}}$. For $\forall X, Y \in \mathscr{X}(\widetilde{M})$ and $\forall Z^{\perp}, Z_{1}^{\perp}, Z_{2}^{\perp} \in T^{\perp} \widetilde{M}$, we know that

$$
\widetilde{D}_{X+Y}^{\perp} Z^{\perp}=\widetilde{D}_{X}^{\perp} Z^{\perp}+\widetilde{D}_{Y}^{\perp} Z^{\perp}, \quad \widetilde{D}_{X}^{\perp}\left(Z_{1}^{\perp}+Z_{2}^{\perp}\right)=\widetilde{D}_{X}^{\perp} Z_{1}^{\perp}+\widetilde{D}_{X}^{\perp} Z_{2}^{\perp}
$$

similar to the proof of Theorem 3.1. For $\forall \lambda \in C^{\infty}(\widetilde{M})$, we know that

$$
\widetilde{D}_{\lambda X} Z^{\perp}=\lambda \widetilde{D}_{X} Z^{\perp}, \quad \widetilde{D}_{X}\left(\lambda Z^{\perp}\right)=X(\lambda) Z^{\perp}+\lambda \widetilde{D}_{X} Z^{\perp}
$$

Whence, we find that

$$
\begin{gathered}
\widetilde{D}_{\lambda X}^{\perp} Z^{\perp}=\left(\lambda \widetilde{D}_{X} Z^{\perp}\right)^{\perp}=\lambda\left(\widetilde{D}_{X} Z^{\perp}\right)^{\perp}=\lambda \widetilde{D}_{X}^{\perp} Z^{\perp} \\
\widetilde{D}_{X}^{\perp}\left(\lambda Z^{\perp}\right)=X(\lambda) Z^{\perp}+\lambda\left(\widetilde{D}_{X} Z^{\perp}\right)^{\perp}=X(\lambda) Z^{\perp}+\lambda \widetilde{D}_{X}^{\perp} Z^{\perp} .
\end{gathered}
$$

Therefore, the mapping $\widetilde{D}^{\perp}: T^{\perp} \widetilde{M} \times \mathscr{X}(\widetilde{M}) \rightarrow T^{\perp} \widetilde{M}$ is a combinatorially connection on $T^{\perp} \widetilde{M}$. Applying the compatibility of $\widetilde{D}$ with $g_{\widetilde{N}}$ in $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$, we finally get that

$$
X\left\langle Z_{1}^{\perp}, Z_{2}^{\perp}\right\rangle=\left\langle\widetilde{D}_{X} Z_{1}^{\perp}, Z_{2}^{\perp}\right\rangle+\left\langle Z_{1}^{\perp}, \widetilde{D}_{X} Z_{2}^{\perp}\right\rangle=\left\langle\widetilde{D}_{X}^{\perp} Z_{1}^{\perp}, Z_{2}^{\perp}\right\rangle+\left\langle Z_{1}^{\perp}, \widetilde{D}_{X}^{\perp} Z_{2}^{\perp}\right\rangle
$$

which implies that $\widetilde{D}^{\perp}: \mathscr{X}(\widetilde{M}) \times \mathscr{X}(\widetilde{M}) \rightarrow \mathscr{X}(\widetilde{M})$ is a combinatorially Riemannian connection on $T^{\perp} \widetilde{M}$.

Definition 3.1 Let $\widetilde{i}, \widetilde{M})$ be a smoothly combinatorial submanifold of a Riemannian manifold $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$. The two mappings $\widetilde{D}^{\top}, \widetilde{D}^{\perp}$ are called the induced Riemannian connection on $\widetilde{M}$ and the normal Riemannian connection on $T^{\perp} \widetilde{M}$, respectively.

Theorem 3.3 Let $(\widetilde{i}, \widetilde{M})$ be a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$ with an induced metric $g=\widetilde{i}^{*} g_{\widetilde{N}}$. Then for any chosen $Z^{\perp} \in T^{\perp} \widetilde{M}$, the mapping $D_{Z^{\perp}}^{\top}: \mathscr{X}(\widetilde{M}) \rightarrow$ $\mathscr{X}(\widetilde{M})$ determined by $\widetilde{D}_{Z^{\perp}}^{\top}(X)=\widetilde{D}_{X}^{\top} Z^{\perp}$ for $\forall X \in \mathscr{X}(\widetilde{M})$ is a tensor field of type $(1,1)$. Besides, if $\widetilde{D}_{Z^{\perp}}^{\top}$ is treated as a smoothly linear transformation on $\widetilde{M}$, then $\widetilde{D}_{Z^{\perp}}^{\top}: T_{p} \widetilde{M} \rightarrow T_{p} \widetilde{M}$ at any point $p \in \widetilde{M}$ is a self-conjugate transformation on $g$ with the equality following hold

$$
\begin{equation*}
\left\langle\widetilde{D}_{Z^{\perp}}^{\top}(X), Y\right\rangle=\left\langle\widetilde{D}_{X}^{\perp}(Y), Z^{\perp}\right\rangle, \quad \forall X, Y \in T_{p} \widetilde{M} \tag{*}
\end{equation*}
$$

Proof First, we establish the equality (*). By applying equalities $X\left\langle Z^{\perp}, Y\right\rangle=\left\langle\widetilde{D}_{X} Z^{\perp}, Y\right\rangle+$ $\left\langle Z^{\perp}, \widetilde{D}_{X} Y\right\rangle$ and $\left\langle Z^{\perp}, Y\right\rangle=0$ for $\forall X, Y \in \mathscr{X}(\widetilde{M})$ and $\forall Z^{\perp} \in T^{\perp} \widetilde{M}$, we find that

$$
\begin{aligned}
\left\langle\widetilde{D}_{Z^{\perp}}^{\top}(X), Y\right\rangle & =\left\langle\widetilde{D}_{X} Z^{\perp}, Y\right\rangle \\
& =X\left\langle Z^{\perp}, Y\right\rangle-\left\langle Z^{\perp}, \widetilde{D}_{X} Y\right\rangle=\left\langle\widetilde{D}_{X}^{\perp} Y, Z^{\perp}\right\rangle
\end{aligned}
$$

Thereafter, the equality ( $*$ ) holds.
Now according to Theorem 3.1, $\widetilde{D}_{X}^{\perp} Y$ posses tensor properties for $X, Y \in T_{p} \widetilde{M}$. Combining this fact with the equality $(*), \widetilde{D}_{Z^{\perp}}^{\top}(X)$ is a tensor field of type $(1,1)$. Whence, $\widetilde{D}_{Z^{\perp}}^{\top}$ determines a linear transformation $\widetilde{D}_{Z^{\perp}}^{\top}: T_{p} \widetilde{M} \rightarrow T_{p} \widetilde{M}$ at any point $p \in \widetilde{M}$. Besides, we can also show that $\widetilde{D}_{Z^{\perp}}^{\top}(X)$ posses the tensor properties for $\forall Z^{\perp} \in T^{\perp} \widetilde{M}$. For example, for any $\lambda \in C^{\infty}(\widetilde{M})$ we know that

$$
\begin{aligned}
\left\langle\widetilde{D}_{\lambda Z^{\perp}}^{\top}(X), Y\right\rangle & =\left\langle\widetilde{D}_{X}^{\perp} Y, \lambda Z^{\perp}\right\rangle=\lambda\left\langle\widetilde{D}_{X}^{\perp} Y, Z^{\perp}\right\rangle \\
& =\left\langle\lambda \widetilde{D}_{Z^{\perp}}^{\top}(X), Y\right\rangle, \quad \forall X, Y \in \mathscr{X}(\widetilde{M})
\end{aligned}
$$

by applying the equality (*) again. Therefore, we finally get that $\widetilde{D}_{\lambda Z \perp}(X)=\lambda \widetilde{D}_{Z \perp}(X)$.
Combining the symmetry of $\widetilde{D} \frac{\perp}{X} Y$ with the equality $(*)$ enables us to know that the linear transformation $\widetilde{D}_{Z^{\perp}}^{\top}: T_{p} \widetilde{M} \rightarrow T_{p} \widetilde{M}$ at a point $p \in \widetilde{M}$ is self-conjugate. In fact, for $\forall X, Y \in T_{p} \widetilde{M}$, we get that

$$
\begin{aligned}
\left\langle\widetilde{D}_{Z^{\perp}}^{\top}(X), Y\right\rangle & =\left\langle\widetilde{D}_{X}^{\perp} Y, Z^{\perp}\right\rangle=\left\langle\widetilde{D}_{Y}^{\perp} X, Z^{\perp}\right\rangle \\
& =\left\langle\widetilde{D}_{Z^{\perp}}^{\top}(Y), X\right\rangle=\left\langle X, \widetilde{D}_{Z^{\perp}}^{\top}(Y)\right\rangle .
\end{aligned}
$$

Whence, $\widetilde{D}_{Z^{\perp}}^{\top}$ is self-conjugate. This completes the proof.
Now we look for local forms for $\widetilde{D}^{\top}$ and $\widetilde{D}^{\perp}$. Let $\left(\widetilde{M}, g, \widetilde{D}^{\top}\right)$ be a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$. For $\forall p \in \widetilde{M}$, let

$$
\begin{array}{ll}
\left\{e_{A B} \mid 1 \leq A \leq d_{\widetilde{N}}(p), 1 \leq B \leq n_{A}\right. & \text { and } \quad e_{A_{1} B}=e_{A_{2} B} \\
& \text { for } \left.\quad 1 \leq A_{1}, A_{2} \leq d_{\widetilde{N}}(p) \text { if } 1 \leq B \leq \widehat{d}_{\widetilde{N}}(p)\right\}
\end{array}
$$

be an orthogonal frame with a dual

$$
\begin{array}{ll}
\left\{\omega^{A B} \mid 1 \leq A \leq d_{\widetilde{N}}(p), 1 \leq B \leq n_{A}\right. & \text { and } \quad \omega^{A_{1} B}=\omega^{A_{2} B} \\
& \text { for } \left.\quad 1 \leq A_{1}, A_{2} \leq d_{\widetilde{N}}(p) \text { if } 1 \leq B \leq \widehat{d}_{\widetilde{N}}(p)\right\}
\end{array}
$$

at the point p in $T \widetilde{N}$ abbreviated to $\left\{e_{A B}\right\}$ and $\omega^{A B}$. Choose indexes $(A B),(C D), \cdots$, $(a b),(c d), \cdots$ and $(\alpha \beta),(\gamma \delta), \cdots$ satisfying $1 \leq A, C \leq d_{\widetilde{N}}(p), 1 \leq B \leq n_{A}, 1 \leq D \leq n_{C}, \cdots$, $1 \leq a, c \leq d_{\widetilde{M}}(p), 1 \leq b \leq n_{a}, 1 \leq d \leq n_{c}, \cdots$ and $\alpha, \gamma \geq d_{\widetilde{M}}(p)+1$ or $\beta, \delta \geq n_{i}+1$ for $1 \leq i \leq d_{\widetilde{M}}(p)$. For getting local forms of $\widetilde{D}^{\top}$ and $\widetilde{D}^{\perp}$, we can even assume that $\left\{e_{A B}\right\},\left\{e_{a b}\right\}$ and $\left\{e_{\alpha \beta}\right\}$ are the orthogonal frame of the point in the tangent vector space $T \widetilde{N}, T \widetilde{M}$ and the normal vector space $T^{\perp} \widetilde{M}$ by Theorems 3.1-3.3. Then the Gauss's and Weinggarten's formula can be expressed by

$$
\begin{aligned}
& \widetilde{D}_{e_{a b}} e_{c d}=\widetilde{D}_{e_{a b}}^{\top} e_{c d}+\widetilde{D}_{e_{a b}}^{\perp} e_{c d} \\
& \widetilde{D}_{e_{a b}} e_{\alpha \beta}=\widetilde{D}_{e_{a b}}^{\top} e_{\alpha \beta}+\widetilde{D}_{e_{a b}}^{\perp} e_{\alpha \beta}
\end{aligned}
$$

When $p$ is varied in $\widetilde{M}$, we know that $\omega^{a b}=\widetilde{i}^{*}\left(\omega^{a b}\right)$ and $\omega^{\alpha b}=0, \omega^{a \beta}=0$. Whence, $\left\{\omega^{a b}\right\}$ is the dual of $\left\{e_{a b}\right\}$ at the point $p \in T \widetilde{M}$. Notice that $\widetilde{d} \omega^{a b}=\omega^{c d} \wedge \omega_{c d}^{a b}, \omega_{c d}^{a b}+\omega_{a b}^{c d}=0$ in $\left(\widetilde{M}, g, \widetilde{D}^{\top}\right), \widetilde{d} \omega^{A B}=\omega^{C D} \wedge \omega_{C D}^{A B}, \omega_{A B}^{C D}+\omega_{C D}^{A B}=0, \omega_{a b}^{\alpha \beta}+\omega_{\alpha \beta}^{a b}=0, \omega_{\alpha \beta}^{\gamma \delta}+\omega_{\gamma \delta}^{\alpha \beta}=0$ in $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$ by the structural equations and

$$
\widetilde{D} e_{A B}=\omega_{A B}^{C D} e_{C D} .
$$

We finally get that

$$
\widetilde{D} e_{a b}=\omega_{a b}^{c d} e_{c d}+\omega_{a b}^{\alpha \beta} e_{\alpha \beta}, \quad \widetilde{D} e_{\alpha \beta}=\omega_{\alpha \beta}^{c d} e_{c d}+\omega_{\alpha \beta}^{\gamma \delta} e_{\gamma \delta} .
$$

Since $\widetilde{d} \omega^{\alpha i}=\omega^{a b} \wedge \omega_{a b}^{\alpha i}=0, \widetilde{d} \omega^{i \beta}=\omega^{a b} \wedge \omega_{a b}^{i \beta}=0$, by the Cartan's Lemma, i.e., for vectors $v_{1}, v_{2}, \cdots, v_{r}, w_{1}, w_{2}, \cdots, w_{r}$ with

$$
\sum_{s=1}^{r} v_{s} \wedge w_{s}=0
$$

if $v_{1}, v_{2}, \cdots, v_{r}$ are linearly independent, then

$$
w_{s}=\sum_{t=1}^{r} a_{s t} v_{t}, \quad 1 \leq s \leq s,
$$

where $a_{s t}=a_{t s}$, we know that

$$
\omega_{a b}^{\alpha i}=h_{(a b)(c d)}^{\alpha i} \omega^{c d}, \quad \omega_{a b}^{i \beta}=h_{(a b)(c d)}^{i \beta} \omega^{c d}
$$

with $h_{(a b)(c d)}^{\alpha i}=h_{(a b)(c d)}^{\alpha i}$ and $h_{(a b)(c d)}^{i \beta}=h_{(a b)(c d)}^{i \beta}$. Thereafter, we get that

$$
\begin{aligned}
& \widetilde{D}_{e_{a b}}^{\perp} e_{c d}=\omega_{a b}^{\alpha \beta} e_{\alpha \beta}=h_{(a b)(c d)}^{\alpha \beta} e_{\alpha \beta}, \\
& \widetilde{D}_{e_{a b}}^{\top} e_{\alpha \beta}=\omega_{\alpha \beta}^{c d} e_{c d}=h_{(a b)(c d)}^{\alpha \beta} e_{\alpha \beta}
\end{aligned}
$$

Whence, we get local forms of $\widetilde{D}^{\top}$ and $\widetilde{D}^{\perp}$ in the following.
Theorem 3.4 Let $\left(\widetilde{M}, g, \widetilde{D}^{\top}\right)$ be a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$. For $\forall p \in \widetilde{M}$ with locally orthogonal frames $\left\{e_{A B}\right\},\left\{e_{a b}\right\}$ and their dual $\left\{\omega^{A B}\right\},\left\{\omega^{a b}\right\}$ in $T \widetilde{N}$, $T \widetilde{M}$,

$$
\widetilde{D}_{e_{a b}}^{\top} e_{c d}=\omega_{a b}^{c d} e_{c d}, \quad \widetilde{D}_{e_{a b}}^{\perp} e_{c d}=h_{(a b)(c d)}^{\alpha \beta} e_{\alpha \beta}
$$

and

$$
\widetilde{D}_{e a b}^{\top} e_{\alpha \beta}=h_{(a b)(c d)}^{\alpha \beta} e_{\alpha \beta}, \quad \widetilde{D}_{e_{a b}}^{\perp} e_{\alpha \beta}=\omega_{\alpha \beta}^{\gamma \delta} e_{\gamma \delta} .
$$

## §4. Fundamental Equations

Applications of these Gauss's and Weingarten's formulae enable one to get fundamental equations such as the Gauss's, Codazzi's and Ricci's equations on curvature tensors for characterizing combinatorially Riemannian submanifolds.

Theorem 4.1(Gauss equation) Let $\left(\widetilde{M}, g, \widetilde{D}^{\top}\right)$ be a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$ with the induced metric $g=\widetilde{i}^{*} g_{\widetilde{N}}$ and $\widetilde{R}, \widetilde{R}_{\widetilde{N}}$ curvature tensors on $\widetilde{M}$ and $\widetilde{N}$, respectively. Then for $\forall X, Y, Z, W \in \mathscr{X}(\widetilde{M})$,

$$
\widetilde{R}(X, Y, Z, W)=\widetilde{R}_{\widetilde{N}}(X, Y, Z, W)+\left\langle\widetilde{D}_{X}^{\perp} Z, \widetilde{D}_{Y}^{\perp} W\right\rangle-\left\langle\widetilde{D}_{Y}^{\perp} Z, \widetilde{D}_{X}^{\perp} W\right\rangle
$$

Proof By definition, we know that

$$
\widetilde{\mathcal{R}}_{\widetilde{N}}(X, Y) Z=\widetilde{D}_{X} \widetilde{D}_{Y} Z-\widetilde{D}_{Y} \widetilde{D}_{X} Z-\widetilde{D}_{[X, Y]} Z
$$

Applying the Gauss formula, we find that

$$
\begin{align*}
\widetilde{\mathcal{R}}_{\widetilde{N}}(X, Y) Z= & \widetilde{D}_{X}\left(\widetilde{D}_{Y}^{\top} Z+\widetilde{D}_{Y}^{\perp} Z\right)-\widetilde{D}_{Y}\left(\widetilde{D}_{X}^{\top} Z+\widetilde{D}_{X}^{\perp} Z\right) \\
& -\left(\widetilde{D}_{[X, Y]}^{\top} Z+\widetilde{D}_{[X, Y]}^{\perp} Z\right) \\
= & \widetilde{D}_{X}^{\top} \widetilde{D}_{Y}^{\top} Z+\widetilde{D}_{X}^{\perp} \widetilde{D}_{Y}^{\top} Z+\widetilde{D}_{X} \widetilde{D}_{Y}^{\perp} Z-\widetilde{D}_{Y}^{\top} \widetilde{D}_{X}^{\top} Z \\
& -\widetilde{D}_{Y}^{\perp} \widetilde{D}_{X}^{\top} Z-\widetilde{D}_{Y} \widetilde{D}_{X}^{\perp} Z-\widetilde{D}_{[X, Y]}^{\top} Z-\widetilde{D}_{[X, Y]}^{\perp} Z \\
= & \widetilde{R}(X, Y) Z+\left(\widetilde{D}_{X}^{\perp} \widetilde{D}_{Y}^{\top} Z-\widetilde{D}_{Y}^{\perp} \widetilde{D}_{X}^{\top} Z\right) \\
& -\left(\widetilde{D}_{[X, Y]}^{\perp} Z-\widetilde{D}_{X} \widetilde{D}_{Y}^{\perp} Z+\widetilde{D}_{Y} \widetilde{D}_{X}^{\perp} Z\right) \tag{4.1}
\end{align*}
$$

By the Weingarten formula,

$$
\widetilde{D}_{X} \widetilde{D}_{Y}^{\perp} Z=\widetilde{D}_{X}^{\top} \widetilde{D}_{Y}^{\perp} Z+\widetilde{D}_{X}^{\perp} \widetilde{D}_{Y}^{\perp} Z, \quad \widetilde{D}_{Y} \widetilde{D}_{X}^{\perp} Z=\widetilde{D}_{Y}^{\top} \widetilde{D}_{X}^{\perp} Z+\widetilde{D}_{Y}^{\perp} \widetilde{D}_{X}^{\perp} Z
$$

Therefore, we get that

$$
\langle\widetilde{R}(X, Y) Z, W\rangle=\left\langle\widetilde{R}_{\widetilde{N}}(X, Y) Z, W\right\rangle+\left\langle\widetilde{D}_{X}^{\perp} Z, \widetilde{D}_{Y}^{\perp} W\right\rangle-\left\langle\widetilde{D}_{Y}^{\perp} Z, \widetilde{D}_{X}^{\perp} W\right\rangle
$$

by applying the equality $(*)$ in Theorem 2.4, i.e.,

$$
\widetilde{R}(X, Y, Z, W)=\widetilde{R}_{\widetilde{N}}(X, Y, Z, W)+\left\langle\widetilde{D}_{X}^{\perp} Z, \widetilde{D}_{Y}^{\perp} W\right\rangle-\left\langle\widetilde{D}_{Y}^{\perp} Z, \widetilde{D}_{X}^{\perp} W\right\rangle
$$

For $\forall X, Y, Z \in \mathscr{X}(\widetilde{M})$, define the covarint differential $\widetilde{D}_{X}$ on $\widetilde{D}_{Y}^{\perp} Z$ by

$$
\left(\widetilde{D}_{X} \widetilde{D}^{\perp}\right)_{Y} Z=\widetilde{D}_{X}^{\perp}\left(\widetilde{D}_{Y}^{\perp} Z\right)-\widetilde{D}_{\widetilde{D}_{X}^{\top} Y}^{\perp} Z-\widetilde{D}_{Y}^{\perp}\left(\widetilde{D}_{X}^{\top} Z\right)
$$

Then we get the Codazzi equation in the following.
Theorem 4.2 (Codazzi equation) Let $\left(\widetilde{M}, g, \widetilde{D}^{\top}\right)$ be a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$ with the induced metric $g=\widetilde{i}^{*} g_{\widetilde{N}}$ and $\widetilde{R}, \widetilde{R}_{\widetilde{N}}$ curvature tensors on $\widetilde{M}$ and $\widetilde{N}$, respectively. Then for $\forall X, Y, Z \in \mathscr{X}(\widetilde{M})$,

$$
\left(\widetilde{D}_{X} \widetilde{D}^{\perp}\right)_{Y} Z-\left(\widetilde{D}_{Y} \widetilde{D}^{\perp}\right)_{X} Z=\widetilde{R}^{\perp}(X, Y) Z
$$

Proof Decompose the curvature tensor $\widetilde{R}_{\widetilde{N}}(X, Y) Z$ into

$$
\widetilde{R}_{\widetilde{N}}(X, Y) Z=\widetilde{R}_{\widetilde{N}}^{\top}(X, Y) Z+\widetilde{R}_{\widetilde{N}}^{\perp}(X, Y) Z .
$$

Notice that

$$
\widetilde{D}_{X}^{\top} Y-\widetilde{D}_{Y}^{\top} Z=[X, Y]
$$

By the formula (4.1), we know that

$$
\begin{aligned}
\widetilde{R}_{\tilde{N}}^{\perp}(X, Y) Z & =\widetilde{D}_{X}^{\perp} \widetilde{D}_{Y}^{\top} Z-\widetilde{D}_{Y}^{\perp} \widetilde{D}_{X}^{\top} Z-\widetilde{D}_{[X, Y]}^{\perp} Z+\widetilde{D}_{X}^{\perp} \widetilde{D}_{Y}^{\perp} Z-\widetilde{D}_{Y}^{\perp} \widetilde{D}_{X}^{\perp} Z \\
& =\widetilde{D}_{X}^{\perp} \widetilde{D}_{Y}^{\perp} Z-\widetilde{D}_{Y}^{\perp} \widetilde{D}_{X}^{\top} Z-\widetilde{D}_{\widetilde{D}_{X}^{\top} Y}^{\top} Z+\widetilde{D}_{Y}^{\perp} \widetilde{D}_{X}^{\perp} Z-\widetilde{D}_{X}^{\perp} \widetilde{D}_{Y}^{\top} Z-\widetilde{D}_{\widetilde{D}_{Y}^{\top} X} Z \\
& =\left(\widetilde{D}_{X} \widetilde{D}^{\perp}\right)_{Y} Z-\left(\widetilde{D}_{Y} \widetilde{D}^{\perp}\right)_{X} Z .
\end{aligned}
$$

For $\forall X, Y \in \mathscr{X}(\widetilde{M}), Z^{\perp} \in T^{\perp}(\widetilde{M})$, the curvature tensor $\widetilde{R}^{\perp}$ determined by $\widetilde{D}^{\perp}$ in $T^{\perp} \widetilde{M}$ is defined by

$$
\widetilde{R}^{\perp}(X, Y) Z^{\perp}=\widetilde{D}_{X}^{\perp} \widetilde{D}_{Y}^{\perp} Z^{\perp}-\widetilde{D}_{Y}^{\perp} \widetilde{D}_{X}^{\perp} Z^{\perp}-\widetilde{D}_{[X, Y]}^{\perp} Z^{\perp}
$$

Similarly, we get the next result.
Theorem 4.3(Ricci equation) Let $\left(\widetilde{M}, g, \widetilde{D}^{\top}\right)$ be a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$ with the induced metric $g=\widetilde{i}^{*} g_{\widetilde{N}}$ and $\widetilde{R}, \widetilde{R}_{\widetilde{N}}$ curvature tensors on $\widetilde{M}$ and $\widetilde{N}$, respectively. Then for $\forall X, Y \in \mathscr{X}(\widetilde{M}), Z^{\perp} \in T \widetilde{M}$,

$$
\left.\widetilde{R}^{\perp}(X, Y) Z^{\perp}=\widetilde{R_{\tilde{N}}}(X, Y) Z^{\perp}+\left(\widetilde{D}_{X} \widetilde{D^{\perp}}\right)_{Y} Z^{\perp}-\left(\widetilde{D}_{Y} \widetilde{D^{\perp}}\right)_{X} Z^{\perp}\right)
$$

Proof Similar to the proof of Theorem 4.1, we know that

$$
\begin{aligned}
\widetilde{R}_{\widetilde{N}}(X, Y) Z^{\perp}= & \widetilde{D}_{X} \widetilde{D}_{Y} Z^{\perp}-\widetilde{D}_{Y} \widetilde{D}_{X} Z^{\perp}-\widetilde{D}_{[X, Y]} Z^{\perp} \\
= & \widetilde{R}^{\perp}(X, Y) Z^{\perp}+\widetilde{D}_{X}^{\perp} \widetilde{D}_{Y}^{\top} Z^{\perp}-\widetilde{D}_{Y}^{\perp} \widetilde{D}_{X}^{\top} Z^{\perp} \\
& +\widetilde{D}_{X} \widetilde{D}_{Y}^{\perp} Z^{\perp}-\widetilde{D}_{Y} \widetilde{D}_{X}^{\perp} Z^{\perp} \\
= & \left(\widetilde{R}^{\perp}(X, Y) Z^{\perp}+\left(\widetilde{D}_{X} \widetilde{\left.\left.D^{\perp}\right)_{Y} Z^{\perp}-\left(\widetilde{D}_{Y} \widetilde{D^{\perp}}\right)_{X} Z^{\perp}\right)} \begin{array}{rl} 
& +\widetilde{D}_{X}^{\top} \widetilde{D}_{Y}^{\perp} Z^{\perp}-\widetilde{D}_{Y}^{\top} \widetilde{D}_{X}^{\perp} Z^{\perp}
\end{array}\right.\right.
\end{aligned}
$$

Whence, we get that

$$
\left.\widetilde{R}^{\perp}(X, Y) Z^{\perp}=\widetilde{R}_{\widetilde{N}}^{\perp}(X, Y) Z^{\perp}+\left(\widetilde{D}_{X} \widetilde{D^{\perp}}\right)_{Y} Z^{\perp}-\left(\widetilde{D}_{Y} \widetilde{D^{\perp}}\right)_{X} Z^{\perp}\right)
$$

Certainly, we can also find local forms for these Gauss's, Codazzi's and Ricci's equations in a locally orthogonal frames $\left\{e_{A B}\right\},\left\{e_{a b}\right\}$ of $T \widetilde{N}$ and $T \widetilde{M}$ at a point $p \in \widetilde{M}$.

Theorem 4.4 Let $\left(\widetilde{M}, g, \widetilde{D_{M}} \widetilde{M}\right)$ be a combinatorially Riemannian submanifold of $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$ with $g=\widetilde{i}^{*} g_{\widetilde{N}}$ and for $p \in \widetilde{M}$, let $\left\{e_{A B}\right\},\left\{e_{a b}\right\}$ be locally orthogonal frames of $T \widetilde{N}$ and $T \widetilde{M}$ at $p$ with dual $\left\{\omega^{A B}\right\},\left\{\omega^{a b}\right\}$. Then

$$
\begin{gathered}
\widetilde{R}_{(a b)(c d)(e f)(g h)}=\left(\widetilde{R}_{\widetilde{N}}\right)_{(a b)(c d)(e f)(g h)}-\sum_{\alpha, \beta}\left(h_{(a b)(e f)}^{\alpha \beta} h_{(c d)(g h)}^{\alpha \beta}-h_{(a b)(g h)}^{\alpha \beta} h_{(c d)(e f)}^{\alpha \beta}\right) \quad(\text { Gauss }), \\
h_{(a b)(c d)(e f)}^{\alpha \beta}-h_{(a b)(e f)(c d)}^{\alpha \beta}=\left(\widetilde{R}_{\widetilde{N}}\right)_{(\alpha \beta)(a b)(c d)(e f)} \quad(C o d a z z i)
\end{gathered}
$$

and

$$
\widetilde{R}_{(\alpha \beta)(\gamma \delta)(a b)(c d)}^{\perp}=\left(\widetilde{R}_{\widetilde{N}}\right)_{(\alpha \beta)(\gamma \delta)(a b)(c d)}-\sum_{e, f}\left(h_{(a b)(e f)}^{\alpha \beta} h_{(c d)(g h)}^{\gamma \delta}-h_{(c d)(e f)}^{\alpha \beta \beta} h_{(a b)(g h)}^{\gamma \delta}\right) \quad \text { ( Ricci) }
$$

with $\widetilde{R}_{(\alpha \beta)(\gamma \delta)(a b)(c d)}^{\perp}=\left\langle\widetilde{R}\left(e_{a b}, e_{c d}\right) e_{\alpha \beta}, e_{\gamma \delta}\right\rangle$ and

$$
h_{(a b)(c d)(e f)}^{\alpha \beta} \omega^{e f}=\widetilde{d} h_{(a b)(c d)}^{\alpha \beta}-\omega_{a b}^{e f} h_{(e f)(c d)}^{\alpha \beta}-\omega_{c d}^{e f} h_{(a b)(e f)}^{\alpha \beta}+\omega_{\gamma \delta}^{\alpha \beta} h_{(a b)(c d)}^{\gamma \delta}
$$

Proof Let $\widetilde{\Omega}$ and $\widetilde{\Omega}_{\widetilde{N}}$ be curvature forms in $\widetilde{M}$ and $\widetilde{N}$. Then by the structural equations in $\left(\widetilde{N}, g_{\tilde{N}}, \widetilde{D}\right)([10])$, we know that

$$
\left(\widetilde{\Omega}_{\tilde{N}}\right)_{A B}^{C D}=\widetilde{d}_{A B}^{C D}-\omega_{A B}^{E F} \wedge \omega_{E F}^{C D}=\frac{1}{2}(\widetilde{R} \widetilde{N})_{(A B)(C D)(E F)(G H)} \omega^{E F} \wedge \omega^{G H}
$$

and $\widetilde{R}\left(e_{A B}, e_{C D}\right) e_{E F}=\widetilde{\Omega}_{E F}^{G H}\left(e_{A B}, e_{C D}\right) e_{G H}$. Let $\widetilde{i}: \widetilde{M} \rightarrow \widetilde{N}$ be an embedding mapping. Applying $\widetilde{i}^{*}$ action on the above equations, we find that

$$
\begin{aligned}
\left(\widetilde{\Omega}_{\tilde{N}}\right)_{a b}^{c d} & =\widetilde{d}_{a b}^{c d}-\omega_{a b}^{e f} \wedge \omega_{e f}^{c d}-\omega_{a b}^{\alpha \beta} \wedge \omega_{\alpha \beta}^{c d} \\
& =\widetilde{\Omega}_{a b}^{c d}+\sum_{\alpha, \beta} h_{(a b)(e f)}^{\alpha \beta} h_{(c d)(g h)}^{\alpha \beta} \omega^{e f} \wedge \omega^{g h}
\end{aligned}
$$

Whence, we get that

$$
\widetilde{\Omega}_{a b}^{c d}=\left(\widetilde{\Omega}_{\tilde{N}}\right)_{a b}^{c d}-\frac{1}{2} \sum_{\alpha, \beta}\left(h_{(a b)(e f)}^{\alpha \beta} h_{(c d)(g h)}^{\alpha \beta}-h_{(a b)(g h)}^{\alpha \beta} h_{(c d)(e f)}^{\alpha \beta}\right) \omega^{e f} \wedge \omega^{g h}
$$

This is the Gauss's equation

$$
\widetilde{R}_{(a b)(c d)(e f)(g h)}=\left(\widetilde{R}_{\widetilde{N}}\right)_{(a b)(c d)(e f)(g h)}-\sum_{\alpha, \beta}\left(h_{(a b)(e f)}^{\alpha \beta} h_{(c d)(g h)}^{\alpha \beta}-h_{(a b)(g h)}^{\alpha \beta} h_{(c d)(e f)}^{\alpha \beta}\right)
$$

Similarly, we also know that

$$
\begin{aligned}
\left(\widetilde{\Omega}_{\tilde{N}}\right)_{a b}^{\alpha \beta} & =\widetilde{d} \omega_{a b}^{\alpha \beta}-\omega_{a b}^{c d} \wedge \omega_{c d}^{\alpha \beta}-\omega_{a b}^{\gamma \delta} \wedge \omega_{\gamma \delta}^{\alpha \beta} \\
& =\widetilde{d}\left(h_{(a b)(c d)}^{\alpha \beta} \omega^{c d}\right)-h_{(c d)(e f)}^{\alpha \beta} \omega_{a b}^{c d} \wedge \omega^{e f}-h_{(a b)(e f)}^{\gamma \delta} \omega^{e f} \wedge \omega_{\gamma \delta}^{\alpha \beta} \\
& \left.=\left(\widetilde{d}_{(a b)(c d)}^{\alpha \beta}-h_{(a b)(e f)}^{\alpha \beta} \omega_{c d}^{e f}\right)-h_{(e f)(c d)}^{\alpha \beta} \omega_{a b}^{e f}+h_{(a b)(c d)}^{\gamma \delta} \omega_{\alpha \beta}\right) \wedge \omega^{c d} \\
& =h_{(a b)(c d)(e f)}^{\alpha \beta} \omega^{e f} \wedge \omega^{c d} \\
& =\frac{1}{2}\left(h_{(a b)(c d)(e f)}^{\alpha \beta}-h_{(a b)(e f)(c d)}^{\alpha \beta}\right) \omega^{e f} \wedge \omega^{c d}
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\widetilde{\Omega}_{\widetilde{N}}\right)_{\alpha \beta}^{\gamma \delta} & =\widetilde{d}_{\alpha \beta}^{\gamma \delta}-\omega_{\alpha \beta}^{e f} \wedge \omega_{e f}^{\gamma \delta}-\omega_{\alpha \beta}^{\zeta \eta} \wedge \omega_{\zeta \eta}^{\gamma \delta} \\
& =\widetilde{\Omega}_{\alpha \beta}^{\perp \gamma \delta}+\frac{1}{2} \sum_{e, f}\left(h_{(e f)(a b)}^{\alpha \beta} h_{(e f)(c d)}^{\gamma \delta}-h_{(e f)(c d)}^{\alpha \beta} h_{(e f)(a b)}^{\gamma \delta}\right) \omega^{a b} \wedge \omega^{c d} .
\end{aligned}
$$

These equalities enables us to get

$$
h_{(a b)(c d)(e f)}^{\alpha \beta}-h_{(a b)(e f)(c d)}^{\alpha \beta}=\left(\widetilde{R}_{\widetilde{N}}\right)_{(\alpha \beta)(a b)(c d)(e f)},
$$

and

$$
\widetilde{R}_{(\alpha \beta)(\gamma \delta)(a b)(c d)}^{\perp}=\left(\widetilde{R}_{\widetilde{N}}\right)_{(\alpha \beta)(\gamma \delta)(a b)(c d)}-\sum_{e, f}\left(h_{(a b)(e f)}^{\alpha \beta} h_{(c d)(g h)}^{\gamma \delta}-h_{(c d)(e f)}^{\alpha \beta \beta} h_{(a b)(g h)}^{\gamma \delta}\right)
$$

These are just the Codazzi's or Ricci's equations.

## §5. Embedding in Combinatorially Euclidean Spaces

For a given integer sequence $k_{1}, n_{2}, \cdots, k_{l}, l \geq 1$ with $0<k_{1}<k_{2}<\cdots<k_{l}$, a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$ is a union of finitely Euclidean spaces $\bigcup_{i=1}^{l} \mathbf{R}^{k_{i}}$ such that for $\forall p \in$ $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right), p \in \bigcap_{i=1}^{l} \mathbf{R}^{k_{i}}$ with $\widehat{l}=\operatorname{dim}\left(\bigcap_{i=1}^{l} \mathbf{R}^{k_{i}}\right)$ a constant. For a given combinatorial manifold $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$, wether it can be realized in a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$ ? We consider this problem with twofold in this section, i.e., topological or isometry embedding of a combinatorial manifold in combinatorially Euclidean spaces.

### 5.1. Topological embedding

Given two topological spaces $\mathscr{C}_{1}$ and $\mathscr{C}_{2}$, a topological embedding of $\mathscr{C}_{1}$ in $\mathscr{C}_{2}$ is a one-to-one continuous map

$$
f: \mathscr{C}_{1} \rightarrow \mathscr{C}_{2}
$$

When $f: \widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right) \rightarrow \widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$ maps each manifold of $\widetilde{M}$ to an Euclidean space of $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$, we say that $\widetilde{M}$ is in-embedded into $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$.

Whitney had proved once that any n-manifold can be topological embedded as a closed submanifold of $\mathbf{R}^{2 n+1}$ with a sharply minimum dimension $2 n+1$ in $1936{ }^{[1]}$. Applying Whitney's result enables us to find conditions of a finitely combinatorial manifold embedded into a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$.

Firstly, We thereafter get a result for the case $l=1$, which completely answers the problem 4.1 raised in [7].

Theorem 5.1 Any finitely combinatorial manifold $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be embedded into $\mathbf{R}^{2 n_{m}+1}$ 。

Proof According to Whitney's result, each manifold $M^{n_{i}}, 1 \leq i \leq m$, in $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be topological embedded into an Euclidean space $\mathbf{R}^{\eta}$ for any $\eta \geq 2 n_{i}+1$. By assumption, $n_{1}<n_{2}<\cdots<n_{m}$. Whence, any manifold in $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be embedded into $\mathbf{R}^{2 n_{m}+1}$. Applying Theorem 2.2 , we know that $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be embedded into $\mathbf{R}^{2 n_{m}+1}$.

For in-embedding a finitely combinatorial manifold $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ into combinatorially Euclidean spaces $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$, we get the next result.

Theorem 5.2 Any finitely combinatorial manifold $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be in-embedded into a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$ if there is an injection

$$
\varpi:\left\{n_{1}, n_{2}, \cdots, n_{m}\right\} \rightarrow\left\{k_{1}, k_{2}, \cdots, k_{l}\right\}
$$

such that

$$
\varpi\left(n_{i}\right) \geq \max \left\{2 \epsilon+1 \mid \forall \epsilon \in \varpi^{-1}\left(\varpi\left(n_{i}\right)\right)\right\}
$$

and

$$
\operatorname{dim}\left(\mathbf{R}^{\varpi\left(n_{i}\right)} \bigcap \mathbf{R}^{\varpi\left(n_{j}\right)}\right) \geq 2 \operatorname{dim}\left(M^{n_{i}} \bigcap M^{n_{j}}\right)+1
$$

for any integer $i, j, 1 \leq i, j \leq m$ with $M^{n_{i}} \cap M^{n_{j}} \neq \emptyset$.
Proof Notice that if

$$
\varpi\left(n_{i}\right) \geq \max \left\{2 \epsilon+1 \mid \forall \epsilon \in \varpi^{-1}\left(\varpi\left(n_{i}\right)\right)\right\}
$$

for any integer $i, 1 \leq i \leq m$, then each manifold $M^{\epsilon}, \forall \epsilon \in \varpi^{-1}\left(\varpi\left(n_{i}\right)\right)$ can be embedded into $\mathbf{R}^{\varpi\left(n_{i}\right)}$ and for $\forall \epsilon_{1} \in \varpi^{-1}\left(n_{i}\right), \forall \epsilon_{2} \in \varpi^{-1}\left(n_{j}\right), M^{\epsilon_{1}} \cap M^{\epsilon_{2}}$ can be in-embedded into $\mathbf{R}^{\varpi\left(n_{i}\right)} \cap \mathbf{R}^{\varpi\left(n_{j}\right)}$ if $M^{\epsilon_{1}} \cap M^{\epsilon_{2}} \neq \emptyset$ by Whitney's result. In this case, a few manifolds in $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ may be in-embedded into one Euclidean space $\mathbf{R}^{\varpi\left(n_{i}\right)}$ for any integer $i, 1 \leq$ $i \leq m$. Therefore, by applying Theorem 2.3 we know that $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be inembedded into a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$.

If $l=1$ in Theorem 5.2 , then we obtain Theorem 5.1 once more since $\varpi\left(n_{i}\right)$ is a constant in this case. But on a classical viewpoint, Theorem 5.1 is more accepted for it presents the appearances of a combinatorial manifold in a classical space. Certainly, we can also get concrete conclusions for practical usefulness by Theorem 5.2 , such as the next result.

Corollary 5.1 Any finitely combinatorial manifold $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be in-embedded into a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$ if
(i) $l \geq m$;
(ii) there exists $m$ different integers $k_{i_{1}}, k_{i_{2}}, \cdots, k_{i_{m}} \in\left\{k_{1}, k_{2}, \cdots, k_{l}\right\}$ such that

$$
k_{i_{j}} \geq 2 n_{j}+1
$$

and

$$
\operatorname{dim}\left(\mathbf{R}^{k_{i_{j}}} \bigcap \mathbf{R}^{k_{i_{r}}}\right) \geq 2 \operatorname{dim}\left(M^{n_{j}} \bigcap M^{n_{r}}\right)+1
$$

for any integer $i, j, 1 \leq i, j \leq m$ with $M^{n_{j}} \cap M^{n_{r}} \neq \emptyset$.
Proof Choose an injection

$$
\pi:\left\{n_{1}, n_{2}, \cdots, n_{m}\right\} \rightarrow\left\{k_{1}, k_{2}, \cdots, k_{l}\right\}
$$

by $\pi\left(n_{j}\right)=k_{i_{j}}$ for $1 \leq j \leq m$. Then conditions (i) and (ii) implies that $\pi$ is an injection satisfying conditions in Theorem 5.2. Whence, $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be in-embedded into $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$.

### 5.2. Isometry embedding

For two given combinatorially Riemannian $C^{r}$-manifolds $\left(\widetilde{M}, g, \widetilde{D_{M}}\right)$ and $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$, an isometry embedding

$$
\widetilde{i}: \widetilde{M} \rightarrow \widetilde{N}
$$

is an embedding with $g=\widetilde{i}^{*} g_{\tilde{N}}$. By those discussions in Sections 3 and 4, let the local charts of $\widetilde{M}, \widetilde{N}$ be $(U,[x]),(V,[y])$ and the metrics in $\widetilde{M}, \widetilde{N}$ to be respective

$$
g_{\tilde{N}}=\sum_{(\varsigma \tau),(\vartheta \iota)} g_{\widetilde{N}_{(\varsigma \tau)(\vartheta \iota)}} d y^{\varsigma \tau} \otimes d y^{\vartheta \iota}, g=\sum_{(\mu \nu),(\kappa \lambda)} g_{(\mu \nu)(\kappa \lambda)} d x^{\mu \nu} \otimes d x^{\kappa \lambda}
$$

then an isometry embedding $\widetilde{i}$ form $\widetilde{M}$ to $\widetilde{N}$ need us to determine wether there are functions

$$
y^{\kappa \lambda}=i^{\kappa \lambda}\left[x^{\mu \nu}\right], 1 \leq \mu \leq s(p), 1 \leq \nu \leq n_{s(p)}
$$

for $\forall p \in \widetilde{M}$ such that

$$
\begin{aligned}
& \widetilde{R}_{(a b)(c d)(e f)(g h)}=\left(\widetilde{R}_{\widetilde{N}}\right)_{(a b)(c d)(e f)(g h)}-\sum_{\alpha, \beta}\left(h_{(a b)(e f)}^{\alpha \beta} h_{(c d)(g h)}^{\alpha \beta}-h_{(a b)(g h)}^{\alpha \beta} h_{(c d)(e f)}^{\alpha \beta}\right), \\
& h_{(a b)(c d)(e f)}^{\alpha \beta}-h_{(a b)(e f)(c d)}^{\alpha \beta}=\left(\widetilde{R}_{\widetilde{N}}\right)_{(\alpha \beta)(a b)(c d)(e f)}, \\
& \widetilde{R}_{(\alpha \beta)(\gamma \delta)(a b)(c d)}^{\perp}=\left(\widetilde{R}_{\widetilde{N}}\right)_{(\alpha \beta)(\gamma \delta)(a b)(c d)}-\sum_{e, f}\left(h_{(a b)(e f)}^{\alpha \beta} h_{(c d)(g h)}^{\gamma \delta}-h_{(c d)(e f)}^{\alpha \beta \beta} h_{(a b)(g h)}^{\gamma \delta}\right)
\end{aligned}
$$

with $\widetilde{R}_{(\alpha \beta)(\gamma \delta)(a b)(c d)}^{\perp}=\left\langle\widetilde{R}\left(e_{a b}, e_{c d}\right) e_{\alpha \beta}, e_{\gamma \delta}\right\rangle$,

$$
h_{(a b)(c d)(e f)}^{\alpha \beta} \omega^{e f}=\widetilde{d} h_{(a b)(c d)}^{\alpha \beta}-\omega_{a b}^{e f} h_{(e f)(c d)}^{\alpha \beta}-\omega_{c d}^{e f} h_{(a b)(e f)}^{\alpha \beta}+\omega_{\gamma \delta}^{\alpha \beta} h_{(a b)(c d)}^{\gamma \delta}
$$

and

$$
\left.\sum_{(\varsigma \tau),(\vartheta \iota)} g_{\tilde{N}_{(\varsigma \tau)(\vartheta \iota)}} \widetilde{i}[x]\right) \frac{\partial i^{\zeta \tau}}{\partial x^{\mu \nu}} \frac{\partial i^{\vartheta \iota}}{\partial x^{\kappa \lambda}}=g_{(\mu \nu)(\kappa \lambda)}[x] .
$$

For embedding a combinatorial manifold into a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$, the last equation can be replaced by

$$
\sum_{(\varsigma \tau)} \frac{\partial i^{\zeta \tau}}{\partial y^{\mu \nu}} \frac{\partial i^{i \tau}}{\partial y^{\kappa \lambda}}=g_{(\mu \nu)(\kappa \lambda)}[y]
$$

since a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$ is equivalent to an Euclidean space $\mathbf{R}^{\widetilde{k}}$ with a constant $\widetilde{k}=\widehat{l}(p)+\sum_{i=1}^{l(p)}\left(k_{i}-\widehat{l}(p)\right)$ for $\forall p \in \mathbf{R}^{\widetilde{k}}$ but not dependent on $p$ (see [9] for details) and the metric of an Euclidean space $\mathbf{R}^{\tilde{k}}$ to be

$$
g_{\tilde{\mathbf{R}}}=\sum_{\mu, \nu} d y^{\mu \nu} \otimes d y^{\mu \nu} .
$$

These combined with additional conditions enable us to find necessary and sufficient conditions for existing particular combinatorially Riemannian submanifolds.

Similar to Theorems 5.1 and 5.2 , we can also get sufficient conditions on isometry embedding by applying Lemma 2.1, i.e., the decomposition lemma on unit. Firstly, we need two important lemmas following.

Lemma 5.1([2]) For any integer $n \geq 1$, a Riemannian $C^{r}$-manifold of dimensional $n$ with $2<r \leq \infty$ can be isometry embedded into the Euclidean space $\mathbf{R}^{n^{2}+10 n+3}$.

Lemma 5.2 Let $\left(\widetilde{M}, g, \widetilde{D}_{\widetilde{M}}\right)$ and $\left(\widetilde{N}, g_{\widetilde{N}}, \widetilde{D}\right)$ be combinatorially Riemannian manifolds. If for $\forall M \in V(G[\widetilde{M}])$, there exists isometry embedding $F_{M}: M \rightarrow \widetilde{N}$, then $\widetilde{M}$ can be isometry embedded into $\widetilde{N}$.

Proof Similar to the proof of Theorems 2.2 and 2.3 , we only need to prove that the mapping $\widetilde{F}: \widetilde{M} \rightarrow \widetilde{N}$ defined by

$$
\widetilde{F}(p)=\sum_{i=1}^{\widehat{s}(p)} f_{M_{i}} F_{M_{i}}
$$

is an isometry embedding. In fact, for $p \in \widetilde{M}$ we have already known that

$$
g_{\widetilde{N}}\left(\left(F_{M_{i}}\right)_{*}(v),\left(F_{M_{i}}\right)_{*}(w)\right)=g(v, w)
$$

for $\forall v, w \in T_{p} \widetilde{M}$ and $i, 1 \leq i \leq \widehat{s}(p)$. By definition we know that

$$
\begin{aligned}
g_{\widetilde{N}}\left(\widetilde{F}_{*}(v), \widetilde{F}_{*}(w)\right) & =g_{\widetilde{N}}\left(\sum_{i=1}^{\widehat{s}(p)} f_{M_{i}}\left(F_{M_{i}}\right)(v), \sum_{j=1}^{\widehat{s}(p)} f_{M_{j}}\left(F_{M_{j}}\right)(w)\right) \\
& \left.=\sum_{i=1}^{\widehat{s}(p)} \sum_{j=1}^{\widehat{s}(p)} g_{\widetilde{N}}\left(f_{M_{i}}\left(F_{M_{i}}\right)(v), f_{M_{j}}\left(F_{M_{j}}\right)(w)\right)\right) \\
& \left.=\sum_{i=1}^{\widehat{s}(p)} \sum_{j=1}^{\widehat{s}(p)} g\left(f_{M_{i}}\left(F_{M_{i}}\right)(v), f_{M_{j}}\left(F_{M_{j}}\right)(w)\right)\right) \\
& =g\left(\sum_{i=1}^{\widehat{s}(p)} f_{M_{i}} v, \sum_{j=1}^{\widehat{s}(p)} f_{M_{j}} w\right) \\
& =g(v, w) .
\end{aligned}
$$

Therefore, $\widetilde{F}$ is an isometry embedding.
Applying Lemmas 5.1 and 5.2, we get results on isometry embedding of a combinatorial manifolds into combinatorially Euclidean spaces following.

Theorem 5.3 Any combinatorial Riemannian manifold $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be isometry embedded into $\mathbf{R}^{n_{m}^{2}+10 n_{m}+3}$.

Proof According to Lemma 2.1, each manifold $M^{n_{i}}, 1 \leq i \leq m$, in $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be isometry embedded into an Euclidean space $\mathbf{R}^{\eta}$ for any $\eta \geq n_{i}^{2}+10 n_{i}+3$. By assumption, $n_{1}<n_{2}<\cdots<n_{m}$. Thereafter, each manifold in $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be embedded into $\mathbf{R}^{n_{m}^{2}+10 n_{m}+3}$. Applying Lemma 5.2 , we know that $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be isometry embedded into $\mathbf{R}^{n_{m}^{2}+10 n_{m}+3}$.

Theorem 5.4 A combinatorially Riemannian manifold $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be isometry embedded into a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$ if there is an injection

$$
\varpi:\left\{n_{1}, n_{2}, \cdots, n_{m}\right\} \rightarrow\left\{k_{1}, k_{2}, \cdots, k_{l}\right\}
$$

such that

$$
\varpi\left(n_{i}\right) \geq \max \left\{\epsilon^{2}+10 \epsilon+3 \mid \forall \epsilon \in \varpi^{-1}\left(\varpi\left(n_{i}\right)\right)\right\}
$$

and

$$
\operatorname{dim}\left(\mathbf{R}^{\varpi\left(n_{i}\right)} \bigcap \mathbf{R}^{\varpi\left(n_{j}\right)}\right) \geq \operatorname{dim}^{2}\left(M^{n_{i}} \bigcap M^{n_{j}}\right)+10 \operatorname{dim}\left(M^{n_{i}} \bigcap M^{n_{j}}\right)+3
$$

for any integer $i, j, 1 \leq i, j \leq m$ with $M^{n_{i}} \cap M^{n_{j}} \neq \emptyset$.
Proof If

$$
\varpi\left(n_{i}\right) \geq \max \left\{\epsilon^{2}+10 \epsilon+3 \mid \forall \epsilon \in \varpi^{-1}\left(\varpi\left(n_{i}\right)\right)\right\}
$$

for any integer $i, 1 \leq i \leq m$, then each manifold $M^{\epsilon}, \forall \epsilon \in \varpi^{-1}\left(\varpi\left(n_{i}\right)\right)$ can be isometry embedded into $\mathbf{R}^{\varpi\left(n_{i}\right)}$ and for $\forall \epsilon_{1} \in \varpi^{-1}\left(n_{i}\right), \forall \epsilon_{2} \in \varpi^{-1}\left(n_{j}\right), M^{\epsilon_{1}} \cap M^{\epsilon_{2}}$ can be isometry embedded into $\mathbf{R}^{\varpi\left(n_{i}\right)} \cap \mathbf{R}^{\varpi\left(n_{j}\right)}$ if $M^{\epsilon_{1}} \cap M^{\epsilon_{2}} \neq \emptyset$ by Lemma 5.1. Notice that in this case, serval manifolds in $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ may be isometry embedded into one Euclidean space $\mathbf{R}^{\varpi\left(n_{i}\right)}$ for any integer $i, 1 \leq i \leq m$. Now applying Lemma 5.2 we know that $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be isometry embedded into a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$.

Similar to the proof of Corollary 5.1, we can get a more clearly condition for isometry embedding of combinatorially Riemannian manifolds into combinatorially Euclidean spaces.

Corollary 5.2 A combinatorially Riemannian manifold $\widetilde{M}\left(n_{1}, n_{2}, \cdots, n_{m}\right)$ can be isometry embedded into a combinatorially Euclidean space $\widetilde{\mathbf{R}}\left(k_{1}, \cdots, k_{l}\right)$ if
(i) $l \geq m$;
(ii) there exists $m$ different integers $k_{i_{1}}, k_{i_{2}}, \cdots, k_{i_{m}} \in\left\{k_{1}, k_{2}, \cdots, k_{l}\right\}$ such that

$$
k_{i_{j}} \geq n_{j}^{2}+10 n_{j}+3
$$

and

$$
\operatorname{dim}\left(\mathbf{R}^{k_{i_{j}}} \bigcap \mathbf{R}^{k_{i_{r}}}\right) \geq \operatorname{dim}^{2}\left(M^{n_{j}} \bigcap M^{n_{r}}\right)+10 \operatorname{dim}\left(M^{n_{j}} \bigcap M^{n_{r}}\right)+3
$$

for any integer $i, j, 1 \leq i, j \leq m$ with $M^{n_{j}} \cap M^{n_{r}} \neq \emptyset$.
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#### Abstract

In this paper we introduce the concept of half-groups. This is a totally new concept and demands considerable attention. R.H.Bruck [1] has defined a half groupoid. We have imposed a group structure on a half groupoid wherein we have an identity element and each element has a unique inverse. Further, we have defined a new structure called Smarandache half-group. We have derived some important properties of Smarandache halfgroups. Some suitable examples are also given.
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## §1. Introduction

Definition 1.1 Let $(S, *)$ be a half groupoid (a partially closed set with respect to $*$ ) such that
(1) There exists an element $e \in S$ such that $a * e=e * a=a, \forall a \in S$. e is called identity element of $S$;
(2) For every $a \in S$ there exists $b \in S$ such that $a * b=b * a=e$ (identity) $b$ is called the inverse of $a$.

Then ( $S,{ }^{*}$ ) is called a half-group.

Remark It is easy to verify that
(a) identity element in S is unique;
(b) each element in S has a unique inverse;
(c) associativity does not hold in S as there is at least one product that is not defined in S .

Note In all composition tables in the following examples the blank entries show that the corresponding products are not defined.

Example 1.1 Let $S=\{1,-i, i\}$. Then $S$ is a half-group w.r.t. multiplication. We write this multiplication table in the following.

[^3]| $*$ | 1 | -i | i |
| :---: | :---: | :---: | :---: |
| 1 | 1 | -i | i |
| -i | -i |  | 1 |
| i | i | 1 |  |

Example 1.2 Let $S=\{e, a, b, c\}$. Then $(S, *)$ is a half subgroup defined by

| $*$ | $e$ | $a$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: | :---: |
| $e$ | $e$ | $a$ | $b$ | $c$ |
| $a$ | $a$ | $b$ | $c$ | $e$ |
| $b$ | $b$ | $c$ | $e$ | $a$ |
| $c$ | $c$ | $e$ | $a$ |  |

Here the product $c * c$ is not defined.

Definition 1.2 it Let $(S, *)$ be a half-group and $H$ a subset of $S$. If $H$ itself is a half-group w.r.t. $*$, then $H$ is called a subhalf-group of $S$.

Example 1.3 Let $S=\{e, a, b, c, d\}$ be a half-group defined by the following table.

| $*$ | e | a | b | c | d |
| :---: | :---: | :---: | :---: | :---: | :---: |
| e | e | a | b | c | d |
| a | a | c | e | b | a |
| b | b | e | c | a | d |
| c | c | d | a | e | b |
| d | d | b | c |  | e |

Then,$H=\{e, a, b\}$ is a subhalf-group of $S$.
Definition 1.3 A half-group $(S, *)$ is called a Smarandache half-group if $S$ contains a proper subset $G$ such that $G$ is a nontrivial group w.r.t. *.

Definition 1.4 If $S$ is Smarandache half-group such that every group contained properly in $S$ is commutative, then $S$ is called Smarandache commutative half-group.

Definition 1.5 If $S$ is a Smarandache half-group such that every group contained properly in $S$ is cyclic, then $S$ is called a Smarandache cyclic half-group.

Example 1.4 Let $S$ be a half-group defined by the following table.

| $*$ | e | a | b | c |
| :---: | :---: | :---: | :---: | :---: |
| e | e | a | b | c |
| a | a | e | c | b |
| b | b | c | e | a |
| c | c | e |  | $e$ |

Then $G=\{e, a\}$ is a nontrivial group contained in $S$. So, $S$ is a Smarandache half-group. Also, $\{e, a, b\}$ is a Smarandache half-group. $S$ is also a Smarandache commutative half-group. Also $S$ is a Smarandache cyclic half-group.

Example 1.5 $S=\{1,-i, i\}$ is not a Smarandache half-group.
Example 1.6 Let L be the Half-Group given by the following table.

| $*$ | e | f | g | h | i | j | k | l |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| e | e | f | g | h | i | j | k | l |
| f | f | e | j | g | k | h | l | i |
| g | g | j | e | k | h | l | i | f |
| h | h | g | k | e | l | i | f | j |
| i | i | k | h | l | e | f | j | g |
| j | j | h | l | i | f | e | g | k |
| k | k | l | i | f | j | g | e |  |
| l | l | i | f | j | g | k |  | $e$ |

Then $L$ is a half-group which contains a group $G=\{e, g\}$. So, $L$ is a Smarandache Half-Group.
There are many Smarandache half-groups in this structure. Results following are obtained immediately by definition
(1) The smallest half-group is of order 3.

This follows from the very definition of half-groups.
(2) The smallest Smarandache half-group is of order 3.

As a nontrivial group has order at least 2, the half-group which will contain this group properly will have order at least 3 .

## §2. Substructures of Smarandache Half-Groups

In this section we introduce Smarandache substructure.

Definition 2.1 Let $S$ be a half-group w.r.t. *. A nonempty subset $T$ of $S$ is said to be Smarandache subhalf-group of $S$ if $T$ contains a proper subset $G$ such that $G$ is a nontrivial group under the operation of $S$.

Theorem 2.1 If $S$ is a half-group and $T$ is a Smarandache subhalf-group of $S$ then $S$ is a Smarandache half-group.

Proof As $T$ is a Smarandache subhalf-group of $S, S$ contains $T$ properly. Also, $T$ properly contains a non trivial group. As a result $S$ is a hlf-group which properly contains a nontrivial group. Therefore $S$ is a Smarandache half-group.

We also note facts following on Smarandache half-groups.
(1)If $R$ is a Smarandache half-group then every subhalf-group of $R$ need not be a Smarandache subhalf-group.

We give an example to justify our claim.
Example 2.1 Consider a half-group $S$ defined by the following table.

| $*$ | e | f | g | h | i | j |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| e | e | f | g | h | i | j |
| f | f | h | e | g | j | i |
| g | g | e | h | f | i | i |
| h | h | g | f | e | e | j |
| i | i | j | i | j | e |  |
| j | j | i | f | i |  | e |

Then $S \supset H=\{e, f, g, h\}$ and $H$ is a group. Therefore $S$ is a Smarandache half-group. Consider a half-group $R=\{e, f, g\}$. Then $R$ is not a Smarandache subhalf-group of $S$ as there does not exist a non trivial group contained in $R$.

We give a typical example of a half-group following whose subhalf-groups are Smarandache subhalf-group.

Example 2.2 Consider the following table.

| * | e | f | g | h | i | j | k | l |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| e | e | f | g | h | i | j | k | l |
| f | f | e | j | g | k | h | l | i |
| g | g | j | e | k | h | l | i | f |
| h | h | g | k | e | l | i | f | j |
| i | i | k | h | l | e | f | j | g |
| j | j | h | l | i | f | e | g | k |
| k | k | l | i | f | j | g | e |  |
| l | l | i | f | j | g | k |  | e |

One can easily verify that every subhalf-group is a Smarandache subhalf-group.

Definition 2.2 If $S$ is a Smarandache half-group such that a subhalf-group $A$ of $S$ contains the largest group in $S$ then $A$ is called a Smarandache hyper subhalf-group.

In the example above, the largest non-trivial group in $S$ is of order 2 and every Smarandache subhalf-Group of $S$ contains the largest group in $S$. Thus, every Smarandache subhalf-Group in $S$ is a Smarandache hyper subhalf-Group.
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#### Abstract

The concept of Smarandache Bryant Schneider Group of a Smarandache loop is introduced. Relationship(s) between the Bryant Schneider Group and the Smarandache Bryant Schneider Group of an S-loop are discovered and the later is found to be useful in finding Smarandache isotopy-isomorphy condition(s) in S-loops just like the formal is useful in finding isotopy-isomorphy condition(s) in loops. Some properties of the Bryant Schneider Group of a loop are shown to be true for the Smarandache Bryant Schneider Group of a Smarandache loop. Some interesting and useful cardinality formulas are also established for a type of finite Smarandache loop.
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## §1. Introduction

The study of Smarandache loops was initiated by W. B. Vasantha Kandasamy in 2002. In her book [16], she defined a Smarandache loop (S-loop) as a loop with at least a subloop which forms a subgroup under the binary operation of the loop. For more on loops and their properties, readers should check [14], [3], [5], [7], [6] and [16]. In her book, she introduced over 75 Smarandache concepts in loops but the concept Smarandache Bryant Schneider Group which is to be studied here for the first time is not among. In her first paper [17], she introduced some types of Smarandache loops. The present author has contributed to the study of S-quasigroups and S-loops in [9], [10] and [11] while Muktibodh [13] did a study on the first.

Robinson [15] introduced the idea of Bryant-Schneider group of a loop because its importance and motivation stem from the work of Bryant and Schneider [4]. Since the advent of the Bryant-Schneider group, some studies by Adeniran [1], [2] and Chiboka [6] have been done on it relative to CC-loops, C-loops and extra loops after Robinson [15] studied the Bryant-Schneider group of a Bol loop. The judicious use of it was earlier predicted by Robinson [15]. As mentioned in [Section 5, Robinson [15]], the Bryant-Schneider group of a loop is extremely useful in investigating isotopy-isomorphy condition(s) in loops.

In this study, the concept of Smarandache Bryant Schneider Group of a Smarandache

[^4]loop is introduced. Relationship(s) between the Bryant Schneider Group and the Smarandache Bryant Schneider Group of an S-loop are discovered and the later is found to be useful in finding Smarandache isotopy-isomorphy condition(s) in S-loops just like the formal is useful in finding isotopy-isomorphy condition(s) in loops. Some properties of the Bryant Schneider Group of a loop are shown to be true for the Smarandache Bryant Schneider Group of a Smarandache loop. Some interesting and useful cardinality formulas are also established for a type of finite Smarandache loop. But first, we state some important definitions.

## §2. Definitions and Notations

Definition 2.1 Let $L$ be a non-empty set. Define a binary operation (•) on $L:$ If $x \cdot y \in L$ for $\forall x, y \in L,(L, \cdot)$ is called a groupoid. If the system of equations ; $a \cdot x=b$ and $y \cdot a=b$ have unique solutions for $x$ and $y$ respectively, then $(L, \cdot)$ is called a quasigroup. Furthermore, if there exists a unique element $e \in L$ called the identity element such that for $\forall x \in L, x \cdot e=e \cdot x=x$, $(L, \cdot)$ is called a loop.

Furthermore, if there exist at least a non-empty subset $M$ of $L$ such that $(M, \cdot)$ is a non-trivial subgroup of $(L, \cdot)$, then $L$ is called a Smarandache loop(S-loop) with Smarandache subgroup (S-subgroup) $M$.

The set $S Y M(L, \cdot)=S Y M(L)$ of all bijections in a loop $(L, \cdot)$ forms a group called the permutation(symmetric) group of the loop $(L, \cdot)$. The triple $(U, V, W)$ such that $U, V, W \in$ $S Y M(L, \cdot)$ is called an autotopism of $L$ if and only if $x U \cdot y V=(x \cdot y) W \forall x, y \in L$. The group of autotopisms(under componentwise multiplication [14]) of $L$ is denoted by $\operatorname{AUT}(L, \cdot)$. If $U=V=W$, then the group $A U M(L, \cdot)=A U M(L)$ formed by such $U$ 's is called the automorphism group of $(L, \cdot)$. If $L$ is an S-loop with an arbitrary S-subgroup $H$, then the group $\operatorname{SSY} M(L, \cdot)=S S Y M(L)$ formed by all $\theta \in S Y M(L)$ such that $h \theta \in H \forall h \in H$ is called the Smarandache permutation(symmetric) group of $L$. Hence, the group $S A(L, \cdot)=S A(L)$ formed by all $\theta \in S S Y M(L) \cap A U M(L)$ is called the Smarandache automorphism group of $L$.

Let $(G, \cdot)$ be a loop. The bijection $L_{x}: G \longrightarrow G$ defined as $y L_{x}=x \cdot y, \forall x, y \in G$ is called a left translation(multiplication) of $G$ while the bijection $R_{x}: G \longrightarrow G$ defined as $y R_{x}=y \cdot x, \forall x, y \in G$ is called a right translation(multiplication) of $G$.

Definition 2.2(Robinson [15]) Let $(G, \cdot)$ be a loop. A mapping $\theta \in S Y M(G, \cdot)$ is a special map for $G$ means that there exist $f, g \in G$ so that $\left(\theta R_{g}^{-1}, \theta L_{f}^{-1}, \theta\right) \in \operatorname{AUT}(G, \cdot)$.

Definition 2.3 Let $(G, \cdot)$ be a Smarandache loop with $S$-subgroup ( $H, \cdot)$. A mapping $\theta \in$ $\operatorname{SSYM}(G, \cdot)$ is a Smarandache special map(S-special map) for $G$ if and only if there exist $f, g \in H$ such that $\left(\theta R_{g}^{-1}, \theta L_{f}^{-1}, \theta\right) \in \operatorname{AUT}(G, \cdot)$.

Definition 2.4(Robinson [15]) Let the set

$$
B S(G, \cdot)=\left\{\theta \in S Y M(G, \cdot): \exists f, g \in G \ni\left(\theta R_{g}^{-1}, \theta L_{f}^{-1}, \theta\right) \in A U T(G, \cdot)\right\}
$$

i.e the set of all special maps in a loop, then $B S(G, \cdot) \leqslant S Y M(G, \cdot)$ is called the BryantSchneider group of the loop $(G, \cdot)$.

Definition 2.5 Let the set

$$
S B S(G, \cdot)=\left\{\theta \in \operatorname{SSY} M(G, \cdot): \text { there exist } f, g \in H \quad \ni\left(\theta R_{g}^{-1}, \theta L_{f}^{-1}, \theta\right) \in A U T(G, \cdot)\right\}
$$

i.e the set of all $S$-special maps in a S-loop, then $S B S(G, \cdot)$ is called the Smarandache BryantSchneider group (SBS group) of the $S$-loop $(G, \cdot)$ with $S$-subgroup $H$ if $S B S(G, \cdot) \leqslant S Y M(G, \cdot)$.

Definition 2.6 The triple $\phi=\left(R_{g}, L_{f}, I\right)$ is called an $f, g$-principal isotopism of a loop $(G, \cdot)$ onto a loop $(G, \circ)$ if and only if

$$
x \cdot y=x R_{g} \circ y L_{f}, \forall x, y \in G \text { or } x \circ y=x R_{g}^{-1} \cdot y L_{f}^{-1}, \forall x, y \in G
$$

$f$ and $g$ are called translation elements of $G$ or at times written in the pair form $(g, f)$, while $(G, \circ)$ is called an $f, g$-principal isotope of $(G, \cdot)$.

On the other hand, $(G, \otimes)$ is called a Smarandache $f, g$-principal isotope of $(G, \oplus)$ if for some $f, g \in S$,

$$
x R_{g} \otimes y L_{f}=(x \oplus y) \forall x, y \in G
$$

where $(S, \oplus)$ is a $S$-subgroup of $(G, \oplus)$. In these cases, $f$ and $g$ are called Smarandache elements(S-elements).

Let $(L, \cdot)$ and $(G, \circ)$ be $S$-loops with $S$-subgroups $L^{\prime}$ and $G^{\prime}$ respectively such that $x A \in$ $G^{\prime}, \forall x \in L^{\prime}$, where $A:(L, \cdot) \longrightarrow(G, \circ)$. Then the mapping $A$ is called a Smarandache isomorphism if $(L, \cdot) \cong(G, \circ)$, hence we write $(L, \cdot) \succsim(G, \circ)$. An S-loop $(L, \cdot)$ is called a $G$-Smarandache loop(GS-loop) if and only if $(L, \cdot) \succsim(G, \circ)$ for all S-loop isotopes $(G, \circ)$ of $(L, \cdot)$.

Definition 2.7 Let $(G, \cdot)$ be a Smarandache loop with an $S$-subgroup $H$.

$$
\Omega(G, \cdot)=\left\{\left(\theta R_{g}^{-1}, \theta L_{f}^{-1}, \theta\right) \in A U T(G, \cdot) \text { for some } f, g \in H: h \theta \in H, \forall h \in H\right\}
$$

## §3. Main Results

### 3.1 Smarandache Bryant Schneider Group

Theorem 3.1 Let $(G, \cdot)$ be a Smarandache loop. SBS $(G, \cdot) \leqslant B S(G, \cdot)$.
Proof Let $(G, \cdot)$ be an S-loop with S-subgroup H. Comparing Definitions 2.4 and 2.5, it can easily be observed that $S B S(G, \cdot) \subset B S(G, \cdot)$. The case $S B S(G, \cdot) \subseteq B S(G, \cdot)$ is possible when $G=H$ where $H$ is the S-subgroup of $G$ but this will be a contradiction since $G$ is an S-loop.

Identity. If $I$ is the identity mapping on $G$, then $h I=h \in H, \forall h \in H$ and there exists $e \in H$ where $e$ is the identity element in $G$ such that $\left(I R_{e}^{-1}, I L_{e}^{-1}, I\right)=(I, I, I) \in \operatorname{AUT}(G, \cdot)$. So, $I \in S B S(G, \cdot)$. Thus $S B S(G, \cdot)$ is non-empty.

Closure and Inverse. Let $\alpha, \beta \in S B S(G, \cdot)$. Then there exist $f_{1}, g_{1}, f_{2}, g_{2} \in H$ such that

$$
\begin{aligned}
A= & \left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right), B=\left(\beta R_{g_{2}}^{-1}, \beta L_{f_{2}}^{-1}, \beta\right) \in \operatorname{AUT}(G, \cdot) \\
& A B^{-1}=\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right)\left(R_{g_{2}} \beta^{-1}, L_{f_{2}} \beta^{-1}, \beta^{-1}\right) \\
= & \left(\alpha R_{g_{1}}^{-1} R_{g_{2}} \beta^{-1}, \alpha L_{f_{1}}^{-1} L_{f_{2}} \beta^{-1}, \alpha \beta^{-1}\right) \in \operatorname{AUT}(G, \cdot)
\end{aligned}
$$

Let $\delta=\beta R_{g_{1}}^{-1} R_{g_{2}} \beta^{-1}$ and $\gamma=\beta L_{f_{1}}^{-1} L_{f_{2}} \beta^{-1}$. Then,

$$
\left(\alpha \beta^{-1} \delta, \alpha \beta^{-1} \gamma, \alpha \beta^{-1}\right) \in \operatorname{AUT}(G, \cdot) \Leftrightarrow\left(x \alpha \beta^{-1} \delta\right) \cdot\left(y \alpha \beta^{-1} \gamma\right)=(x \cdot y) \alpha \beta^{-1} \forall x, y \in G
$$

Putting $y=e$ and replacing $x$ by $x \beta \alpha^{-1}$, we have $(x \delta) \cdot\left(e \alpha \beta^{-1} \gamma\right)=x$ for all $x \in G$. Similarly, putting $x=e$ and replacing $y$ by $y \beta \alpha^{-1}$, we have $\left(e \alpha \beta^{-1} \delta\right) \cdot(y \gamma)=y$ for all $y \in G$. Thence, $x \delta R_{\left(e \alpha \beta^{-1} \gamma\right)}=x$ and $y \gamma L_{\left(e \alpha \beta^{-1} \delta\right)}=y$ which implies that

$$
\delta=R_{\left(e \alpha \beta^{-1} \gamma\right)}^{-1} \text { and } \gamma=L_{\left(e \alpha \beta^{-1} \delta\right)}^{-1} .
$$

Thus, since $g=e \alpha \beta^{-1} \gamma, f=e \alpha \beta^{-1} \delta \in H$ then

$$
A B^{-1}=\left(\alpha \beta^{-1} R_{g}^{-1}, \alpha \beta^{-1} L_{f}^{-1}, \alpha \beta^{-1}\right) \in A U T(G, \cdot) \Leftrightarrow \alpha \beta^{-1} \in S B S(G, \cdot)
$$

Therefore, $S B S(G, \cdot) \leqslant B S(G, \cdot)$.
Corollary 3.1 Let $(G, \cdot)$ be a Smarandache loop. Then, $\operatorname{SBS}(G, \cdot) \leqslant \operatorname{SSY}(G, \cdot) \leqslant S Y M(G, \cdot)$. Hence, $\operatorname{SBS}(G, \cdot)$ is the Smarandache Bryant-Schneider group (SBS group) of the $S$-loop $(G, \cdot)$.

Proof Although the fact that $S B S(G, \cdot) \leqslant S Y M(G, \cdot)$ follows from Theorem 3.1 and the fact in [Theorem 1, [15]] that $B S(G, \cdot) \leqslant S Y M(G, \cdot)$. Nevertheless, it can also be traced from the facts that $\operatorname{SBS}(G, \cdot) \leqslant \operatorname{SSY} M(G, \cdot)$ and $\operatorname{SSY} M(G, \cdot) \leqslant \operatorname{SYM}(G, \cdot)$.

It is easy to see that $\operatorname{SSYM}(G, \cdot) \subset S Y M(G, \cdot)$ and that $S B S(G, \cdot) \subset S S Y M(G, \cdot)$ while the trivial cases $\operatorname{SSY} M(G, \cdot) \subseteq S Y M(G, \cdot)$ and $\operatorname{SBS}(G, \cdot) \subseteq S S Y M(G, \cdot)$ will contradict the fact that $G$ is an S-loop because these two are possible if the S-subgroup $H$ is $G$. Reasoning through the axioms of a group, it is easy to show that $\operatorname{SSY} M(G, \cdot) \leqslant S Y M(G, \cdot)$. By using the same steps in Theorem 3.1, it will be seen that $\operatorname{SBS}(G, \cdot) \leqslant \operatorname{SSY} M(G, \cdot)$.

### 3.2 The SBS Group of a Smarandache $f, g$-principal isotope

Theorem 3.2 Let $(G, \cdot)$ be a S-loop with a Smarandache $f, g$-principal isotope $(G, \circ)$. Then, $(G, \circ)$ is an $S$-loop.

Proof Let $(G, \cdot)$ be an S-loop, then there exist an S-subgroup $(H, \cdot)$ of $G$. If $(G, \circ)$ is a Smarandache $f, g$-principal isotope of $(G, \cdot)$, then

$$
x \cdot y=x R_{g} \circ y L_{f}, \forall x, y \in G \text { which implies } x \circ y=x R_{g}^{-1} \cdot y L_{f}^{-1}, \forall x, y \in G
$$

where $f, g \in H$. So

$$
h_{1} \circ h_{2}=h_{1} R_{g}^{-1} \cdot h_{2} L_{f}^{-1}, \forall h_{1}, h_{2} \in H \text { for some } f, g \in H
$$

Let us now consider the set $H$ under the operation " $\circ$ ". That is the pair $(H, \circ)$.
Groupoid. Since $f, g \in H$, then by the definition $h_{1} \circ h_{2}=h_{1} R_{g}^{-1} \cdot h_{2} L_{f}^{-1}, h_{1} \circ h_{2} \in$ $H, \forall h_{1}, h_{2} \in H$ since $(H, \cdot)$ is a groupoid. Thus, $(H, \circ)$ is a groupoid.

Quasigroup. With the definition $h_{1} \circ h_{2}=h_{1} R_{g}^{-1} \cdot h_{2} L_{f}^{-1}, \forall h_{1}, h_{2} \in H$, it is clear that ( $H, \circ$ ) is a quasigroup since $(H, \cdot)$ is a quasigroup.

Loop. It can easily be seen that $f \cdot g$ is an identity element in $(H, \circ) . \operatorname{So},(H, \circ)$ is a loop.
Group. Since $(H, \cdot)$ is a associative, it is easy to show that $(H, \circ)$ is associative.
Hence, $(H, \circ)$ is an S-subgroup in $(G, \circ)$ since the latter is a loop(a quasigroup with identity element $f \cdot g)$. Therefore, $(G, \circ)$ is an S-loop.

Theorem 3.3 Let $(G, \cdot)$ be a Smarandache loop with an $S$-subgroup $(H, \cdot)$. A mapping $\theta \in$ $S Y M(G, \cdot)$ is a $S$-special map if and only if $\theta$ is an $S$-isomorphism of $(G, \cdot)$ onto some Smarandache $f, g$-principal isotopes $(G, \circ)$ where $f, g \in H$.

Proof By Definition 2.3, a mapping $\theta \in S S Y M(G)$ is a S-special map implies there exist $f, g \in H$ such that $\left(\theta R_{g}^{-1}, \theta L_{f}^{-1}, \theta\right) \in \operatorname{AUT}(G, \cdot)$. It can be observed that

$$
\left(\theta R_{g}^{-1}, \theta L_{f}^{-1}, \theta\right)=(\theta, \theta, \theta)\left(R_{g}^{-1}, L_{f}^{-1}, I\right) \in A U T(G, \cdot)
$$

But since $\left(R_{g}^{-1}, L_{f}^{-1}, I\right):(G, \circ) \longrightarrow(G, \cdot)$ then for $\left(\theta R_{g}^{-1}, \theta L_{f}^{-1}, \theta\right) \in \operatorname{AUT}(G, \cdot)$ we must have $(\theta, \theta, \theta):(G, \cdot) \longrightarrow(G, \circ)$ which means $(G, \cdot) \stackrel{\theta}{\cong}(G, \circ)$, hence $(G, \cdot) \stackrel{\theta}{\succsim}(G, \circ)$ because $(H, \cdot) \theta=(H, \circ) .\left(R_{g}, L_{f}, I\right):(G, \cdot) \longrightarrow(G, \circ)$ is an $f, g$-principal isotopism so $(G, \circ)$ is a Smarandache $f, g$-principal isotope of $(G, \cdot)$ by Theorem 3.2.

Conversely, if $\theta$ is an S-isomorphism of $(G, \cdot)$ onto some Smarandache $f, g$-principal isotopes $(G, \circ)$ where $f, g \in H$ such that $(H, \cdot)$ is a S-subgroup of $(G, \cdot)$ means $(\theta, \theta, \theta):(G, \cdot) \longrightarrow$ $(G, \circ),\left(R_{g}, L_{f}, I\right):(G, \cdot) \longrightarrow(G, \circ)$ which implies $\left(R_{g}^{-1}, L_{f}^{-1}, I\right):(G, \circ) \longrightarrow(G, \cdot)$ and $(H, \cdot) \theta=(H, \circ)$. Thus, $\left(\theta R_{g}^{-1}, \theta L_{f}^{-1}, \theta\right) \in \operatorname{AUT}(G, \cdot)$. Therefore, $\theta$ is a S-special map because $f, g \in H$.

Corollary 3.2 Let $(G, \cdot)$ be a Smarandache loop with an $S$-subgroup $(H, \cdot)$. A mapping $\theta \in$ $S B S(G, \cdot)$ if and only if $\theta$ is an $S$-isomorphism of $(G, \cdot)$ onto some Smarandache $f, g$-principal isotopes $(G, \circ)$ such that $f, g \in H$ where $(H, \cdot)$ is an $S$-subgroup of $(G, \cdot)$.

Proof This follows from Definition 2.5 and Theorem 3.3.

Theorem 3.4 Let $(G, \cdot)$ and $(G, \circ)$ be S-loops. $(G, \circ)$ is a Smarandache $f, g$-principal isotope of $(G, \cdot)$ if and only if $(G, \cdot)$ is a Smarandache $g, f$-principal isotope of $(G, \circ)$.

Proof Let $(G, \cdot)$ and $(G, \circ)$ be S-loops such that if $(H, \cdot)$ is an S-subgroup in $(G, \cdot)$, then $(H, \circ)$ is an S-subgroup of $(G, \circ)$. The left and right translation maps relative to an element $x$
in $(G, \circ)$ shall be denoted by $\mathcal{L}_{x}$ and $\mathcal{R}_{x}$ respectively.
If ( $G, \circ$ ) is a Smarandache $f, g$-principal isotope of $(G, \cdot)$ then, $x \cdot y=x R_{g} \circ y L_{f}, \forall x, y \in G$ for some $f, g \in H$. Thus, $x R_{y}=x R_{g} \mathcal{R}_{y L_{f}}$ and $y L_{x}=y L_{f} \mathcal{L}_{x R_{g}} x, y \in G$ and we have $R_{y}=R_{g} \mathcal{R}_{y L_{f}}$ and $L_{x}=L_{f} \mathcal{L}_{x R_{g}}, x, y \in G$. So, $\mathcal{R}_{y}=R_{g}^{-1} R_{y L_{f}^{-1}}$ and $\mathcal{L}_{x}=L_{f}^{-1} L_{x R_{g}^{-1}}=x, y \in$ G. Putting $y=f$ and $x=g$ respectively, we now get $\mathcal{R}_{f}=R_{g}^{-1} R_{f L_{f}^{-1}}=R_{g}^{-1}$ and $\mathcal{L}_{g}=$ $L_{f}^{-1} L_{g R_{g}^{-1}}=L_{f}^{-1}$. That is, $\mathcal{R}_{f}=R_{g}^{-1}$ and $\mathcal{L}_{g}=L_{f}^{-1}$ for some $f, g \in H$.

Recall that

$$
x \cdot y=x R_{g} \circ y L_{f}, \forall x, y \in G \Leftrightarrow x \circ y=x R_{g}^{-1} \cdot y L_{f}^{-1}, \forall x, y \in G .
$$

So using the last two translation equations,

$$
x \circ y=x \mathcal{R}_{f} \cdot y \mathcal{L}_{g}, \forall x, y \in G \Leftrightarrow \text { the triple }\left(\mathcal{R}_{f}, \mathcal{L}_{g}, I\right):(G, \circ) \longrightarrow(G, \cdot)
$$

is a Smarandache $g, f$-principal isotopism. Therefore, $(G, \cdot)$ is a Smarandache $g, f$-principal isotope of $(G, \circ)$.

The converse is achieved by doing the reverse of the procedure described above.
Theorem 3.5 If $(G, \cdot)$ is an $S$-loop with a Smarandache $f, g$-principal isotope $(G, \circ)$, then $\operatorname{SBS}(G, \cdot)=\operatorname{SBS}(G, \circ)$.

Proof Let $(G, \circ)$ be the Smarandache $f, g$-principal isotope of the S-loop $(G, \cdot)$ with Ssubgroup ( $H, \cdot \cdot$ ). By Theorem 3.2, ( $G, \circ$ ) is an S-loop with S-subgroup ( $H, \circ$ ). The left and right translation maps relative to an element $x$ in $(G, \circ)$ shall be denoted by $\mathcal{L}_{x}$ and $\mathcal{R}_{x}$ respectively.

Let $\alpha \in \operatorname{SBS}(G, \cdot)$, then there exist $f_{1}, g_{1} \in H$ so that $\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right) \in \operatorname{AUT}(G, \cdot)$. Recall that the triple $\left(R_{g_{1}}, L_{f_{1}}, I\right):(G, \cdot) \longrightarrow(G, \circ)$ is a Smarandache $f, g$-principal isotopism, so $x \cdot y=x R_{g} \circ y L_{f}, \forall x, y \in G$ and this implies

$$
\begin{aligned}
& R_{x}=R_{g} \mathcal{R}_{x L_{f}} \text { and } L_{x}=L_{f} \mathcal{L}_{x R_{g}}, \forall x \in G \text { which also implies that } \\
& \mathcal{R}_{x L_{f}}=R_{g}^{-1} R_{x} \text { and } \mathcal{L}_{x R_{g}}=L_{f}^{-1} L_{x}, \forall x \in G \text { which finally gives } \\
& \mathcal{R}_{x}=R_{g}^{-1} R_{x L_{f}^{-1}} \text { and } \mathcal{L}_{x}=L_{f}^{-1} L_{x R_{g}^{-1}}, \forall x \in G .
\end{aligned}
$$

Set $f_{2}=f \alpha R_{g_{1}}^{-1} R_{g}$ and $g_{2}=g \alpha L_{f_{1}}^{-1} L_{f}$. Then

$$
\begin{gather*}
\mathcal{R}_{g_{2}}=R_{g}^{-1} R_{g \alpha L_{f_{1}}^{-1} L_{f} L_{f}^{-1}}=R_{g}^{-1} R_{g \alpha L_{f_{1}}^{-1}},  \tag{1}\\
\mathcal{L}_{f_{2}}=L_{f}^{-1} L_{f \alpha R_{g_{1}}^{-1} R_{g} R_{g}^{-1}}=L_{f}^{-1} L_{f \alpha R_{g_{1}}^{-1}}, \forall x \in G . \tag{2}
\end{gather*}
$$

Since, $\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right) \in \operatorname{AUT}(G, \cdot)$, then

$$
\begin{equation*}
\left(x \alpha R_{g_{1}}^{-1}\right) \cdot\left(y \alpha L_{f_{1}}^{-1}\right)=(x \cdot y) \alpha, \forall x, y \in G . \tag{3}
\end{equation*}
$$

Putting $y=g$ and $x=f$ separately in the last equation,

$$
x \alpha R_{g_{1}}^{-1} R_{\left(g \alpha L_{f_{1}}^{-1}\right)}=x R_{g} \alpha \text { and } y \alpha L_{f_{1}}^{-1} L_{\left(f \alpha R_{g_{1}}^{-1}\right)}=y L_{f} \alpha, \forall x, y \in G
$$

Thus by applying (1) and (2), we now have

$$
\begin{equation*}
\alpha R_{g_{1}}^{-1}=R_{g} \alpha R_{\left(g \alpha L_{f_{1}}^{-1}\right)}^{-1}=R_{g} \alpha \mathcal{R}_{g_{2}}^{-1} R_{g}^{-1} \text { and } \alpha L_{f_{1}}^{-1}=L_{f} \alpha L_{\left(f \alpha R_{g_{1}}^{-1}\right)}^{-1}=L_{f} \alpha \mathcal{L}_{f_{2}}^{-1} L_{f}^{-1} \tag{4}
\end{equation*}
$$

We shall now compute $(x \circ y) \alpha$ by (2) and (3) and then see the outcome.
$(x \circ y) \alpha=\left(x R_{g}^{-1} \cdot y L_{f}^{-1}\right) \alpha=x R_{g}^{-1} \alpha R_{g_{1}}^{-1} \cdot y L_{f}^{-1} \alpha L_{f_{1}}^{-1}=x R_{g}^{-1} R_{g} \alpha \mathcal{R}_{g_{2}}^{-1} R_{g}^{-1} \cdot y L_{f}^{-1} L_{f} \alpha \mathcal{L}_{f_{2}}^{-1} L_{f}^{-1}=$ $x \alpha \mathcal{R}_{g_{2}}^{-1} R_{g}^{-1} \cdot y \alpha \mathcal{L}_{f_{2}}^{-1} L_{f}^{-1}=x \alpha \mathcal{R}_{g_{2}}^{-1} \circ y \alpha \mathcal{L}_{f_{2}}^{-1}, \forall x, y \in G$.

Thus,

$$
(x \circ y) \alpha=x \alpha \mathcal{R}_{g_{2}}^{-1} \circ y \alpha \mathcal{L}_{f_{2}}^{-1}, \forall x, y \in G \Leftrightarrow\left(\alpha \mathcal{R}_{g_{2}}^{-1}, \alpha \mathcal{L}_{f_{2}}^{-1}, \alpha\right) \in A U T(G, \circ) \Leftrightarrow \alpha \in S B S(G, \circ) .
$$

Whence, $S B S(G, \cdot) \subseteq S B S(G, \circ)$.
Since $(G, \circ)$ is the Smarandache $f, g$-principal isotope of the S-loop $(G, \cdot)$, then by Theorem $3.4,(G, \cdot)$ is the Smarandache $g, f$-principal isotope of $(G, \circ)$. So following the steps above, it can similarly be shown that $S B S(G, \circ) \subseteq S B S(G, \cdot)$. Therefore, the conclusion that $S B S(G, \cdot)=$ $S B S(G, \circ)$ follows.

### 3.3 Cardinality Formulas

Theorem 3.6 Let $(G, \cdot)$ be a finite Smarandache loop with $n$ distinct $S$-subgroups. If the $S B S$ group of $(G, \cdot)$ relative to an $S$-subgroup $\left(H_{i}, \cdot\right)$ is denoted by $S B S_{i}(G, \cdot)$, then

$$
|B S(G, \cdot)|=\frac{1}{n} \sum_{i=1}^{n}\left|S B S_{i}(G, \cdot)\right|\left[B S(G, \cdot): S B S_{i}(G, \cdot)\right]
$$

Proof Let the $n$ distinct $S$-subgroups of $G$ be denoted by $H_{i}, i=1,2, \cdots n$. Note here that $H_{i} \neq H_{j}, i, j=1,2, \cdots n$. By Theorem 3.1, $S B S_{i}(G, \cdot) \leqslant B S(G, \cdot), i=1,2, \cdots n$. Hence, by the Lagrange's theorem of classical group theory,

$$
|B S(G, \cdot)|=\left|S B S_{i}(G, \cdot)\right|\left[B S(G, \cdot): S B S_{i}(G, \cdot)\right], i=1,2, \cdots n
$$

Thus, adding the equation above for all $i=1,2, \cdots n$, we get

$$
\begin{gathered}
n|B S(G, \cdot)|=\sum_{i=1}^{n}\left|S B S_{i}(G, \cdot)\right|\left[B S(G, \cdot): S B S_{i}(G, \cdot)\right], i=1,2, \cdots n, \text { thence, } \\
|B S(G, \cdot)|=\frac{1}{n} \sum_{i=1}^{n}\left|S B S_{i}(G, \cdot)\right|\left[B S(G, \cdot): S B S_{i}(G, \cdot)\right]
\end{gathered}
$$

Theorem 3.7 Let $(G, \cdot)$ be a Smarandache loop. Then, $\Omega(G, \cdot) \leqslant A U T(G, \cdot)$.
Proof Let $(G, \cdot)$ be an S-loop with S-subgroup H. By Definition 2.7, it can easily be observed that $\Omega(G, \cdot) \subseteq \operatorname{AUT}(G, \cdot)$.

Identity. If $I$ is the identity mapping on $G$, then $h I=h \in H, \forall h \in H$ and there exists $e \in H$ where $e$ is the identity element in $G$ such that $\left(I R_{e}^{-1}, I L_{e}^{-1}, I\right)=(I, I, I) \in \operatorname{AUT}(G, \cdot)$. So, $(I, I, I) \in \Omega(G, \cdot)$. Thus $\Omega(G, \cdot)$ is non-empty.

Closure and Inverse. Let $A, B \in \Omega(G, \cdot)$. Then there exist $\alpha, \beta \in \operatorname{SSY} M(G, \cdot)$ and some $f_{1}, g_{1}, f_{2}, g_{2} \in H$ such that

$$
\begin{aligned}
A= & \left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right), B=\left(\beta R_{g_{2}}^{-1}, \beta L_{f_{2}}^{-1}, \beta\right) \in \operatorname{AUT}(G, \cdot) . \\
& A B^{-1}=\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right)\left(R_{g_{2}} \beta^{-1}, L_{f_{2}} \beta^{-1}, \beta^{-1}\right) \\
= & \left(\alpha R_{g_{1}}^{-1} R_{g_{2}} \beta^{-1}, \alpha L_{f_{1}}^{-1} L_{f_{2}} \beta^{-1}, \alpha \beta^{-1}\right) \in \operatorname{AUT}(G, \cdot) .
\end{aligned}
$$

Using the same techniques for the proof of closure and inverse in Theorem 3.1 here and by letting $\delta=\beta R_{g_{1}}^{-1} R_{g_{2}} \beta^{-1}$ and $\gamma=\beta L_{f_{1}}^{-1} L_{f_{2}} \beta^{-1}$, it can be shown that,

$$
\begin{gathered}
A B^{-1}=\left(\alpha \beta^{-1} R_{g}^{-1}, \alpha \beta^{-1} L_{f}^{-1}, \alpha \beta^{-1}\right) \in \operatorname{AUT}(G, \cdot) \text { where } g=e \alpha \beta^{-1} \gamma, f=e \alpha \beta^{-1} \delta \in H \\
\text { such that } \alpha \beta^{-1} \in \operatorname{SSY} M(G, \cdot) \Leftrightarrow A B^{-1} \in \Omega(G, \cdot) .
\end{gathered}
$$

Therefore, $\Omega(G, \cdot) \leqslant \operatorname{AUT}(G, \cdot \cdot)$.
Theorem 3.8 Let $(G, \cdot)$ be a Smarandache loop with an $S$-subgroup $H$ such that $f, g \in H$ and $\alpha \in S B S(G, \cdot)$. If the mapping

$$
\Phi: \Omega(G, \cdot) \longrightarrow S B S(G, \cdot) \text { is defined as } \Phi:\left(\alpha R_{g}^{-1}, \alpha L_{f}^{-1}, \alpha\right) \mapsto \alpha \text {, }
$$

then $\Phi$ is an homomorphism.
Proof Let $A, B \in \Omega(G, \cdot)$. Then there exist $\alpha, \beta \in \operatorname{SSY} M(G, \cdot)$ and some $f_{1}, g_{1}, f_{2}, g_{2} \in H$ such that

$$
A=\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right), B=\left(\beta R_{g_{2}}^{-1}, \beta L_{f_{2}}^{-1}, \beta\right) \in \operatorname{AUT}(G, \cdot) .
$$

$\Phi(A B)=\Phi\left[\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right)\left(\beta R_{g_{2}}^{-1}, \beta L_{f_{2}}^{-1}, \beta\right)\right]=\Phi\left(\alpha R_{g_{1}}^{-1} \beta R_{g_{2}}^{-1}, \alpha L_{f_{1}}^{-1} \beta L_{f_{2}}^{-1}, \alpha \beta\right)$. It will be good if this can be written as; $\Phi(A B)=\Phi(\alpha \beta \delta, \alpha \beta \gamma, \alpha \beta)$ such that $h \alpha \beta \in H \forall h \in H$ and $\delta=R_{g}^{-1}, \gamma=L_{f}^{-1}$ for some $g, f \in H$.

This is done as follows. If

$$
\begin{gathered}
\left(\alpha R_{g_{1}}^{-1} \beta R_{g_{2}}^{-1}, \alpha L_{f_{1}}^{-1} \beta L_{f_{2}}^{-1}, \alpha \beta\right)=(\alpha \beta \delta, \alpha \beta \gamma, \alpha \beta) \in A U T(G, \cdot), \text { then, } \\
x \alpha \beta \delta \cdot y \alpha \beta \gamma=(x \cdot y) \alpha \beta, \forall x, y \in G .
\end{gathered}
$$

Put $y=e$ and replace $x$ by $x \beta^{-1} \alpha^{-1}$ then $x \delta \cdot e \alpha \beta \gamma=x \Leftrightarrow \delta=R_{e \alpha \beta \gamma}^{-1}$.
Similarly, put $x=e$ and replace $y$ by $y \beta^{-1} \alpha^{-1}$. Then, e $\alpha \beta \delta \cdot y \gamma=y \Leftrightarrow \gamma=L_{e \alpha \beta \delta}^{-1}$. So,

$$
\Phi(A B)=\left(\alpha \beta R_{e \alpha \beta \gamma}^{-1}, \alpha \beta L_{e \alpha \beta \delta}^{-1}, \alpha \beta\right)=\alpha \beta=\Phi\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right) \Phi\left(\beta R_{g_{2}}^{-1}, \beta L_{f_{2}}^{-1}, \beta\right)=\Phi(A) \Phi(B) .
$$

Therefore, $\Phi$ is an homomorphism.

Theorem 3.9 Let $(G, \cdot)$ be a Smarandache loop with an $S$-subgroup $H$ such that $f, g \in H$ and $\alpha \in \operatorname{SSY} M(G, \cdot)$. If the mapping

$$
\Phi: \Omega(G, \cdot) \longrightarrow S B S(G, \cdot) \quad \text { is defined as } \Phi:\left(\alpha R_{g}^{-1}, \alpha L_{f}^{-1}, \alpha\right) \mapsto \alpha
$$

then,

$$
A=\left(\alpha R_{g}^{-1}, \alpha L_{f}^{-1}, \alpha\right) \in \operatorname{ker} \Phi \text { if and only if } \alpha
$$

is the identity map on $G, g \cdot f$ is the identity element of $(G, \cdot)$ and $g \in N_{\mu}(G, \cdot)$ the middle nucleus of $(G, \cdot)$.

Proof For the necessity, $\operatorname{ker} \Phi=\{A \in \Omega(G, \cdot): \Phi(A)=I\}$. So, if $A=\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right) \in$ $\operatorname{ker} \Phi$, then $\Phi(A)=\alpha=I$. Thus, $A=\left(R_{g_{1}}^{-1}, L_{f_{1}}^{-1}, I\right) \in \operatorname{AUT}(G, \cdot) \Leftrightarrow$

$$
\begin{equation*}
x \cdot y=x R_{g}^{-1} \cdot y L_{f}^{-1}, \forall x, y \in G \tag{5}
\end{equation*}
$$

Replace $x$ by $x R_{g}$ and $y$ by $y L_{f}$ in (5) to get

$$
\begin{equation*}
x \cdot y=x g \cdot f y, \forall x, y \in G \tag{6}
\end{equation*}
$$

Putting $x=y=e$ in (6), we get $g \cdot f=e$. Replace $y$ by $y L_{f}^{-1}$ in (6) to get

$$
\begin{equation*}
x \cdot y L_{f}^{-1}=x g \cdot y, \forall x, y \in G \tag{7}
\end{equation*}
$$

Put $x=e$ in (7), then we have $y L_{f}^{-1}=g \cdot y, \forall y \in G$ and so (7) now becomes

$$
x \cdot(g y)=x g \cdot y, \forall x, y \in G \Leftrightarrow g \in N_{\mu}(G, \cdot)
$$

For the sufficiency, let $\alpha$ be the identity map on $G, g \cdot f$ the identity element of $(G, \cdot)$ and $g \in N_{\mu}(G, \cdot)$. Thus, $f g \cdot f=f \cdot g f=f e=f$. Thus, $f \cdot g=e$. Then also, $y=f g \cdot y=f \cdot g y \forall y \in G$ which results into $y L_{f}^{-1}=g y \forall y \in G$. Thus, it can be seen that $x \alpha R_{g}^{-1} \cdot y \alpha L_{f}^{-1}=x R_{g}^{-1} \cdot y L_{f}^{-1}=$ $x R_{g}^{-1} \alpha \cdot y L_{f}^{-1} \alpha=x R_{g}^{-1} \cdot y L_{f}^{-1}=x R_{g}^{-1} \cdot g y=\left(x R_{g}^{-1} \cdot g\right) y=x R_{g}^{-1} R_{g} \cdot y=x \cdot y=(x \cdot y) \alpha, \forall x, y \in G$. Thus, $\Phi(A)=\Phi\left(\alpha R_{g}^{-1}, \alpha L_{f}^{-1}, \alpha\right)=\Phi\left(R_{g}^{-1}, L_{f}^{-1}, I\right)=I \Rightarrow A \in \operatorname{ker} \Phi$.

Theorem 3.10 Let $(G, \cdot)$ be a Smarandache loop with an $S$-subgroup $H$ such that $f, g \in H$ and $\alpha \in \operatorname{SSY} M(G, \cdot)$. If the mapping

$$
\Phi: \Omega(G, \cdot) \longrightarrow S B S(G, \cdot) \text { is defined as } \Phi:\left(\alpha R_{g}^{-1}, \alpha L_{f}^{-1}, \alpha\right) \mapsto \alpha
$$

then,

$$
\left|N_{\mu}(G, \cdot)\right|=|\operatorname{ker} \Phi| \text { and }|\Omega(G, \cdot)|=|S B S(G, \cdot)|\left|N_{\mu}(G, \cdot)\right|
$$

Proof Let the identity map on $G$ be $I$. Using Theorem 3.9, if

$$
g \theta=\left(R_{g}^{-1}, L_{g^{-1}}^{-1}, I\right), \forall g \in N_{\mu}(G, \cdot) \text { then, } \theta: N_{\mu}(G, \cdot) \longrightarrow \operatorname{ker} \Phi
$$

$\theta$ is easily seen to be a bijection, hence $\left|N_{\mu}(G, \cdot)\right|=|\operatorname{ker} \Phi|$.

Since $\Phi$ is an homomorphism by Theorem 3.8, then by the first isomorphism theorem in classical group theory, $\Omega(G, \cdot) / \operatorname{ker} \Phi \cong \operatorname{Im} \Phi . \quad \Phi$ is clearly onto, so $\operatorname{Im} \Phi=S B S(G, \cdot)$, so that $\Omega(G, \cdot) / \operatorname{ker} \Phi \cong S B S(G, \cdot)$. Thus, $|\Omega(G, \cdot) / \operatorname{ker} \Phi|=|S B S(G, \cdot)|$. By Lagrange's theorem, $|\Omega(G, \cdot)|=|\operatorname{ker} \Phi||\Omega(G, \cdot) / \operatorname{ker} \Phi|$, so, $|\Omega(G, \cdot)|=|\operatorname{ker} \Phi||S B S(G, \cdot)|, \therefore|\Omega(G, \cdot)|=$ $\left|N_{\mu}(G, \cdot)\right||S B S(G, \cdot)|$.

Theorem 3.11 Let $(G, \cdot)$ be a Smarandache loop with an S-subgroup H. If

$$
\begin{aligned}
\Theta(G, \cdot)= & \{(f, g) \in H \times H:(G, \circ) \succsim(G, \cdot) \\
& \text { for }(G, \circ) \text { the Smarandache principal } f, g-\text { isotope of }(G, \cdot)\},
\end{aligned}
$$

then

$$
|\Omega(G, \cdot)|=|\Theta(G, \cdot)||S A(G, \cdot)|
$$

Proof Let $A, B \in \Omega(G, \cdot)$. Then there exist $\alpha, \beta \in S S Y M(G, \cdot)$ and some $f_{1}, g_{1}, f_{2}, g_{2} \in H$ such that

$$
A=\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right), B=\left(\beta R_{g_{2}}^{-1}, \beta L_{f_{2}}^{-1}, \beta\right) \in \operatorname{AUT}(G, \cdot)
$$

Define a relation $\sim$ on $\Omega(G, \cdot)$ such that

$$
A \sim B \Longleftrightarrow f_{1}=f_{2} \text { and } g_{1}=g_{2}
$$

It is very easy to show that $\sim$ is an equivalence relation on $\Omega(G, \cdot)$. It can easily be seen that the equivalence class $[A]$ of $A \in \Omega(G, \cdot)$ is the inverse image of the mapping

$$
\Psi: \Omega(G, \cdot) \longrightarrow \Theta(G, \cdot) \text { defined as } \Psi:\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right) \mapsto(f, g)
$$

If $A, B \in \Omega(G, \cdot)$ then $\Psi(A)=\Psi(B)$ if and only if $\left(f_{1}, g_{1}\right)=\left(f_{2}, g_{2}\right)$ so, $f_{1}=f_{2}$ and $g_{1}=g_{2}$. Since $\Omega(G, \cdot) \leqslant \operatorname{AUT}(G, \cdot)$ by Theorem 3.7, then $A B^{-1}=\left(\alpha R_{g_{1}}^{-1}, \alpha L_{f_{1}}^{-1}, \alpha\right)\left(\beta R_{g_{2}}^{-1}, \beta L_{f_{2}}^{-1}, \beta\right)^{-1}$ $=\left(\alpha R_{g_{1}}^{-1} R_{g_{2}} \beta^{-1}, \alpha L_{f_{1}}^{-1} L_{f_{2}} \beta^{-1}, \alpha \beta^{-1}\right)=\left(\alpha \beta^{-1}, \alpha \beta^{-1}, \alpha \beta^{-1}\right) \in \operatorname{AUT}(G, \cdot) \Leftrightarrow \alpha \beta^{-1} \in S A(G, \cdot)$. So,

$$
A \sim B \Longleftrightarrow \alpha \beta^{-1} \in S A(G, \cdot) \text { and }\left(f_{1}, g_{1}\right)=\left(f_{2}, g_{2}\right)
$$

Whence, $|[A]|=|S A(G, \cdot)|$. But each $A=\left(\alpha R_{g}^{-1}, \alpha L_{f}^{-1}, \alpha\right) \in \Omega(G, \cdot)$ is determined by some $f, g \in H$. So since the set $\{[A]: A \in \Omega(G, \cdot)\}$ of all equivalence classes partitions $\Omega(G, \cdot)$ by the fundamental theorem of equivalence relation,

$$
|\Omega(G, \cdot)|=\sum_{f, g \in H}|[A]|=\sum_{f, g \in H}|S A(G, \cdot)|=|\Theta(G, \cdot)||S A(G, \cdot)|
$$

Therefore, $|\Omega(G, \cdot)|=|\Theta(G, \cdot)||S A(G, \cdot)|$.

Theorem 3.12 Let $(G, \cdot)$ be a finite Smarandache loop with a finite $S$-subgroup $H .(G, \cdot)$ is $S$-isomorphic to all its $S$-loop $S$-isotopes if and only if

$$
|(H, \cdot)|^{2}|S A(G, \cdot)|=|S B S(G, \cdot)|\left|N_{\mu}(G, \cdot)\right|
$$

Proof As shown in [Corollary 5.2, [12]], an S-loop is S-isomorphic to all its S-loop S-isotopes if and only if it is S-isomorphic to all its Smarandache $f, g$ principal isotopes. This will happen if and only if $H \times H=\Theta(G, \cdot)$ where $\Theta(G, \cdot)$ is as defined in Theorem 3.11.

Since $\Theta(G, \cdot) \subseteq H \times H$ then it is easy to see that for a finite Smarandache loop with a finite S-subgroup $H, H \times H=\Theta(G, \cdot)$ if and only if $|H|^{2}=|\Theta(G, \cdot)|$. So the proof is complete by Theorems $3.10-3.11$.

Corollary 3.3 Let $(G, \cdot)$ be a finite Smarandache loop with a finite $S$-subgroup $H .(G, \cdot)$ is a GS-loop if and only if

$$
|(H, \cdot)|^{2}|S A(G, \cdot)|=|S B S(G, \cdot)|\left|N_{\mu}(G, \cdot)\right|
$$

Proof This follows by the definition of a GS-loop and Theorem 3.12.

Lemma 3.1 Let $(G, \cdot)$ be a finite $G S$-loop with a finite $S$-subgroup $H$ and a middle nucleus $N_{\mu}(G, \cdot)$.

$$
|(H, \cdot)|=\left|N_{\mu}(G, \cdot)\right| \Longleftrightarrow|(H, \cdot)|=\frac{|S B S(G, \cdot)|}{|S A(G, \cdot)|}
$$

Proof From Corollary 3.3,

$$
|(H, \cdot)|^{2}|S A(G, \cdot)|=|S B S(G, \cdot)|\left|N_{\mu}(G, \cdot)\right|
$$

(1)If $|(H, \cdot)|=\left|N_{\mu}(G, \cdot)\right|$, then

$$
|(H, \cdot)||S A(G, \cdot)|=|S B S(G, \cdot)| \Longrightarrow|(H, \cdot)|=\frac{|S B S(G, \cdot)|}{|S A(G, \cdot)|}
$$

(2)If $|(H, \cdot)|=\frac{|S B S(G, \cdot)|}{|S A(G, \cdot)|}$, then $|(H, \cdot)||S A(G, \cdot)|=|S B S(G, \cdot)|$. Hence, multiplying both sides by $|(H, \cdot)|$,

$$
|(H, \cdot)|^{2}|S A(G, \cdot)|=|S B S(G, \cdot)||(H, \cdot)|
$$

So that

$$
|S B S(G, \cdot)|\left|N_{\mu}(G, \cdot)\right|=|S B S(G, \cdot)||(H, \cdot)| \Longrightarrow|(H, \cdot)|=\left|N_{\mu}(G, \cdot)\right| .
$$

Corollary 3.4 Let $(G, \cdot)$ be a finite $G S$-loop with a finite $S$-subgroup H. If $\left|N_{\mu}(G, \cdot)\right| \supsetneqq 1$, then,

$$
|(H, \cdot)|=\frac{|S B S(G, \cdot)|}{|S A(G, \cdot)|} . \text { Hence, }|(G, \cdot)|=\frac{n|S B S(G, \cdot)|}{|S A(G, \cdot)|} \text { for some } n \ngtr 1 \text {. }
$$

Proof By hypothesis, $\{e\} \neq H \neq G$. In a loop, $N_{\mu}(G, \cdot)$ is a subgroup, hence if $\left|N_{\mu}(G, \cdot)\right| \nexists$ 1, then, we can take $(H, \cdot)=N_{\mu}(G, \cdot)$. So that $|(H, \cdot)|=\left|N_{\mu}(G, \cdot)\right|$. Thus by Lemma 3.1, $|(H, \cdot)|=\frac{|S B S(G, \cdot)|}{|S A(G, \cdot)|}$.

As shown in [Section 1.3, [8]], a loop $L$ obeys the Lagrange's theorem relative to a subloop $H$ if and only if $H(h x)=H x$ for all $x \in L$ and for all $h \in H$. This condition is obeyed by $N_{\mu}(G, \cdot)$, hence

$$
|(H, \cdot)||(G, \cdot)| \Longrightarrow \frac{|S B S(G, \cdot)|}{|S A(G, \cdot)|}||(G, \cdot)| \Longrightarrow
$$

there exists $n \in \mathbb{N}$ such that

$$
|(G, \cdot)|=\frac{n|S B S(G, \cdot)|}{|S A(G, \cdot)|}
$$

But if $n=1$, then $|(G, \cdot)|=|(H, \cdot)| \Longrightarrow(G, \cdot)=(H, \cdot)$ hence $(G, \cdot)$ is a group which is a contradiction to the fact that $(G, \cdot)$ is an S-loop. Therefore,

$$
|(G, \cdot)|=\frac{n|S B S(G, \cdot)|}{|S A(G, \cdot)|}
$$

for some natural numbers $n \supsetneqq 1$.
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#### Abstract

In this paper, the nilpotent matrices over distributive lattices are discussed by applying the combinatorial speculation ([9]). Some necessary and sufficient conditions for a lattice matrix $A$ to be a nilpotent matrix are given. Also, a necessary and sufficient condition for an $n \times n$ nilpotent matrix with an arbitrary nilpotent index is obtained.
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## AMS(2000):

## §1. Introduction

Since the concept of nilpotent lattice matrix was introduced by Give'on in [2], a number of researchers have studied the topic of nilpotent lattice matrices(see e.g. [2-8]). In [7], Li gave some sufficient and necessary conditions for a fuzzy matrix to be nilpotent and proved that an $n \times n$ fuzzy matrix $A$ is nilpotent if and only if the elements on the main diagonal of the $k$ th power $A^{k}$ of $A$ are 0 for each $k$ in $\{1,2, \cdots, n\}$. Ren et al.(see [8]) obtained some characterizations of nilpotent fuzzy matrices, and revealed that a fuzzy matrix $A$ is nilpotent if and only if every principal minor of $A$ is 0 . This result was generalized to the class of distributive lattices by Tan(see $[3,5]$ ) and Zhang(see [4]). In particular, Tan gave a necessary and sufficient condition for an $n \times n$ nilpotent matrix to have the nilpotent index $n$ in [3].

In this paper, we discuss the topic of nilpotent lattices matrices. In Section 3, we will give some characterizations of the nilpotent lattice matrices by applying the combinatorial speculation ([9]). In Section 4, a necessary and sufficient condition for an $n \times n$ nilpotent matrix with an arbitrary nilpotent index will be obtained, this result provide an answer to the open problem posed by Tan in [3].

## §2. Definitions and Lemmas

For convenience, we shall use $N$ to denote the set $\{1,2, \cdots, n\}$ and use $|S|$ to denote the cardinality of a set $S$.

Let $(L, \leq, \vee, \wedge)$ be a distributive lattice with a bottom element 0 and a top element 1 and $M_{n}(L)$ be the set of all $n \times n$ matrices over $L$.

For $A \in M_{n}(L)$, the powers of $A$ are defined as follows: $A^{0}=I_{n}, A^{r}=A^{r-1} A, r=1,2, \cdots$. The $(i, j)$-entry of $A^{r}$ is denoted by $a_{i j}^{r}$.

[^5]$A$ is called the zero matrix if for all $i, j \in N, a_{i j}=0$ and denoted by 0 . Let $A \in M_{n}(L)$. If there exists $k \geq 1, A^{k}=0$, then $A$ is called a nilpotent matrix. The least integer $k$ satisfying $A^{k}=0$ is called the nilpotent index of $A$ and denoted by $h(A)$.

For $A \in M_{n}(L)$, the permanent per $A$ of $A$ is defined as follows:

$$
\operatorname{per} A=\bigvee_{\sigma \in P_{n}} a_{1 \sigma(1)} a_{2 \sigma(2)} \cdots a_{n \sigma(n)}
$$

where $P_{n}$ denotes the symmetric group of the set $N$.
For a matrix $A \in M_{n}(L)$, we denote by $A\left[i_{1}, i_{2}, \cdots, i_{r} \mid j_{1}, j_{2}, \cdots, j_{r}\right]$ the $r \times r$ submatrix of $A$ whose $(u, v)$-entry is equal to $a_{i_{u} j_{v}}(u, v \in R)$. The matrix $A\left[i_{1}, i_{2}, \cdots, i_{r} \mid i_{1}, i_{2}, \cdots, i_{r}\right]$ is called a principal submatrix of order $r$ of $A$, and $\operatorname{per} A\left[i_{1}, i_{2}, \cdots, i_{r} \mid i_{1}, i_{2}, \cdots, i_{r}\right]$ is called a principal minor of order $r$ of $A$.

For a given matrix $A \in M_{n}(L)$, the associated graph $G(A): G(A)=(V, H)$ of $A$ is the strongly complete directed weighted graph with the node set $V=N$, the arc set $H=\{(i, j) \in$ $\left.N \times N \mid a_{i j} \neq 0\right\}$.

For a given matrix $A \in M_{n}(L)$, a sequence of nodes $p=\left(i_{0}, i_{1}, \cdots, i_{r}\right)$ of the graph $G(A)=(V, H)$ is called a path if $\left(i_{k-1}, i_{k}\right) \in H$ for all $k=1,2, \cdots, r-1$. These arcs, together with the nodes $i_{k}$ for $k=0,1, \cdots, r$, are said to be on the path $p$. The length of a path, denoted by $l(p)$, is the number of arcs on it, in the former case, $l(p)=r$. If all nodes on a path $p$ are pairwise distinct, then $p$ is called a chain. A path $p=\left(i_{0}, i_{1}, \cdots, i_{r-1}, i_{0}\right)$ with $i_{0}, i_{1}, \cdots, i_{r-1}$ are pairwise distinct is called a cycle. For a given matrix $A \in M_{n}(L)$, we define:

$$
C(A)=\{p \mid p \text { is a cycle of } G(A)\}
$$

And for any $r \leq n$, we define:

$$
S_{r}(A)=\{p \mid p \text { is a chain of } G(A) \text { and } l(p)=r\}
$$

For any path $p=\left(i_{0}, i_{1}, \cdots, i_{r}\right)$ of $G(A)$, the weight of $p$ with respect to $A$, will be denoted by $W_{A}(p)$, is defined as

$$
W_{A}(p)=a_{i_{0} i_{1}} \wedge a_{i_{1} i_{2}} \wedge \cdots \wedge a_{i_{r-1} i_{r}}=a_{i_{0} i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-1} i_{r}}
$$

The following lemmas are used.
Lemma 2.1([2]) Let $A \in M_{n}(L)$. Then $A$ is nilpotent if and only if $A^{n}=0$.
Lemma 2.2([4]) Let $A=\left(a_{i j}\right) \in M_{n}(L), A^{m}=\left(a_{i j}^{m}\right)$. Then

$$
a_{i j}^{m}=\bigvee_{1 \leq i_{1}, i_{2}, \cdots, i_{m-1} \leq n} a_{i i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{m-1} j}
$$

Lemma 2.3([4],[5]) Let $A \in M_{n}(L)$. Then $A$ is a nilpotent matrix if and only if

$$
\operatorname{per} A\left[i_{1}, i_{2}, \cdots, i_{k} \mid i_{1}, i_{2}, \cdots, i_{k}\right]=0
$$

for all $\left\{i_{1}, i_{2}, \cdots, i_{k}\right\} \subset N, k \in N$.
Lemma 2.4([4]) Let $A$ be a nilpotent matrix over $L$. Then

$$
a_{r_{1} r_{2}} a_{r_{2} r_{3}} \cdots a_{r_{m-1} r_{m}} a_{r_{m} r_{1}}=0
$$

for all $\left\{r_{1}, r_{2}, \cdots, r_{m}\right\} \subseteq N$.

## §3. Characterizations of the Nilpotent Lattice Matrices

In this section, we will give some new necessary and sufficient conditions for a lattice matrix to be a nilpotent matrix.

Theorem 3.1 Let $A \in M_{n}(L)$. Then $A$ is a nilpotent matrix if and only if for all $p \in C(A)$, $W_{A}(p)=0$ 。

Proof $(\Longrightarrow)$ By Lemma 2.4, if $A$ is a nilpotent matrix, then for all $p=\left(i_{0}, i_{1}, \cdots, i_{r-1}, i_{0}\right)$ $\in C(A), W_{A}(p)=a_{i_{0} i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-1} i_{0}}=0$.
$(\Longleftarrow)$ If for all $p \in C(A), W_{A}(p)=0$, we prove $A^{n}=0$. By Lemma 2.2, for any typical term $a_{i i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{n-1} j}$ of $a_{i j}^{n}$, there must be repetitions amongst the $n+1$ suffixes $i=$ $i_{0}, i_{1}, \cdots, i_{n-1}, j=i_{n}$. Suppose that $i_{s}(1 \leq s \leq n)$ is the first one which $i_{s} \in\left\{i_{0}, i_{1}, \cdots, i_{s-1}\right\}$, then there exists $i_{t}(0 \leq t \leq s-1)$, such that $i_{t}=i_{s}$, so, $\left(i_{t}, i_{t+1}, \cdots, i_{s}\right) \in C(A)$. Hence

$$
a_{i i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{n-1} j} \leq a_{i_{t} i_{t+1}} \cdots a_{i_{s-1} i_{s}}=0
$$

and

$$
a_{i j}^{n}=\bigvee_{1 \leq i_{1}, i_{2}, \cdots, i_{n-1} \leq n} a_{i i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{n-1} j}=0, \quad \forall i, j \in N
$$

That is to say, $A^{n}=0$. By Lemma 2.1, $A$ is nilpotent.
Example 3.1 Consider the lattice $L$ whose diagram is displayed in Fig.1.


Fig. 1
Obviously, $L$ is a distributive lattice. Now let

$$
A=\left(\begin{array}{ccc}
0 & a & 0 \\
c & 0 & 0 \\
0 & 1 & 0
\end{array}\right) \in M_{3}(L)
$$

then $C(A)=\{(1,2,1),(2,1,2)\}$, and for any element $p$ of $C(A), W_{A}(p)=a \wedge c=0$, hence $A$ is a nilpotent matrix. In fact, $A^{3}=0$.

Theorem 3.2 Let $A \in M_{n}(L)$. Then $A$ is a nilpotent matrix if and only if all principal submatrices of $A$ are nilpotent.

Proof. $(\Longleftarrow)$ Since matrix $A$ is a principal submatrix of matrix $A, A$ is a nilpotent matrix.
$(\Longrightarrow)$ Let $B=\left(b_{i j}\right)=A\left[i_{1}, i_{2}, \cdots, i_{t} \mid i_{1}, i_{2}, \cdots, i_{t}\right]$ is an arbitrary principal submatrix of $A$ and let $p_{1}=\left(k_{0}, k_{1}, \cdots, k_{r-1}, k_{0}\right) \in C(B)$. Then

$$
W_{B}\left(p_{1}\right)=b_{k_{0} k_{1}} b_{k_{1} k_{2}} \cdots b_{k_{r-1} k_{0}}=a_{i_{k_{0}} i_{k_{1}}} a_{i_{k_{1}} i_{k_{2}}} \cdots a_{i_{k_{r-1}} i_{k_{0}}}
$$

Obviously, path $p=\left(i_{k_{0}}, i_{k_{1}}, \cdots, i_{k_{r-1}}, i_{k_{0}}\right)$ is a cycle of $G(A)$, so, by Theorem 3.1, we have

$$
W_{A}(p)=a_{i_{k_{0}} i_{k_{1}}} a_{i_{k_{1}} i_{k_{2}}} \cdots a_{i_{k_{r-1}}} i_{k_{0}}=0
$$

Hence

$$
W_{B}\left(p_{1}\right)=W_{A}(p)=0
$$

Applying Theorem 3.1, $A\left[i_{1}, i_{2}, \cdots, i_{t} \mid i_{1}, i_{2}, \cdots, i_{t}\right]$ is a nilpotent matrix. This completes the proof.

Let

$$
A=\left(\begin{array}{cc}
A_{1} & B \\
0 & A_{2}
\end{array}\right)
$$

where $A_{1}$ be a $m \times m$ matrix and $A_{2}$ be a $n \times n$ matrix over distributive lattice $L$. Then for any $p \in C(A), p \in C\left(A_{1}\right)$ or $p \in C\left(A_{2}\right)$. Hence we have the following corollary.

Corollary 3.1 Let

$$
A=\left(\begin{array}{cc}
A_{1} & B \\
0 & A_{2}
\end{array}\right)
$$

where $A_{1}$ be a $m \times m$ matrix and $A_{2}$ be a $n \times n$ matrix over distributive lattice $L$. Then $A$ is a nilpotent matrix if and only if $A_{1}$ and $A_{2}$ are nilpotent matrices.

Corollary 3.2 Let $L$ be a distributive lattice,

$$
A=\left(\begin{array}{cccc}
A_{1} & * & \cdots & * \\
0 & A_{2} & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{k}
\end{array}\right) \in M_{n}(L)
$$

where $A_{i} \in M_{n(i)}(L), i=1,2, \cdots, k$, and $n=n(1)+n(2)+\cdots+n(k)$. Then $A$ is a nilpotent matrix if and only if $A_{1}, A_{2}, \cdots, A_{k}$ are all nilpotent matrices.

## §4. A Characterization of Lattice Matrices with an Arbitrary Nilpotent Index

If $A$ is a zero matrix, then $h(A)=1$; if $A$ is a nonzero nilpotent matrix, then $h(A) \geq 2$. In the following discussion, we always suppose that $A$ is a nonzero matrix.

If $p=\left(i_{0}, i_{1}, \cdots, i_{r-1}\right) \in S_{r-1}(A)$ and $W_{A}(p) \neq 0$, then $a_{i_{0} i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-2} i_{r-1}}=W_{A}(p)$ is a term of $a_{i_{0} i_{r-1}}^{r-1}$, so, $A^{r-1} \neq 0$. Hence, we have

Lemma 4.1 Let $A \in M_{n}(L)$ be a nilpotent matrix. If there exists $p \in S_{r-1}(A)$, such that $W_{A}(p) \neq 0$, then $h(A) \geq r$.

Example 3.1(continued). Since $p=(3,2,1) \in S_{2}(A)$ and $W_{A}(p)=1 \wedge c=c \neq 0$, we have $h(A) \geq 3$, i.e., $h(A)=3$.

Lemma 4.2 Let $A \in M_{n}(L)$ be a nilpotent matrix. If $S_{r}(A)=\emptyset$ or for every $p \in S_{r}(A), W_{A}(p)=$ 0 , then $h(A) \leq r$.

Proof Suppose that $a_{i i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-1} j}$ is a typical term of $a_{i j}^{r}$. If $\left|\left\{i, i_{1}, \cdots, i_{r-1}, j\right\}\right|<r+1$, let $i_{s}\left(1 \leq s \leq r, i=i_{0}, j=i_{r}\right)$ be the first one which $i_{s} \in\left\{i, i_{1}, \cdots, i_{s-1}\right\}$, then there exists $i_{t}(0 \leq t \leq s-1)$, such that $i_{s}=i_{t}$, so, $\left(i_{t}, i_{t+1}, \cdots, i_{s}\right) \in C(A)$, therefore, we have

$$
a_{i i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-1} j} \leq a_{i_{t} i_{t+1}} \cdots a_{i_{s-1} i_{s}}=0 .
$$

If $\left|\left\{i, i_{1}, \cdots, i_{r-1}, j\right\}\right|=r+1$, then $\left(i, i_{1}, \cdots, i_{r-1}, j\right) \in S_{r}(A)$, so

$$
W_{A}(p)=a_{i i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-1} j}=0 .
$$

Thus, for any $i, j \in N$ and in any cases, we can obtain:

$$
a_{i i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-1} j}=0 .
$$

Therefore

$$
a_{i j}^{r}=\bigvee_{1 \leq i_{1}, i_{2}, \cdots, i_{r-1} \leq n} a_{i i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-1} j}=0, \quad \forall i, j \in N
$$

This means that $A^{r}=0$, i.e., $h(A) \leq r$.
Now, a characterization on lattice matrices with an arbitrary nilpotent index can be given in the following.

Theorem 4.1 Let $A \in M_{n}(L)$ be a nilpotent matrix. Then $h(A)=r(r \in N)$ if and only if there exists $p \in S_{r-1}(A), W_{A}(p) \neq 0$ and for all $p \in S_{r}(A), W_{A}(p)=0$.

Proof $(\Longleftarrow)$ If $A$ is a nilpotent matrix, by Lemma 4.1, $h(A) \geq r$, and by Lemma 4.2, $h(A) \leq r$, thus $h(A)=r$.
$(\Longrightarrow)$ Since $h(A)=r$ implies $A^{r-1} \neq 0$, there exist $i_{0}, i_{1}, \cdots, i_{r-2}, j_{0} \in N$, such that $a_{i_{0} i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-2} j_{0}} \neq 0$, by Lemma 2.4, this means that $i_{0}, i_{1}, \cdots, i_{r-2}, j_{0}$ are pairwise distinct, i.e., there exists $p=\left(i_{0}, i_{1}, \cdots, i_{r-2}, j_{0}\right) \in S_{r-1}(A), W_{A}(p)=a_{i_{0} i_{1}} a_{i_{1} i_{2}} \cdots a_{i_{r-2} j_{0}} \neq 0$. On the other hand, if $h(A)=r$, then for all $p \in S_{r}(A), W_{A}(p)=0$ (otherwise, if there exist $p \in S_{r}(A), W_{A}(p) \neq 0$, by lemma 4.1, $h(A) \geq r+1$, this is a contradiction).

## References

[1] B.A. Davey, H.A. Priestley, Introduction to Lattice and Order, London: Cambridge Univ. Press, 2002.
[2] Y. Give'on, Lattice matrices, Inform. Control 7(1964)477-484.
[3] Y.J. Tan, On nilpotent matrices over distributive lattices, Fuzzy Sets and Systems 151(2005)421433.
[4] K.L. Zhang, On the nilpotent matrices over D01-lattice, Fuzzy Sets and Systems 117(2001)403406.
[5] Y.J. Tan, On the powers of matrices over a distributive lattice, Linear Algebra Appl. 336(2001)1-14.
[6] S.Ch. Han, H.X. Li and J.Y. Wang, On nilpotent incline matrices, Linear Algebra Appl. 406(2005)201-217.
[7] J.X. Li, Some results on the nilpotent fuzzy matrices (in Chinese), Fuzzy Systems Math. 3(1989)52-55.
[8] H.T. Ren, Z. Zhang, Z.S. Liu, A necessary and sufficient condition for nilpotent fuzzy matrices (in Chinese), Acta Sci. Natur. Univ. Nei Monggol 27(1996)594-596.
[9] L.F.Mao, Combinatorial speculation and the combinatorial conjecture for mathematics, Selected Papers on Mathematical Combinatorics(I), 1-22, World Academic Union, 2006.

# On the Crossing Number of the Join of Some 5-Vertex Graphs and $P_{n}$ 

Bo Li, Jing Wang and Yuanqiu Huang<br>(Department of Mathematics, Normal University of Hunan, Changsha 410081, P.R.China.)<br>E-mail: leebo@live.cn; wangjing1001@hotmail.com; hyqq@public.cs.hn.cn


#### Abstract

In this paper, we study the join of graphs, and give the values of crossing numbers for join products $G_{i} \vee P_{n}$ for some graphs $G_{i}(i=2,5,6,9)$ of order five, which is related with parallel bundles on planar map geometries ([10]), a kind of planar Smarandache geometries.
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## §1. Introduction

A drawing $D$ of a graph $G$ on a surface $S$ consists of an immersion of $G$ in $S$ such that no edge has a vertex as an interior point and no point is an interior point of three edges. We say a drawing of $G$ is a good drawing if the following conditions holds.
(i) no edge has a self-intersection;
(ii) no two adjacent edges intersect;
(iii) no two edges intersect each other more than once;
(iv) each intersection of edges is a crossing rather than tangential.

Let $G$ be a simple graph with vertex set $V$ and edge set $E$. The crossing number $\operatorname{cr}(G)$ of a graph $G$ is the smallest number of pairs of nonadjacent edges that intersect in a drawing of $G$ in the plane. An optimal drawing of a graph $G$ is a drawing whose number of crossings equals $c r(G)$. Let $A$ and $B$ be disjoint edge subsets of $G$. We denote by $c r_{D}(A, B)$ the number of crossings between edges of $A$ and $B$, and by $c r_{D}(A)$ the number of crossings whose two crossed edges are both in $A$. Let $H$ be a subgraph of $G$, the restricted drawing $\left.D\right|_{H}$ is said to be a subdrawing of $H$. As for more on the theory of crossing numbers, we refer readers to [1] and [2]. In this paper, we shall often use the term region also in non-planar drawings. In this case, crossing are considered to be vertices of the map.

Let $G$ and $H$ be two disjoint graphs. The union of $G$ and $H$, denoted by $G+H$, has vertex set $V(G) \cup V(H)$ and edge set $E(G) \cup E(H)$. And the join of $G$ and $H$ is obtained by adjoining every vertex of $G$ to every vertex of $H$ in $G+H$ which is denoted by $G \vee H$ (see [3]).

[^6]Let $K_{m, n}$ denote the complete bipartite graph on sets of $m$ and $n$ vertices, that is, the graph whose edges join exactly those pairs of vertices which belong one to each set. Let $P_{n}$ be the path with $n$ vertices.

From the definitions, following results are easy.
Proposition 1.1 Let $G$ be a graph homeomorphic to $H$ (for the definition of homeomorphic, readers are referred to [2]), then $\operatorname{cr}(G)=\operatorname{cr}(H)$.

Proposition 1.2 If $G$ is a subgraph of $H$, then $\operatorname{cr}(G) \leq \operatorname{cr}(H)$.
Proposition 1.3 If $D$ is a good drawing of a graph $G, A, B$ and $C$ are three mutually disjoint edge subsets of $G$, then we have
(1) $c r_{D}(A \cup B)=c r_{D}(A)+c r_{D}(A, B)+c r_{D}(B)$;
(2) $c r_{D}(A \cup B, C)=c r_{D}(A, C)+c r_{D}(B, C)$.

The investigation on the crossing number of graphs is a classical and however very difficult problem. The exact value of the crossing number is known only for few specific families of graphs. The Cartesian product is one of few graph classes, for which exact crossing number results are known. It has long conjectured in [4] that the crossing number $\operatorname{cr}\left(K_{m, n}\right)$ of the complete bipartite graph $K_{m, n}$ equals the Zarankiewicz's Number $Z(m, n)=\left\lfloor\frac{m}{2}\right\rfloor\left\lfloor\frac{m-1}{2}\right\rfloor\left\lfloor\frac{n}{2}\right\rfloor\left\lfloor\frac{n-1}{2}\right\rfloor$. (For any real $x,\lfloor x\rfloor$ denotes the maximum integer not greater than $x$ ). This conjecture has been verified by Kleitman for $\min \{m, n\} \leq 6$, see [5]. The table in [6] shows the summary of known crossing numbers for Cartesian products of path, cycle and star with connected graphs of order five.

Kulli and Muddebihal [7] gave the Characterization of all pairs of graphs which join is planar graph. In [8] Bogdan Oporowski proved $\operatorname{cr}\left(C_{3} \vee C_{5}\right)=6$. In [9] Ling Tang et al. gave the crossing number of the join of $C_{m}$ and $P_{n}$. It thus seems natural to inquire about crossing numbers of join product of graphs. In this paper, we give exact values of crossing numbers for join products $G_{i} \vee P_{n}$ for some graphs $G_{i}(i=2,5,6,9)$ see Fig. 1 of order five in table [6], which is related with parallel bundles on planar map geometries ([10]), a kind of planar Smarandache geometries.


Fig. 1

## §2. The Crossing Number of $G_{2} \vee P_{n}, G_{6} \vee P_{n}$ and $G_{9} \vee P_{n}$

One of good drawings for graphs $G_{2} \vee P_{n}, G_{6} \vee P_{n}$ and $G_{9} \vee P_{n}$ are shown in Fig.2-Fig. 4 following.


A good drawing of $G_{2} \vee P_{n}$
Fig. 2


A good drawing of $G_{6} \vee P_{n}$
Fig. 3


A good drawing of $G_{9} \vee P_{n}$
Fig. 4

Theorem $2.1 \operatorname{cr}\left(G_{i} \vee P_{n}\right)=n(n-1)(i=2,6,9)$, for $n \geq 1$.
Proof The drawing in Fig.2, Fig.3, Fig. 4 following shows that $\operatorname{cr}\left(G_{i} \vee P_{n}\right) \leq Z(5, n)+$ $2\left\lfloor\frac{n}{2}\right\rfloor=4\left\lfloor\frac{n}{2}\right\rfloor\left\lfloor\frac{n-1}{2}\right\rfloor+2\left\lfloor\frac{n}{2}\right\rfloor=n(n-1)(i=2,6,9)$ (see Fig.2). As $G_{i}$ contains a subgraph homeomorphic to $K_{1,4, n}$, whose crossing number is $n(n-1)$ (see [11]). So we have $\operatorname{cr}\left(G_{i} \vee P_{n}\right) \geq$ $\operatorname{cr}\left(K_{1,4, n}\right)=n(n-1)(i=2,6,9)$. This complete the proof.
§3. The Crossing Number of $G_{5} \vee P_{n}$

Firstly, let us denote by $H_{n}$ the graph obtained by adding six edges to the graph $K_{5, n}$, containing
$n$ vertices of degree 5 and two vertices of degree $n+1$, one vertices of degree $n+2$, two vertices of degree $n+3$, and $5 n+6$ edges (see Fig.5). Consider now the graph $G_{5}$ in Fig.1. It is easy to see that $H_{n}=G_{5} \cup K_{5, n}$, where the five vertices of degree $n$ in $K_{5, n}$, and the vertices of $G_{5}$ are the same. Let, for $i=1,2, \cdots, n, T^{i}$ denote the subgraph of $K_{5, n}$ which consists of the five edges incident with a vertex of degree five in $K_{5, n}$ (see Fig.6). Thus, we have

$$
\begin{equation*}
H_{n}=G_{5} \cup K_{5, n}=G_{5} \cup\left(\bigcup_{i=1}^{n} T^{i}\right) \tag{1}
\end{equation*}
$$



Lemma 3.1 Let $\phi$ be a good drawing of $H_{n}$, if there exist $1 \leqslant i \neq j \leqslant n$, such that $c r_{\phi}\left(T^{i}, T^{j}\right)=0$, then

$$
c r_{\phi}\left(G_{5}, T^{i} \cup T^{j}\right) \geqslant 1
$$

Proof Let $H$ be the subgraph of $H_{n}$ induced by the edges of $T^{i} \cup T^{j}$. Since $c r_{\phi}\left(T^{i}, T^{j}\right)=0$, and in good drawing two edges incident with the same vertex cannot cross, the subdrawing of $T^{i} \cup T^{j}$ induced by $\phi$ induces the map in the plane without crossing, as shown in Fig.7(a). Let $a, b, c, d, e$ denote the five vertices of the subgraph $G_{5}$ (see Fig.7(b)). Clearly, for any $x \in V\left(G_{5}\right)$, there are exactly two other vertices of $G_{5}$ on the boundary of common region with $x$. By $d_{G_{5}}(b)=3$, at the edges incident with $b$, there are at least one crossing with edges of $H$. Similarly, at the edges incident with $d$, there are at least one crossing with edges of $H$. If the two crossings are different, this completes the proof, otherwise, the same crossing can find at edge $b d$, there are also at least one crossing with edges of $H$. The proof also holds. Therefore, we complete the proof.

Theorem $3.2 \operatorname{cr}\left(H_{n}\right)=Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor, n \geq 1$.
Proof The drawing in Fig. 5 shows that

$$
\operatorname{cr}\left(H_{n}\right) \leqslant \operatorname{cr}\left(K_{5, n}\right)+\left\lfloor\frac{n}{2}\right\rfloor=Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor .
$$

Thus, in order to prove theorem, we need only to prove that $c r_{\phi^{\prime}}\left(H_{n}\right) \geqslant Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor$ for any drawing $\phi^{\prime}$ of $H_{n}$. We prove the reverse inequality by induction on $n$. The case $n=1$ is trivial, and the inequality also holds when $n=2$ since $H_{2}$ contains a subgraph homeomorphic to $K_{3,3}$, whose crossing number is 1 . Now suppose that for $n \geqslant 3$,

$$
\begin{equation*}
\operatorname{cr}\left(H_{n-2}\right) \geqslant Z(5, n-2)+\left\lfloor\frac{n-2}{2}\right\rfloor \tag{2}
\end{equation*}
$$

and consider such a drawing $\phi$ of $H_{n}$ that

$$
\begin{equation*}
c r_{\phi}\left(H_{n}\right)<Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor \tag{3}
\end{equation*}
$$

Our next analysis depends on whether or not there are different subgraph $T^{i}$ and $T^{j}$ that do not cross each other in $\phi$.

Case 1 Suppose that $\operatorname{cr}_{\phi}\left(T_{i}, T_{j}\right) \geq 1$ for any two different subgraphs $T^{i}$ and $T^{j}, 1 \leq i \neq j \leq n$. By Proposition 1.3, using (1), we have

$$
c r_{\phi}\left(H_{n}\right)=c r_{\phi}\left(K_{5, n}\right)+c r_{\phi}\left(G_{5}\right)+c r_{\phi}\left(K_{5, n}, G_{5}\right) \geq Z(5, n)+c r_{\phi}\left(G_{5}\right)+\sum_{i=1}^{n} c r_{\phi}\left(G_{5}, T^{i}\right)
$$

This, together with our assumption (3), implies that

$$
c r_{\phi}\left(G_{5}\right)+\sum_{i=1}^{n} c r_{\phi}\left(G_{5}, T^{i}\right)<\left\lfloor\frac{n}{2}\right\rfloor
$$

We can see that in $\phi$ there are no more than $\left\lfloor\frac{n}{2}\right\rfloor$ subgraphs $T^{i}$ which cross $G_{5}$, and at least have $\left\lceil\frac{n}{2}\right\rceil$ subgraphs $T^{i}$ which does not cross $G_{5}$. Now, we consider $T^{i}$, which satisfy $c r_{\phi}\left(G_{5}, T^{i}\right)=0$. Without loss of generality, we suppose $c r_{\phi}\left(G_{5}, T^{n}\right)=0$ and let $F$ be the subgraph $G_{5} \cup T^{n}$ of the graph $H_{n}$.


Fig. 8

Consider the subdrawings $\phi^{*}$ and $\phi^{* *}$ of $G_{5}$ and $F$, respectively, induced by $\phi$. Since $c r_{\phi}\left(G_{5}, T^{n}\right)=0$, the subdrawing $\phi^{*}$ divides the plane in such a way that all vertices are on the boundary of one region. It is easy to verify that all possibilities of the subdrawing $\phi^{*}$ are shown in Fig.8. Thus, all possibilities of the subdrawing $\phi * *$ are shown in Fig.9.

(1)

(2)

(3)


Fig. 9
(a) The subdrawing $\phi^{* *}$ of $\left\langle G_{5} \cup T^{n}\right\rangle$ is isomorphic to Figure $9(1)$. When the vertex $t_{i}(1 \leq$ $i \leq n-1)$ locates in the region labeled $\omega$, we have $c r_{\phi}\left(T^{i}, G_{5} \cup T^{n}\right) \geq 1$, using $c r_{\phi}\left(T^{i}, T^{j}\right) \geq 1$, we have $c r_{\phi}\left(T^{i}, G_{5} \cup T^{n}\right) \geq 2$; when the vertex $t_{i}$ locates in the other regions, we have $c r_{\phi}\left(T^{i}, G_{5} \cup\right.$ $\left.T^{n}\right) \geq 3$.

We suppose there are $x$ vertices $t_{i}$ locates in the region labeled $\omega$, and the other $n-1-x$ vertices locates in the other regions. It has been proved that $x$ is no more than $\left\lfloor\frac{n}{2}\right\rfloor$, so by Proposition 1.3, we have

$$
\begin{aligned}
c r_{\phi}\left(H_{n}\right) & =c r_{\phi}\left(G_{5} \cup T^{n} \cup \bigcup_{i=1}^{n-1} T^{i}\right) \\
& =c r_{\phi}\left(G_{5} \cup T^{n}, \bigcup_{i=1}^{n-1} T^{i}\right)+c r_{\phi}\left(G_{5} \cup T^{n}\right)+c r_{\phi}\left(\bigcup_{i=1}^{n-1} T^{i}\right) \\
& \geq Z(5, n-1)+2 x+3(n-1-x) \\
& \geq 4\left\lfloor\frac{n}{2}\right\rfloor\left\lfloor\frac{n-1}{2}\right\rfloor+3 n-3-\left\lfloor\frac{n}{2}\right\rfloor \\
& \geq Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor
\end{aligned}
$$

(b) The subdrawing $\phi^{* *}$ of $\left\langle G_{5} \cup T^{n}\right\rangle$ is isomorphic to Figure 9(2). When the vertex $t_{i}(1 \leq$ $i \leq n-1$ ) locates in the region labeled $\varepsilon$, we have $\operatorname{cr}_{\phi}\left(T^{i}, G_{5} \cup T^{n}\right) \geq 2$; when the vertex $t_{i}$ locates in the other regions, we have $c r_{\phi}\left(T^{i}, G_{5} \cup T^{n}\right) \geq 3$. Using the similar way as Fig.9(1), we can have $c r_{\phi}\left(H_{n}\right) \geq Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor$.
(c) The subdrawing $\phi^{* *}$ of $\left\langle G_{5} \cup T^{n}\right\rangle$ is isomorphic to Figure 9(3)-9(6). No matter which region $t_{i}$ locates in, we have $c r_{\phi}\left(T^{i}, G_{5} \cup T^{n}\right) \geq 3$. Then by Proposition 1.3, we have

$$
\begin{aligned}
c r_{\phi}\left(H_{n}\right) & =c r_{\phi}\left(G_{5} \cup T^{n} \cup \bigcup_{i=1}^{n-1} T^{i}\right) \\
& =c r_{\phi}\left(G_{5} \cup T^{n}, \bigcup_{i=1}^{n-1} T^{i}\right)+c r_{\phi}\left(G_{5} \cup T^{n}\right)+c r_{\phi}\left(\bigcup_{i=1}^{n-1} T^{i}\right) \\
& \geq Z(5, n-1)+3(n-1) \\
& \geq Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor
\end{aligned}
$$

This contradicts (3).

Case 2 Suppose that there are at least two different subgraphs $T^{i}$ and $T^{j}$ that do not cross each other in $\phi$. Without loss of generality, we may assume that $c r_{\phi}\left(T^{n-1}, T^{n}\right)=0$. By Lemma 3.1, $\operatorname{cr}_{\phi}\left(G_{5}, T^{n-1} \cup T^{n}\right) \geqslant 1$, as $c r\left(K_{3,5}\right)=4$, for all $i=1,2, \cdots, n-2, c r_{\phi}\left(T^{i}, T^{n-1} \cup T^{n}\right) \geqslant 4$. This implies that

$$
\begin{equation*}
c r_{\phi}\left(H_{n-2}, T^{n-1} \cup T^{n}\right) \geq 4(n-2)+1=4 n-7 \tag{4}
\end{equation*}
$$

As $H_{n}=H_{n-2} \cup\left(T^{n-1} \cup T^{n}\right)$, using (1),(2) and (4), we have

$$
\begin{aligned}
c r_{\phi}\left(H_{n}\right) & =c r_{\phi}\left(H_{n-2}\right)+c r_{\phi}\left(T^{n-1} \cup T^{n}\right)+c r_{\phi}\left(H_{n-2}, T^{n-1} \cup T^{n}\right) \\
& \geq 4\left\lfloor\frac{n-2}{2}\right\rfloor\left\lfloor\frac{n-3}{2}\right\rfloor+\left\lfloor\frac{n-2}{2}\right\rfloor+4 n-7 \\
& =Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor
\end{aligned}
$$

This contradiction to (3). So the conclusion is held.
This completes the proof of Theorem 3.2.


A good drawing of $G_{5} \vee P_{n}$
Fig. 10

Theorem 3.3 $\operatorname{cr}\left(G_{5} \vee P_{n}\right)=Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor$, for $n \geq 1$.
Proof The drawing in Fig. 10 shows that $\operatorname{cr}\left(G_{5} \vee P_{n}\right) \leq Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor$. Contrast Fig. 10 with Fig.5, it is easy to check that $G_{5} \vee P_{n}$ has a subgraph which is homeomorphic to $H_{n}$, whose crossing number is $Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor$ in Theorem 3.2. So we have $\operatorname{cr}\left(G_{5} \vee P_{n}\right) \geq c r\left(H_{n}\right)=Z(5, n)+\left\lfloor\frac{n}{2}\right\rfloor$.

This completes the proof of Theorem 3.3.
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#### Abstract

In this paper, we introduce 3-dimensional L-summing method by combinatorial speculation ([8]), which is a more complicated version of the usual technique of "changing the order of summation". Applying this method on some special arrays we obtain identities concerning some special functions, and we get more identities by using a Maple program for this method. Finally, we introduce higher dimensional versions of L-summing method.
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## §1. Introduction

An identity is a mathematical sentence that has " $=$ " in its middle; Zeilberger [7]. An ancient and well-known proof for the identity

$$
\sum_{k=1}^{n}(2 k-1)=n^{2}
$$

considers an $n \times n$ array of bullets (the total number of which is abviously $n^{2}$ ) as the following figure


Fig. 1
and divides it into $n$ L-shaped zones containing $1,3, \cdots, 2 n-1$ bullets. In Hassani [3] we have generalized this process to all arrays of numbers with two dimension; to explain briefly, we

[^7]consider the following $n \times n$ multiplication table

| 1 | 2 | $\cdots$ | $k$ | $\cdots$ | $n$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 2 | 4 | $\cdots$ | $2 k$ | $\cdots$ | $2 n$ |
| $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $k$ | $2 k$ | $\cdots$ | $k^{2}$ | $\cdots$ | $k n$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $n$ | $2 n$ | $\cdots$ | $k n$ | $\cdots$ | $n^{2}$ |



Fig. 2
and we set $\Sigma(n)$ for the sum of all numbers in it. By summing line by line and using the identity $1+2+\cdots+n=n(n+1) / 2$ we have $\Sigma(n)=(n(n+1) / 2)^{2}$. On the other hand, letting $L_{k}$ be the sum of numbers in the rotated $L$ in above table (right part of Figure 2), we have

$$
L_{k}=k+2 k+\cdots+k^{2}+\cdots+2 k+k=2 k(1+2+\cdots+k)-k^{2}=k^{3},
$$

which gives $\Sigma(n)=\sum_{k=1}^{n} L_{k}=\sum_{k=1}^{n} k^{3}$, and therefore $\sum_{k=1}^{n} k^{3}=(n(n+1) / 2)^{2}$. We call $L_{k}$, L-summing element and above process is 2-dimensional L-summing method (applied on the array $\left.A_{a b}=a b\right)$. In general, this method is

$$
\begin{equation*}
\sum(L-\text { Summing Elements })=\Sigma \tag{1}
\end{equation*}
$$

More precisely, the L-summing method of elements of $n \times n$ array $A_{a b}$ with $1 \leq a, b \leq n$, is the following rearrangement

$$
\sum_{k=1}^{n}\left\{\sum_{a=1}^{k} A_{a k}+\sum_{b=1}^{k} A_{k b}-A_{k k}\right\}=\sum_{1 \leq a, b \leq n} A_{a b}
$$

This method allows us to obtain easily some classical algebraic identities and also, with help of Maple, some new compact formulas for sums related with the Riemann zeta function, the gamma function and the digamma function, Gilewicz [2] and Hassani [3].

In this paper we introduce a 3 -dimensional version of L-summing method for $n \times n \times n$ arrays and we apply it on some special arrays. Also, we give a Maple program for this method and using it we generate and then prove more identities. Finally, we introduce a further generalization of Lsumming method in higher dimension spaces. All of these are applications of the combinatorial speculation. The readers can see in [8] for details.

## §2. L-Summing Method in $\mathbb{R}^{3}$

Consider a three dimensional array $A_{a b c}$ with $1 \leq a, b, c \leq n$ and $n$ is a positive integer. We find an explicit version of the general formulation (1) for this array. The sum of all entries is $\Sigma(n)=\sum_{1 \leq a, b, c \leq n} A_{a b c}$. The L-summing elements in this array have the form pictured in Fig.3.


Fig. 3
So, we have $L_{k}=\Sigma_{2}-\Sigma_{1}+\Sigma_{0}$, with

$$
\begin{aligned}
\Sigma_{2} & =\sum_{b, c=1}^{k} A_{k b c}+\sum_{a, c=1}^{k} A_{a k c}+\sum_{a, b=1}^{k} A_{a b k}, \\
\Sigma_{1} & =\sum_{a=1}^{k} A_{a k k}+\sum_{b=1}^{k} A_{k b k}+\sum_{c=1}^{k} A_{k k c}, \\
\Sigma_{0} & =A_{k k k} .
\end{aligned}
$$

Note that $\Sigma_{2}$ is the sum of entries in three faces, $\Sigma_{1}$ is the sum of entries in three intersected edges and $\Sigma_{0}$ is the end point of all faces and edges. Therefore, L-summing method in $\mathbb{R}^{3}$ takes the following formulation

$$
\begin{equation*}
\sum_{k=1}^{n}\left\{\Sigma_{2}-\Sigma_{1}+\Sigma_{0}\right\}=\Sigma(n) \tag{2}
\end{equation*}
$$

Above equation and its generalization in the last section, rely on the so-called "Inclusion Exclusion principal".

If the array $A_{a b c}$ is symmetric, that is for each permutation $\sigma \in S_{3}$ it satisfies $A_{a b c}=$ $A_{\sigma_{a} \sigma_{b} \sigma_{c}}$, then L-summing elements in $\mathbb{R}^{3}$ take the following easier form

$$
\begin{equation*}
L_{k}=3 \sum_{b, c=1}^{k} A_{k b c}-3 \sum_{a=1}^{k} A_{a k k}+A_{k k k} \tag{3}
\end{equation*}
$$

As examples, we apply his method on two special symmetric arrays, related by the Riemann zeta function and digamma function.

The Riemann zeta function Suppose $s \in \mathbb{C}$ and let $A_{a b c}=(a b c)^{-s}$. Setting $\zeta_{n}(s)=$ $\sum_{k=1}^{n} k^{-s}$, it is clear that

$$
\Sigma(n)=\sum_{1 \leq a, b, c \leq n}(a b c)^{-s}=\zeta_{n}^{3}(s) .
$$

Since this array is symmetric, considering (3), we have

$$
L_{k}=3 \frac{\zeta_{k}^{2}(s)}{k^{s}}-3 \frac{\zeta_{k}(s)}{k^{2 s}}+\frac{1}{k^{3 s}}
$$

Using (2) and an easy simplification, yield that

$$
\begin{equation*}
\sum_{k=1}^{n} \frac{\zeta_{k}^{2}(s)}{k^{s}}-\frac{\zeta_{k}(s)}{k^{2 s}}=\frac{\zeta_{n}^{3}(s)-\zeta_{n}(3 s)}{3} \tag{4}
\end{equation*}
$$

Note that if $\Re(s)>1$, then $\lim _{n \rightarrow \infty} \zeta_{n}(s)=\zeta(s)$, where $\zeta(s)=\sum_{k=1}^{\infty} n^{-s}$ is the well-known Riemann zeta function defined for complex values of $s$ with $\Re(s)>1$ and admits a meromorphic continuation to the whole complex plan, Ivić [5]. So, for $\Re(s)>1$ we have

$$
\sum_{k=1}^{\infty} \frac{\zeta_{k}^{2}(s)}{k^{s}}-\frac{\zeta_{k}(s)}{k^{2 s}}=\frac{\zeta^{3}(s)-\zeta(3 s)}{3}
$$

which also is true for other values of $s$ by meromorphic continuation, except $s=1$ and $s=\frac{1}{3}$.
Digamma function Setting $s=1$ in (??) (or equivalently taking $A_{a b c}=\frac{1}{a b c}$ ) and considering $\zeta_{n}(1)=H_{n}=\sum_{k=1}^{n} \frac{1}{k}$, we obtain

$$
\sum_{k=1}^{n}\left\{\frac{H_{k}^{2}}{k}-\frac{H_{k}}{k^{2}}\right\}=\frac{H_{n}^{3}-\zeta_{n}(3)}{3}
$$

We can state this identity in terms of digamma function $\Psi(x)=\frac{d}{d x} \ln \Gamma(x)$, where $\Gamma(x)=$ $\int_{0}^{\infty} e^{-t} t^{x-1} d t$ is the well-known gamma function. To do this, we use

$$
\begin{equation*}
\Psi(n+1)+\gamma=H_{n} \tag{5}
\end{equation*}
$$

in which $\gamma=0.57721 \ldots$ is the Euler constant; Abramowitz and Stegun [1]. Therefore, we obtain

$$
\begin{equation*}
\sum_{k=1}^{n}\left\{\frac{(\Psi(k+1)+\gamma)^{2}}{k}-\frac{\Psi(k+1)+\gamma}{k^{2}}\right\}=\frac{(\Psi(n+1)+\gamma)^{3}-\zeta_{n}(3)}{3} \tag{6}
\end{equation*}
$$

Letting

$$
\S(m, n)=\sum_{k=1}^{n} \frac{\Psi(k)^{m}}{k}
$$

the following identity in Hassani [3] is a result of 2-dimensional L-summing method

$$
\begin{equation*}
\S(1, n)=\frac{(\Psi(n+1)+\gamma)^{2}+\Psi(1, n+1)}{2}-\frac{\pi^{2}}{12}-\Psi(n+1) \gamma-\gamma^{2} \tag{7}
\end{equation*}
$$

where $\Psi(m, x)=\frac{d^{m}}{d x^{m}} \Psi(x)$ is called $m^{t h}$ polygamma function; Abramowitz and Stegun [1], and we have

$$
\begin{equation*}
\zeta_{n}(s)=\frac{(-1)^{s-1}}{(s-1)!} \Psi(s-1, n+1)+\zeta(s) \quad(s \in \mathbb{Z}, s \geq 2) \tag{8}
\end{equation*}
$$

Using (8) in (4) we can get a generalization of (6), however (6) itself is the key of obtaining an analogue of (7) in $\mathbb{R}^{3}$.

Theorem 1 For every integer $n \geq 1$, we have

$$
\begin{aligned}
\sum_{k=1}^{n}\left\{\frac{\Psi(k)^{2}}{k}+\frac{\Psi(k)}{k^{2}}\right\} & =\frac{(\Psi(n+1)+\gamma)^{3}}{3}-\frac{\zeta_{n}(3)}{3}+(\gamma-2) \frac{\pi^{2}}{6} \\
& -(\gamma-2) \Psi(1, n+1)-\gamma^{2} \Psi(n+1)-\gamma^{3}-2 \S(1, n)
\end{aligned}
$$

Proof We begin from the left hand side of the identity (6), then we simplify it by using the relations $\Psi(n+1)=\frac{1}{n}+\Psi(n),(5)$ and the relation (8) with $s=2$. This completes the proof. $\square$

Corollary 2 For every integer $n \geq 1$, we have

$$
\begin{aligned}
\S(2, n) & =\frac{(\Psi(n+1)+\gamma)^{3}}{3}-\frac{\zeta_{n}(3)}{3}+(\gamma-2) \frac{\pi^{2}}{6}-(\gamma-2) \Psi(1, n+1) \\
& -\gamma^{2} \Psi(n+1)-\gamma^{3}-2 \S(1, n)-\sum_{k=1}^{n} \frac{\Psi(k)}{k^{2}}
\end{aligned}
$$

In the above corollary, the main term in the right hand side is $\frac{\Psi(n+1)^{3}}{3}$. Also, computations show that $\sum_{k=1}^{\infty} \frac{\Psi(k)}{k^{2}}=0.252 \ldots$

Note and Problem 3 Since $\Psi(x) \sim \ln x$, we obtain

$$
\S(m, n) \sim \sum_{k=1}^{n} \frac{\ln ^{m} k}{k} \sim \int_{1}^{n} \frac{\ln ^{m} k}{k} d k=\frac{\ln ^{m+1} n}{m+1} \sim \frac{\Psi(n+1)^{m+1}}{m+1}
$$

It is interesting to find an explicit recurrence relation for the function $\S(m, n)$. One can attack this problem by considering generalization of L-summing method in higher dimension spaces, considered in the last section of this paper.

## §3. An Identity - Generator Machine

Based on the formulation of 3-dimensional L-summing method, we can write a Maple program (see Appendix 1), with input a 3-dimensional array $A_{a b c}$, and out put an identity, which we show it by LSMI $<A_{a b c}>$. We introduce some examples; the first one is LSMI $<\ln (a)>$, which is

$$
\sum_{k=1}^{n}\left\{k^{2} \ln k+2 k \ln \Gamma(k+1)-2 k \ln k-\ln \Gamma(k+1)+\ln k\right\}=n^{2} \ln \Gamma(n+1)
$$

To prove this, we consider relations (2) and $\Gamma(n+1)=n$ !, and we obtain $\Sigma(n)=n^{2} \sum_{a=1}^{n} \ln a=$ $n^{2} \ln \Gamma(n+1)$. Also, $\Sigma_{2}=k^{2} \ln k+2 k \ln \Gamma(k+1), \Sigma_{1}=\ln \Gamma(k+1)+2 k \ln k$ and $\Sigma_{0}=\ln k$.

Breaking up the statement under the sum obtained by LSMI $<\ln (a)>$ into the sum of $\left(k^{2}-k\right) \ln k+2 k \ln \Gamma(k+1)$ and $\ln \Gamma(k+1)+k \ln k-\ln k$, and considering Proposition 6 of Hassani [3], which states

$$
\sum_{k=1}^{n}\{\ln \Gamma(k+1)+k \ln k-\ln k\}=n \ln \Gamma(n+1)
$$

led us to the following result

$$
\begin{equation*}
\sum_{k=1}^{n}\left\{\left(k^{2}-k\right) \ln k+2 k \ln \Gamma(k+1)\right\}=\left(n^{2}+n\right) \ln \Gamma(n+1) \tag{9}
\end{equation*}
$$

This is an important example, because examining Maple code of expressed sum in (9), we see that Maple has no comment for computing it. But, it is obtained by Maple itself and L-summing method. There is another gap in Maple recognized by this method (see Appendix 2).

As we see, Maple program of 3 -dimension L-summing method is a machine of generating identities. Many of them are similar and are not interesting, but we can choose some interesting ones. Another easy example is LSMI $<\tan (a)>$, which (after simplification) is

$$
\sum_{k=1}^{n}\left\{(k-1)^{2} \tan k+(2 k-1) \mathfrak{T}(k)\right\}=n^{2} \mathfrak{T}(n)
$$

where $\mathfrak{T}(n)=\sum_{k=1}^{n} \tan k$. Our last example is an identity concerning hypergeometric functions, denoted in Maple by

$$
\operatorname{hypergeom}\left(\left[\begin{array}{llll}
a_{1} & a_{2} & \cdots & a_{p}
\end{array}\right],\left[\begin{array}{llll}
b_{1} & b_{2} & \cdots & b_{q}
\end{array}\right], x\right) .
$$

Standard notation and definition; Petkovšek, Wilf and Zeilberger [6], is as follows

$$
{ }_{p} F_{q}\left[\begin{array}{cccc}
a_{1} & a_{2} & \cdots & a_{p} \\
b_{1} & b_{2} & \cdots & b_{q}
\end{array} ; x\right]=\sum_{k \geq 0} t_{k} x^{k}
$$

where

$$
\frac{t_{k+1}}{t_{k}}=\frac{\left(k+a_{1}\right)\left(k+a_{2}\right) \cdots\left(k+a_{p}\right)}{\left(k+b_{1}\right)\left(k+b_{2}\right) \cdots\left(k+b_{q}\right)(k+1)} x .
$$

Now, setting

$$
\mathfrak{H}(\alpha, \beta)={ }_{2} F_{0}\left[\begin{array}{lll}
\alpha & \beta & \\
- & & ; 1
\end{array}\right]
$$

after simplification of LSMI $<a!>$ we obtain

$$
\sum_{k=1}^{n}\left\{(k-1)^{2} k!+(2 k-1)(k+1!) \mathfrak{H}(1, k+2)\right\}=n^{2}(n+1)!\mathfrak{H}(1, n+2)
$$

To prove this, considering definition of hypergeometric functions we have $\mathfrak{H}(1, n+1)=(n+$ 1) $\mathfrak{H}(1, n+2)$, which implies $\sum_{a=1}^{n} a!=\mathfrak{H}(1,2)-(n+1)!\mathfrak{H}(1, n+2)=\mathfrak{P}(n)$, say. This gives $\Sigma(n)=n^{2} \mathfrak{P}(n)$ and in similar way it yields that $L_{k}=(k-1)^{2} k!+(2 k-1)((k+1!) \mathfrak{H}(1, k+2)-\mathfrak{H}(1,2))$.

Above examples are special cases of the array $A_{a b c}=f(a)$, for a given function $f$. In this general case, L-summing method takes the following formulation

$$
\sum_{k=1}^{n}\left\{(2 k-1) \mathfrak{F}(k)+(k-1)^{2} f(k)\right\}=n^{2} \mathfrak{F}(n)
$$

where $\mathfrak{F}(n)=\sum_{a=1}^{n} f(a)$.

## §4. Futher Generalizations and Comments

L-summing method in $\mathbb{R}^{t}$ Consider a $t$-dimensional array $A_{x_{1} x_{2} \cdots x_{t}}$ and let $\Sigma(n)=$ $\sum A_{x_{1} x_{2} \cdots x_{t}}$ with $1 \leq x_{1}, x_{2}, \cdots, x_{t} \leq n$. L-summing method in $\mathbb{R}^{t}$ is the rearrangement $\Sigma(n)=\sum L_{k}$, where

$$
L_{k}=\sum_{m=1}^{t}\left\{(-1)^{m-1} \Sigma_{t-m}\right\}
$$

with

$$
\Sigma_{t-m}=\sum_{1 \leq i_{1}<i_{2}<\cdots<i_{m} \leq t}\left\{\sum^{\prime} A_{\mathbf{x}_{i_{1} i_{2} \cdots i_{m}}}\right\}
$$

The inner sum $\sum^{\prime}$ is over $x_{j} \in\left\{x_{i_{1}}, \cdots, x_{i_{m}}\right\}^{C}=\left\{x_{1}, x_{2}, \cdots, x_{t}\right\}-\left\{x_{i_{1}}, \cdots, x_{i_{m}}\right\}$ with $1 \leq$ $x_{j} \leq k$, and the index $\mathbf{x}_{i_{1} i_{2} \cdots i_{m}}$ denotes $x_{1} x_{2} \cdots x_{t}$ with $x_{i_{1}}=x_{i_{2}}=\cdots=x_{i_{m}}=k$. One can apply this generalized version to get more general form of relations obtained in previous sections. For example, considering the array $A_{x_{1} x_{2} \cdots x_{t}}=\left(x_{1} x_{2} \cdots x_{t}\right)^{-s}$ with $s \in \mathbb{C}$, yields

$$
\sum_{k=1}^{n}\left\{\sum_{m=1}^{t-1}(-1)^{m-1}\binom{t}{m} k^{-m s} \zeta_{k}(s)^{t-m}\right\}=\zeta_{n}(s)^{t}+(-1)^{t} \zeta_{n}(t s)
$$

L-summing method on manifolds. As we told at the beginning, the base of the L-summing method is multiplication table. Above generalization of L-summing method in $\mathbb{R}^{t}$ is based on the generalized multiplication tables; see Hassani [4]. But, $\mathbb{R}^{t}$ is a very special $t$-dimensional manifold, and if we replace it by $\Gamma$, an $l$-dimensional manifold with $l \leq t$, then we can define generalized multiplication table on $\Gamma$ by considering lattice points on it (which of course isn't easy problem). Let

$$
L_{\Gamma}(n)=\left\{\left(a_{1}, a_{2}, \cdots, a_{t}\right) \in \Gamma \cap \mathbb{N}^{t}: 1 \leq a_{1}, a_{2}, \cdots, a_{t} \leq n\right\}
$$

and $f: \mathbb{R}^{k} \longrightarrow \mathbb{C}$ is a function. If $\mathcal{O}_{\Gamma}$ is a collection of $k-1$ dimension orthogonal manifolds, in which $L_{\Gamma}(n)=\cup_{\Lambda \in \mathcal{O}_{\Gamma}} L_{\Lambda}(n)$ and $L_{\Lambda_{i}}(n) \cap L_{\Lambda_{j}}(n)=\phi$ for distinct $\Lambda_{i}, \Lambda_{j} \in \mathcal{O}_{\Gamma}$, then we can formulate L-summing method as follows

$$
\sum_{X \in L_{\Gamma}(n)} f(X)=\sum_{\Lambda \in \mathcal{O}_{\Gamma}}\left\{\sum_{X \in L_{\Lambda}(n)} f(X)\right\}
$$

Here L-summing elements are $\sum_{X \in L_{\Lambda}(n)} f(X)$. This may ends to some interesting identities, provided one applies it on some suitable manifolds.

Stronger form of L-summing method. One can state the relation $\sum L_{k}=\Sigma(n)$ in the following stronger form

$$
L_{n}=\Sigma(n)-\Sigma(n-1)
$$

Specially, this will be useful for those arrays with $\Sigma(n)$ computable explicitly and $L_{k}$ maybe note. For example, considering the array $A_{x_{1} x_{2} \cdots x_{t}}=\left(x_{1} x_{2} \cdots x_{t}\right)^{-s}$ we obtain

$$
\sum_{m=1}^{t-1}(-1)^{m-1}\binom{t}{m} n^{-m s} \zeta_{n}(s)^{t-m}=\zeta_{n}(s)^{t}+(-1)^{t} \zeta_{n}(t s)-\zeta_{n-1}(s)^{t}-(-1)^{t} \zeta_{n-1}(t s)
$$

Acknowledgment. Thanks to Z. Jafari for introducing me some comments.
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Appendix 1. Maple program of 3-dimension $L$-summing method for the array $A_{a b c}=\frac{1}{a b c}$
restart:
A [abc]:=1/(a*b*c);
S21:=sum (sum (eval (A [abc] , a=k) , b=1..k), c=1..k):
S22: =sum (sum (eval (A [abc] , b=k) , a=1..k), $c=1 \ldots k)$ :
S23:=sum (sum (eval (A [abc] , c=k) , a=1..k), b=1..k):
S2: =S21+S22+S23:
S11:=sum (eval (eval (A [abc] , $a=k$ ), $b=k$ ), $c=1 . . k$ ):
S12: =sum (eval (eval (A [abc] , a=k) , c=k), b=1..k):
S13:=sum (eval (eval (A [abc] , b=k), c=k), a=1..k):
S1:=S11+S12+S13:
S0: =eval (eval (eval (A [abc] , a=k) , b=k), c=k) :
L [k]:=simplify (S2-S1+S0) :
ST(A):=(simplify (sum (sum (sum (A [abc], a=1..n), b=1..n), c=1..n))) :
$\operatorname{Sum}(\mathrm{L}[\mathrm{k}], \mathrm{k}=1 . . \mathrm{n})=\mathrm{ST}(\mathrm{A})$;

Appendix 2. A note on the operator "is" in Maple
The operator "is" in Maple software verifies the numerical and symbolic identities and inequalities, and it's out put is "true", "false" or "FAIL". We consider the following example, with "FAIL" as out put.
$\mathrm{A}:=\operatorname{binomial}\left(2^{*} \mathrm{k}+1, \mathrm{k}+1\right)+\operatorname{binomial}\left(2^{*} \mathrm{k}+1, \mathrm{k}\right)$-binomial $\left(2^{*} \mathrm{k}, \mathrm{k}\right)$ :
is $(\operatorname{sum}(A, k=1 . . n)=\operatorname{binomial}(2 * n+2, n+1)-2)$;

This example is verifying the following identity:

$$
\sum_{k=1}^{n}\left\{\binom{2 k+1}{k}+\binom{2 k+1}{k+1}-\binom{2 k}{k}\right\}=\binom{2 n+2}{n+1}-2
$$

which is true by using Maple and L-summing method; Hassani [3].
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#### Abstract

The basis number of a graph $G$ is defined to be the least integer $d$ such that there is a cycle basis, $\mathcal{B}$, of the cycle space of $G$ such that each edge of $G$ is contained in at most $d$ members of $\mathcal{B}$. MacLane [11] proved that a graph $G$ is planar if and only if $b(G) \leq 2$. Jaradat [5] proved that the basis number of the direct product of a bipartite graph $H$ with a cycle $C$ is bounded above by $3+b(H)$. In this work, we show that the basis number of the direct product of a theta graph with a cycle is 3 or 4. Our result, improves Jaradat's upper bound in the case that $H$ is a theta graph containing no odd cycle by a combinatorial approach.
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## §1. Introduction

In graph theory, there are many numbers that give rise to a better understanding and interpretation of the geometric properties of a given graph such as the crossing number, the thickness, the genus, the basis number, etc.. The basis number of a graph is of a particular importance because MacLane, in [11], made a connection between the basis number and the planarity of a graph, which is related with parallel bundles on planar map geometries, a kind of Smarandache geometries; in fact, he proved that a graph is planar if and only if its basis number is at most 2.

In general, required cycle bases is not very well behaved under graph operations. That is the basis number $b(G)$ of a graph $G$ is not monotonic (see [2] and [11]). Hence, there does not seem to be a general way of extending required cycle bases of a certain collection of partial graphs of $G$ to a required cycle basis of $G$, respectively. Global upper bound $b(G) \leq 2 \gamma(G)+2$ where $\gamma(G)$ is the genus of $G$ is proven in [12].

In this paper, we investigate the basis number for the direct product of a theta graphs with cycles.

[^8]
## §2. Introduction

Unless otherwise specified, the graphs considered in this paper are finite, undirected, simple and connected. For a given graph $G$, we denote the vertex set of $G$ by $V(G)$ and the edge set by $E(G)$.

## Cycle Bases

For a given graph $G$, the set $\mathcal{E}$ of all subsets of $E(G)$ forms an $|E(G)|$-dimensional vector space over $Z_{2}$ with vector addition $X \oplus Y=(X \backslash Y) \cup(Y \backslash X)$ and scalar multiplication $1 \cdot X=X$ and $0 \cdot X=\emptyset$ for all $X, Y \in \mathcal{E}$. The cycle space, $\mathcal{C}(G)$, of a graph $G$ is the vector subspace of $(\mathcal{E}, \oplus, \cdot)$ spanned by the cycles of $G$. Note that the non-zero elements of $\mathcal{C}(G)$ are cycles and edge disjoint union of cycles. It is known that for a connected graph $G$ the dimension of the cycle space is the cyclomatic number or the first Betti number

$$
\begin{equation*}
\operatorname{dim} \mathcal{C}(G)=|E(G)|-|V(G)|+r \tag{1}
\end{equation*}
$$

where $r$ is the number of components in $G$.
A basis $\mathcal{B}$ for $\mathcal{C}(G)$ is called a cycle basis of $G$. A cycle basis $\mathcal{B}$ of $G$ is called a $d$-fold if each edge of $G$ occurs in at most $d$ of the cycles in $\mathcal{B}$. The basis number, $b(G)$, of $G$ is the least non-negative integer $d$ such that $\mathcal{C}(G)$ has a $d$-fold basis. The following result will be used frequently in the sequel.

Theorem 2.1.1.(MacLane). The graph $G$ is planar if and only if $b(G) \leq 2$.
The following theorem due to Schmeichel, which proves the existence of graphs that have arbitrary large basis number.

Theorem 2.1.2. (Schmeichel) For any positive integer $r$, there exists a graph $G$ with $b(G) \geq r$.

## Products

Many authors studied the basis number of graph products. The Cartesian product, $\square$, was studied by Ali and Marougi [3] and Alsardary and Wojciechowski [4].

Theorem 2.2.1. (Ali and Marougi) If $G$ and $H$ are two connected disjoint graphs, then $\mathrm{b}(G \square H) \leq \max \left\{\mathrm{b}(G)+\triangle\left(T_{H}\right), \mathrm{b}(H)+\triangle\left(T_{G}\right)\right\}$ where $T_{H}$ and $T_{G}$ are spanning trees of
$H$ and $G$, respectively, such that the maximum degrees $\triangle\left(T_{H}\right)$ and $\Delta\left(T_{G}\right)$ are minimum with respect to all spanning trees of $H$ and $G$.

Theorem 2.2.2.(Alsardary and Wojciechowski) For every $d \geq 1$ and $n \geq 2$, we have $b\left(K_{n}^{d}\right) \leq 9$ where $K_{n}^{d}$ is a d times Cartesian product of the complete graph $K_{n}$.

An upper bound on the strong product $\boxtimes$ was obtained by Jaradat [9] when he gave the following result:

Theorem 2.2.3.(Jaradat) Let $G$ be a bipartite graph and $H$ be a graph. Then $b(G \boxtimes H) \leq$ $\max \left\{b(H)+1,2 \Delta(H)+b(G)-1,\left\lfloor\frac{3 \Delta\left(T_{G}\right)+1}{2}\right\rfloor, b(G)+2\right\}$.

The lexicographic product, $G[H]$, was studied by Jaradat and Al-zoubi [8] and Jaradat [10]. They obtained the following result results:

Theorem 2.2.4.(Jaradat and Al-Zoubi) For each two connected graphs $G$ and $H, b(G[H]) \leq$ $\operatorname{Max}\{4,2 \Delta(G)+b(H), 2+b(G)\}$.

Theorem 2.2.5.(Jaradat) Let $G, T_{1}$ and $T_{2}$ be a graph, a spanning tree of $G$ and a tree, respectively. Then, $b\left(G\left[T_{2}\right]\right) \leq b(G[H]) \leq \max \left\{5,4+2 \Delta\left(T_{\text {min }}^{G}\right)+b(H), 2+b(G)\right\}$ where $T^{G}$ stands for the complement graph of a spanning tree $T$ in $G$ and $T_{\min }$ stands for a spanning tree for $G$ such that $\Delta\left(T_{\min }^{G}\right)=\min \left\{\Delta\left(T^{G}\right) \mid T\right.$ is a spanning tree of $\left.G\right\}$.

Schmeichel [12], Ali [1], [2] and Jaradat [5] gave an upper bound for the basis number on the semi-strong product $\bullet$ and the direct product, $\times$, of some special graphs. They proved the following results:

Theorem 2.2.6. (Schmeichel) For each $n \geq 7, b\left(K_{n} \bullet P_{2}\right)=4$.
Theorem 2.2.7.(Ali) For each integers $n, m, b\left(K_{m} \bullet K_{n}\right) \leq 9$.
Theorem 2.2.8. (Ali) For any two cycles $C_{n}$ and $C_{m}$ with $n, m \geq 3, b\left(C_{n} \times C_{m}\right)=3$.
Theorem 2.2.9.(Jaradat) For each bipartite graphs $G$ and $H, b(G \times H) \leq 5+b(G)+b(H)$.
Theorem 2.2.10. (Jaradat) For each bipartite graph $G$ and cycle $C, b(G \times C) \leq 3+b(G)$.
We remark that knowing the number of components in a graph is very important to find the dimension of the cycle space as in (1), so we need the following result.

Theorem 2.2.11.([5]) Let $G$ and $H$ be two connected graphs. Then $G \times H$ is connected if and only if at least one of them contains an odd cycle. Moreover, If both of them are bipartite graphs, then $G \times H$ consists of two components.

For completeness, we recall that for two graphs $G$ and $H$, the direct product $G \times H$ is the graph with the vertex set $V(G \times H)=V(G) \times V(H)$ and the edge set $E(G \times H)=$ $\left\{\left(u_{1}, u_{2}\right)\left(v_{1}, v_{2}\right) \mid u_{1} v_{1} \in E(G)\right.$ and $\left.u_{2} v_{2} \in E(H)\right\}$.

In the rest of this paper, $f_{B}(e)$ stand for the number of elements of $B$ containing the edge $e$ where $B \subseteq \mathcal{C}(G)$.

## $\S 3$. The Basis number of $\theta_{n} \times C_{m}$.

By specializing bipartite graph $G$ in Theorem 2.2.10 into a theta graph $\theta_{n}$ containing no odd cycles, we have that $b\left(\theta_{n} \times C_{m}\right) \leq 5$. In this paper, we reduce the upper bound to 4 . In fact, we prove that the basis number of the direct product of a theta graph with a cycle is either

3 or 4. Throughout this work we assume that $\{1,2, \ldots, n\}$ and $\{1,2, \ldots, m\}$ to be the vertex sets of $\theta_{n}$ and $C_{m}$, respectively.

Definition 3.1. A theta graph $\theta_{n}$ is defined to be a cycle $C_{n}$ to which we add a new edge that joins two non-adjacent vertices. We may assume 1 and $\delta$ are the two vertices of $\theta_{n}$ of degree 3.

The following result follows from Theorem 2.2.11 and noting that at least one of $\theta_{n}$ and $C_{m}$ contains an odd cycle if and only if at least one of $n, m$, and $\delta$ is odd.

Lemma 3.2. Let $\theta_{n}$ be a theta graph and $C_{m}$ be a cycle. $\theta_{n} \times C_{m}$ is connected if and only if at least one of $n, m$, and $\delta$ is odd, otherwise it consists of two components.

Note that $\left|E\left(\theta_{n} \times C_{m}\right)\right|=2 n m+2 m$ and $\left|V\left(\theta_{n} \times C_{m}\right)\right|=n m$. Hence, by the above lemma and equation (1), we have

$$
\operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right)=n m+2 m+s
$$

where

$$
s= \begin{cases}1, & \text { if } \theta_{n} \times C_{m} \text { is connected } \\ 2, & \text { if } \theta_{n} \times C_{m} \text { is disconnected }\end{cases}
$$

Lemma 3.3. Let $\theta_{n}$ be a theta graph and $C_{m}$ be a cycle. Then $b\left(\theta_{n} \times C_{m}\right) \geq 3$.

Proof Note that $\theta_{n} \times C_{m}$ contains at most 4 cycles of length 3 and the other cycles are of length at least 4. Assume that $\theta_{n} \times C_{m}$ has a 2 -fold basis $\mathcal{B}$. Then

$$
\begin{aligned}
2\left(\left|E\left(\theta_{n} \times C_{m}\right)\right|\right) & \geq \sum_{C \in \mathcal{B}}|C| \\
& \geq 4\left(\operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right)-4\right)+3(4) \\
& \geq 4\left(\operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right)-1\right),
\end{aligned}
$$

and so,

$$
\begin{aligned}
\frac{2(2 n m+2 m)}{4} & \geq n m+2 m+s-1 \\
n m+m & \geq n m+2 m+s-1
\end{aligned}
$$

where $s$ is as above. Thus,

$$
1 \geq m+s
$$

This is a contradiction.

Lemma 3.4. For any graph $\theta_{n}$ of order $n \geq 4$ and cycle $C_{m}$ of order $m \geq 3$, we have $b\left(\theta_{n} \times C_{m}\right) \leq 4$.

Proof To prove the lemma, it is sufficient to exhibit a 4 -fold basis, $\mathcal{B}$, for $\mathcal{C}\left(\theta_{n} \times C_{m}\right)$. According to the parity of $m, n$ and $\delta$ (odd or even), we consider the following eight cases:

Case 1. $m$ and $n$ are even and $\delta$ is odd. Then, for each $j=1,2, \ldots, m-2$, we consider the following sets of cycles:

$$
\begin{aligned}
A_{1}^{(j)}= & \{(i, j)(i+1, j+1)(i, j+2)(i-1, j+1)(i, j): i=2,3, \ldots n-1\} \\
& \cup\{(1, j)(2, j+1)(1, j+2)(n, j+1)(1, j)\} \\
& \cup\{(n, j)(n-1, j+1)(n, j+2)(1, j+1)(n, j)\}, \\
& \\
& A_{2}^{(j)}=\{(1, j)(2, j+1)(1, j+2)(\delta, j+1)(1, j)\}, \\
& A_{3}^{(j)}=\{(\delta, j)(\delta-1, j+1)(\delta, j+2)(1, j+1)(\delta, j)\} .
\end{aligned}
$$

Also, we define the following cycles:

$$
\begin{aligned}
c_{1}= & (1,1)(2,2)(3,1) \ldots(n, 2)(1,1), \\
c_{2}= & (1,2)(2,1)(3,2) \ldots(n, 1)(1,2), \\
c_{3}= & (1, m)(2, m-1)(3, m) \ldots(\delta, m)(1, m-1) \\
& (2, m) \ldots(\delta, m-1)(1, m) .
\end{aligned}
$$

Note that, the cycles of $A_{1}^{(j)}$ are edge pairwise disjoint for each $j=1,2,3, \ldots, m-2$. Thus, $A_{1}^{(j)}$ is linearly independent and of 1-fold. Let $A_{1}=\bigcup_{j=1}^{m-2} A_{1}^{(j)}$. Note that, each cycle of $A_{1}^{(j)}$ contains an edge of the form $(i+1, j+1)(i, j+2)$ or $(n-1, j+1)(n, j+2)$ which is not in $\mathrm{A}_{1}^{(j-1)}$. In addition, each cycle of $A_{1}^{(j-1)}$ contains an edge of the form $(i, j-1)(i+1, j)$ or $(n, j)(n-1, j+1)$ which is not in $A_{1}^{(j)}$. Therefore, $A_{1}$ is linearly independent. Let $V_{1}^{\prime}=$ $\{(i, j): i+j=$ even $\}$, and $V_{2}^{\prime}=\{(i, j): i+j=$ odd $\}$. Let $H_{k}$ be the induced subgraph of $V_{k}^{\prime}$ where $k=1,2$. For each $j=1,2, \ldots, m-2$, set

$$
\begin{aligned}
B_{1}^{(j)}= & \{(i, j)(i+1, j+1)(i, j+2)(i-1, j+1)(i, j) \mid 2 \leq i \leq n-1 \text { and } \\
i+j= & \text { even }\} \cup\{(1, j)(2, j+1)(1, j+2)(n, j+1)(1, j): 1+j=\text { even }\} \\
& \cup\{(n, j)(n-1, j+1)(n, j+2)(1, j+1)(n, j): n+j=\text { even }\}, \\
B_{2}^{(j)}= & \{(i, j)(i+1, j+1)(i, j+2)(i-1, j+1)(i, j) \mid 2 \leq i \leq n-1 \text { and } \\
i+j= & \text { odd }\} \cup\{(1, j)(2, j+1)(1, j+2)(n, j+1)(1, j): 1+j=\text { odd }\} \\
& \cup\{(n, j)(n-1, j+1)(n, j+2)(1, j+1)(n, j): n+j=\text { odd }\} .
\end{aligned}
$$

Let $F^{(k)}=\bigcup_{j=1}^{m-2} B_{k}^{(j)}$ where $k=1,2$. We prove that $c_{k}$ is independent from the cycles of $F^{(k)}$. Let $E_{j}^{(k)}=E\left(C_{n} \times j(j+1)\right) \cap E\left(H_{k}\right)$ where $C_{n}$ is the cycle in $\theta_{n}$ obtained by deleting the edge $1 \delta$ from $\theta_{n}$. Then it is an easy matter to verify that $\left\{E_{1}^{(k)}, E_{2}^{(k)}, \ldots, E_{m-1}^{(k)}\right\}$ is a partition of $E\left(C_{n} \times P_{m}\right) \cap E\left(H_{k}\right)$ where $P_{m}$ is the path of $C_{m}$ obtained by deleting the edge $1 m$. Moreover, it is clear that $E_{1}^{(k)}=E\left(c_{k}\right)$ and $E_{1}^{(k)} \cup E_{2}^{(k)}=E\left(B_{k}^{(1)}\right)$. Thus, if $c_{k}$ is a sum modulo 2 of some cycles of $F^{(k)}$, say $\left\{T_{1}, T_{2}, \ldots, T_{r}\right\}$, then $B_{k}^{(1)} \subseteq\left\{T_{1}, T_{2}, \ldots, T_{r}\right\}$.

Since no edges in $E_{2}^{(k)}$ belongs to $E\left(c_{k}\right)$ and $E_{2}^{(k)} \cup E_{3}^{(k)}=E\left(B_{k}^{(2)}\right), B_{k}^{(2)} \subseteq\left\{T_{1}, T_{2}, \ldots, T_{r}\right\}$. By continuing in this way, it implies that $B_{k}^{(m-2)} \subseteq\left\{T_{1}, T_{2}, \ldots, T_{r}\right\}$. Note that $E_{m-2}^{(k)} \cup$ $E_{m-1}^{(k)}=E\left(B_{k}^{(m-2)}\right)$ and each edge of $E_{m-1}^{(k)}$ appears in one and only one cycle of $F^{(k)}$. It follows that $E_{m-1}^{(k)} \subseteq E\left(c_{k}\right)$. This is a contradiction. Therefore, $F^{(k)} \cup\left\{c_{k}\right\}$ is linearly independent for $k=1,2$. And since $E\left(F^{(1)} \cup\left\{c_{1}\right\}\right) \cap E\left(F^{(2)} \cup\left\{c_{2}\right\}\right)=\phi$, we have $F^{(1)} \cup$ $F^{(2)} \cup\left\{c_{1}, c_{2}\right\}=A_{1} \cup\left\{c_{1}, c_{2}\right\}$ is linearly independent. Let $A_{2}=\bigcup_{j=1}^{m-2} A_{2}^{(j)}$ and $A_{3}=\bigcup_{j=1}^{m-2} A_{3}^{(j)}$. It is easy to see that the cycles of $A_{i}$ are edge pairwise disjoint for $i=2,3$ and each cycle of $A_{3}$ contains at least one edge of the form $(\delta, j)(\delta-1, j+1)$ and $(\delta, j)(\delta-1, j-1)$ which is not in $A_{2}$. And so $A_{2} \cup A_{3}$ is linearly independent. Clearly, $c_{3}$ can not be written as a linear combination of cycles of $A_{2} \cup A_{3}$. Therefore, $A_{2} \cup A_{3} \cup\left\{c_{3}\right\}$ is linearly independent. Let $B_{1}=A_{1} \cup A_{2} \cup A_{3} \cup\left\{c_{1}, c_{2}, c_{3}\right\}$. We now prove that $B_{1}$ is a linearly independent set. Note that $E\left(A_{2} \cup A_{3} \cup\left\{c_{3}\right\}\right)-\{(1, j)(\delta, j+1),(1, j+1)(\delta, j) \mid 1 \leq j \leq m-1\}$ forms an edge set of a forest. Thus, any linear combinations of cycles of $A_{2} \cup A_{3} \cup\left\{c_{3}\right\}$ must contains at least one edge of the form $(1, j)(\delta, j+1)$ and $(1, j+1)(\delta, j)$ for some $j \leq m-1$ because any linear combination of a linearly independent set of cycles is a cycle or an edge disjoint union of cycles. Now, Suppose that there are two sets of cycles say $\left\{d_{1}, d_{2}, \ldots, d_{\gamma_{1}}\right\} \subseteq A_{1} \cup\left\{c_{1}, c_{2}\right\}$ and $\left\{f_{1}, f_{2}, \ldots, f_{\gamma_{2}}\right\} \subseteq A_{2} \cup A_{3} \cup\left\{c_{3}\right\}$ such that $\sum_{i=1}^{\gamma_{1}} d_{i}=\sum_{i=1}^{\gamma_{2}} f_{i}(\bmod 2)$. Consequently, $E\left(d_{1} \oplus d_{2} \oplus \cdots \oplus d_{\gamma_{1}}\right)=E\left(f_{1} \oplus f_{2} \oplus \cdots \oplus f_{\gamma_{2}}\right)$ and so $d_{1} \oplus d_{2} \oplus \cdots \oplus d_{\gamma_{1}}$ contains at least one edge of the form $(1, j)(\delta, j+1)$ and $(1, j+1)(\delta, j)$ for some $j \leq m-1$, which contradicts the fact that no cycle of $A_{1} \cup\left\{c_{1}, c_{2}\right\}$ contains such edges. We now define the following sets of cycles

$$
\begin{aligned}
A_{4}= & \left\{A_{4}^{(i)}=(i+1,1)(i+2,2)(i+1,3) \ldots(i+2, m)(i+1,1): i=0,1\right. \\
& \ldots, n-2\} \\
A_{5}= & \left\{A_{5}^{(i)}=(i+1,1)(i, 2)(i+1,3) \ldots(i, m)(i+1,1): i=1,2, \ldots, n-1\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
c_{1}^{\prime} & =(\delta, 1)(\delta+1,2)(\delta, 3)(\delta+1,4) \ldots(\delta, m-1)(1, m)(\delta, 1), \\
c_{2}^{\prime} & =(1,1)(2, m)(3,1)(4, m) \ldots(\delta, 1)(1, m)(2,1) \ldots(\delta, m)(1,1), \\
c_{3}^{\prime} & =(1,1)(n, 2)(1,3)(n, 4) \ldots(n, m)(1,1) \\
c_{4}^{\prime} & =(n, 1)(1,2)(n, 3)(1,4) \ldots(1, m)(n, 1) .
\end{aligned}
$$

Let $D=A_{4} \cup A_{5} \cup\left\{c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}, c_{4}^{\prime}\right\}$. Each cycle $A_{4}^{(i)}$ of $A_{4}$ contains the edge $(i+2, m)(i+1,1)$ which belongs to no other cycles of $B_{1} \cup A_{4}$. Thus $B_{1} \cup A_{4}$ is linearly independent. Similarly, each cycle $A_{5}^{(i)}$ of $A_{5}$ contains the edge $(i, m)(i+1,1)$ which belongs to no other cycles of $B_{1} \cup A_{4} \cup A_{5}$. Hence $B_{1} \cup A_{4} \cup A_{5}$ is linearly independent. Now $c_{1}^{\prime}$ is the only cycle of $B_{1} \cup$ $A_{4} \cup A_{5} \cup\left\{c_{1}^{\prime}\right\}$ which contains the edge $(1, m)(\delta, 1)$. Hence $B_{1} \cup A_{4} \cup A_{5} \cup\left\{c_{1}^{\prime}\right\}$ is linearly independent. Similarly, $c_{2}^{\prime}$ is the only cycle of $B_{1} \cup A_{4} \cup A_{5} \cup\left\{c_{1}^{\prime}, c_{2}^{\prime}\right\}$ which contains the edge $(\delta, m)(1,1)$. Thus $B_{1} \cup A_{4} \cup A_{5} \cup\left\{c_{1}^{\prime}, c_{2}^{\prime}\right\}$ is linearly independent. Now, $c_{3}^{\prime}$ and $c_{4}^{\prime}$ contain
$(1,1)(n, m)$ and $(1, m)(n, 1)$, respectively, which appear in no cycle of $B_{1} \cup A_{4} \cup A_{5} \cup\left\{c_{1}^{\prime}, c_{2}^{\prime}\right\}$. Therefor, $\mathcal{B}=B_{1} \cup D$ is linearly independent. Now,

$$
\begin{aligned}
|\mathcal{B}| & =\sum_{i=1}^{5}\left|A_{i}\right|+\sum_{i=1}^{3}\left|c_{i}\right|+\sum_{i=1}^{4}\left|c_{i}^{\prime}\right| \\
& =n(m-2)+(m-2)+(m-2)+(n-1)+(n-1)+3+4 \\
& =n m+2 m+1 \\
& =\operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right)
\end{aligned}
$$

Hence, $\mathcal{B}$ is a basis of $\theta_{n} \times C_{m}$. To complete the proof of this case, we only need to prove that $\mathcal{B}$ is a 4 -fold basis. For simplicity, set $Q=\cup_{i=1}^{3}\left\{c_{i}\right\}$. Let $e \in E\left(\theta_{n} \times C_{m}\right)$. Then
(1) If $e=(i, j)(i+1, j+1)$ or $(n, j)(1, j+1)$ where $1 \leq i \leq n-1$, and $2 \leq j \leq m-2$, then $f_{A_{1}}(e)=2, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{D}(e) \leq 1$, and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 4$.
(2) If $e=(i, j)(i+1, j-1)$ or $(n, j)(1, j-1)$ where $1 \leq i \leq n-1$, and $3 \leq j \leq m-1$, then $f_{A_{1}}(e)=2, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{D}(e) \leq 1$, and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 4$.
(3) If $e=(i, 1)(i+1,2)$ or $(1,1)(n, 2)$, where $1 \leq i \leq n-1$, then $f_{A_{1}}(e)=1, f_{A_{2} \cup A_{3}}(e) \leq$ $1, f_{D}(e) \leq 1$, and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 4$.
(4) If $e=(i, 2)(i+1,1)$ or $(1,2)(n, 1)$ where $1 \leq i \leq n-1$, then $f_{A_{1}}(e)=1, f_{A_{2} \cup A_{3}}(e) \leq$ $1, f_{D}(e) \leq 1$, and $f_{Q}(e)=1$, and so $f_{\mathcal{B}}(e) \leq 4$.
(5) If $e=(1, j)(\delta, j+1)$ where $1 \leq j \leq m-2$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e) \leq 2, f_{D}(e)=1$, and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 3$.
(6) If $e=(1, j)(\delta, j-1)$ where $2 \leq j \leq m-2$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e) \leq 2, f_{D}(e)=1$, and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 3$.
(7) If $e=(i, m-1)(i+1, m)$ or $(i, m)(i+1, m-1)$ or $(1, m)(n, m-1)$ where $1 \leq i \leq$ $n-1$, then $f_{A_{1}}(e)=1, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{D}(e) \leq 1$, and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 4$.
(8) If $e=(1, m)(\delta, m-1)$ or $(1, m-1)(\delta, m)$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{D}(e) \leq 1$, and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 3$.
(9) If $e=(i+1,1)(i, m)$ or $(i, 1)(i+1, m)$, where $1 \leq i \leq n-1$, then $f_{A_{1}}(e)=0$, $f_{A_{2} \cup A_{3}}(e)=0, f_{D}(e) \leq 2$, and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 3$.
(10) If $e=(1,1)(\delta, m)$ or $(1, m)(\delta, 1)$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e)=0, f_{D}(e) \leq 2$, and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 2$.
(11) If $e=(1,1)(n, m)$ or $(n, 1)(1, m)$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e)=0, f_{D}(e) \leq 1$, and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 1$. Therefore $\mathcal{B}$ is a 4 -fold basis. The proof of this case is complete.

Case 2. $m$ and $\delta$ are even and $n$ is odd. Now, consider the following sets of cycles: $A_{1}, A_{2}$ and $A_{3}$ are as in Case 1 and

$$
\begin{aligned}
& c_{1}=(1, m)(2, m-1)(3, m) \ldots(\delta, m-1)(1, m), \\
& c_{2}=(1, m-1)(2, m)(3, m-1) \ldots(\delta, m)(1, m-1), \\
& c_{3}=(1,1)(2,2)(3,1) \ldots(n, 1)(1,2)(2,1) \ldots(n, 2)(1,1) .
\end{aligned}
$$

Let $B_{1}=\left(\cup_{i=1}^{3} A_{i}\right) \cup\left(\cup_{i=1}^{3}\left\{c_{i}\right\}\right)$. Since $E\left(c_{1}\right) \cap E\left(c_{2}\right)=\varnothing,\left\{c_{1}, c_{2}\right\}$ is linearly independent. Since $\delta \geq 4, c_{1}$ contains an edge of the form $(2, m-1)(3, m)$ and $c_{2}$ contains an edge of the form $(2, m)(3, m-1)$ and each of which does not appear in any cycles of $A_{2} \cup A_{3}$. Thus $A_{2} \cup A_{3} \cup\left\{c_{1}, c_{2}\right\}$ is linearly independent. Next, we show that $A_{1} \cup\left\{c_{3}\right\}$ is linearly independent. Let $R_{i}=E\left(C_{n} \times i(i+1)\right)$ where $C_{n}$ is as in Case 1. Note that $\left\{R_{1}, R_{2}, \ldots, R_{m-1}\right\}$ is a partition of $E\left(C_{n} \times P_{m}\right)$ where $P_{m}$ is as in Case 1. Also, $E\left(c_{3}\right)=R_{1}$ and $R_{1} \cup R_{2}=E\left(A_{1}^{(1)}\right)$. Thus, if $c_{3}$ can be written as linear combination of some cycles of $A_{1}$, say $\left\{K_{1}, K_{2}, \ldots, K_{r}\right\}$, then $A_{1}^{(1)} \subseteq\left\{K_{1}, K_{2}, \ldots, K_{r}\right\}$. Since $R_{2} \cup R_{3}=E\left(A_{1}^{(2)}\right)$ and no edges of $R_{2}$ belongs to $E\left(c_{3}\right), A_{1}^{(2)} \subseteq\left\{K_{1}, K_{2}, \ldots, K_{r}\right\}$, and so on. This implies that $A_{1}^{(m-2)} \subseteq\left\{K_{1}, K_{2}, \ldots, K_{r}\right\}$. Note that $R_{m-1} \subseteq E\left(A_{1}^{(m-2)}\right)$ and each edge of $R_{m-1}$ appears only in one cycle of $A_{1}$. Thus $R_{m-1} \subseteq E\left(c_{3}\right)$. This is a contradiction. Hence $A_{1} \cup\left\{c_{3}\right\}$ is linearly independent. Let $B_{1}=$ $A_{1} \cup A_{2} \cup A_{3} \cup\left\{c_{1}, c_{2}, c_{3}\right\}$. To show that $B_{1}$ is a linearly independent set, we assume that there are two set of cycles say $\left\{d_{1}, d_{2}, \ldots, d_{\gamma_{1}}\right\} \subseteq A_{1} \cup\left\{c_{3}\right\}$ and $\left\{f_{1}, f_{2}, \ldots, f_{\gamma_{2}}\right\} \subseteq A_{2} \cup A_{3} \cup\left\{c_{1}, c_{2}\right\}$ such that $\sum_{i=1}^{\gamma_{1}} d_{i}=\sum_{i=1}^{\gamma_{2}} f_{i}(\bmod 2)$. By using the same argument as in Case 1 , we have that $d_{1} \oplus d_{2} \oplus \cdots \oplus d_{\gamma_{1}}$ contains at least one edge of the form $(1, j)(\delta, j+1)$ and $(1, j+1)(\delta, j)$ for some $j \leq m-1$. Which contradicts the fact that no cycle of $A_{1} \cup\left\{c_{1}\right\}$ contains such edges. Now, let $A_{4}, A_{5}, c_{3}^{\prime}$ and $c_{4}^{\prime}$ are as defined in Case 1, and define the following cycles:

$$
\begin{aligned}
c_{1}^{\prime} & =(1,1)(2, m)(3,1) \ldots(\delta-1,1)(\delta, m)(1,1), \\
c_{2}^{\prime} & =(1, m)(2,1)(3, m) \ldots(\delta, 1)(1, m)
\end{aligned}
$$

Let $D=A_{4} \cup A_{5} \cup\left\{c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}, c_{4}^{\prime}\right\}$. By following the same arguments as in Case 1 , we can prove that $\mathcal{B}=B_{1} \cup D$ is a 4 -fold basis for $C\left(\theta_{n} \times C_{m}\right)$. The proof of this case is complete.

Case 3. $m, n$, and $\delta$ are even. Consider the following sets of cycles: $A_{1}, A_{2}, A_{3}, A_{4}, A_{5}$ and $\left\{c_{1}, c_{2}\right\}$ are as in Case 1. Also, consider $c_{3}=c_{1}$ and $c_{4}=c_{2}$ where $c_{1}$ and $c_{2}$ are as defined in Case 2. Moreover, $c_{1}^{\prime}$ and $c_{2}^{\prime}$ are as in Case 2. Define the following two cycles:

$$
\begin{aligned}
c_{3}^{\prime} & =(1,1)(2, m)(3,1) \ldots(n-1,1)(n, m)(1,1) \\
c_{4}^{\prime} & =(1, m)(2,1)(3, m) \ldots(n-1, m)(n, 1)(1, m)
\end{aligned}
$$

By using the same arguments as in Case 1 and Case 2, we can show that

$$
\mathcal{B}=A_{1} \cup A_{2} \cup A_{3} \cup A_{4} \cup A_{5} \cup\left\{c_{1}, c_{2}, c_{3}, c_{4}, c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}, c_{4}^{\prime}\right\}
$$

is linearly independent. Since

$$
\begin{aligned}
|\mathcal{B}| & =\sum_{i=1}^{5}\left|A_{i}\right|+8 \\
& =n(m-2)+(m-2)+(m-2)+(n-1)+(n-1)+8 \\
& =n m+2 m+2 \\
& =\operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right)
\end{aligned}
$$

$\mathcal{B}$ is a basis of $\mathcal{C}\left(\theta_{n} \times C_{m}\right)$. To show that $\mathcal{B}$ is a 4 -fold basis, we follow, word by word, (1) to (11) of Case 1. The proof of this case is complete.

Case 4. $m$ is even, and $\delta$ and $n$ are odd. By relabeling the vertices of $\theta_{n}$ in the opposite direction, we get a similar case to Case 2. The proof of this case is complete.

Case 5. $m$ is odd, and $n$ and $\delta$ are even. Consider the following sets of cycles: $A_{1}, A_{2}, A_{3}$ and $\left\{c_{1}, c_{2}\right\}$ are as in Case 1. In addition, $c_{3}=c_{1}$ and $c_{4}=c_{2}$ where $c_{1}$ and $c_{2}$ are as in Case 2. Using the same arguments as in Case 1 and Case 2, we can show that each of $A_{1} \cup\left\{c_{1}, c_{2}\right\}$ and $A_{2} \cup A_{3} \cup\left\{c_{3}, c_{4}\right\}$ are linearly independent. Also, then we show that $A_{1} \cup A_{2} \cup A_{3} \cup\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ is linearly independent. Now, we define the following set of cycles:

$$
A_{4}=\left\{a_{4}^{(i)}=(i, m)(i+1, m-1)(i+2, m)(i+1,1)(i, m): 1 \leq i \leq n-2\right\}
$$

and

$$
A_{5}=\left\{a_{5}^{(i)}=(i, 1)(i+1, m)(i+2,1)(i+1,2)(i, 1): 1 \leq i \leq n-2\right\}
$$

Also, define the following cycle:

$$
\begin{aligned}
c_{5}^{\prime}= & (n-1,1)(n, m)(n-1, m-1)(n, m-2) \ldots(n, 1)(n-1, m)(n, m-1) \\
& (n-1, m-2) \ldots(n, 2)(n-1,1) .
\end{aligned}
$$

Note that, $c_{5}^{\prime}$ contains the edge $(n-1, m)(n, 1)$ which does not occur in any cycle of $B_{1}=$ $A_{1} \cup A_{2} \cup A_{3} \cup\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$. Thus, $B_{1} \cup\left\{c_{5}^{\prime}\right\}$ is linearly independent. For simplicity, we set $D=\left\{D_{k}\right\}_{k=1}^{n-2}$, where $D_{k}=\left\{a_{4}^{(k)}, a_{5}^{(k)}\right\}$. We now, use induction on $n$ to show that the cycles of $D$ are linearly independent. If $n=3$, then $D=D_{1}=\left\{a_{4}^{(1)}, a_{5}^{(1)}\right\} \cdot a_{4}^{(1)}$ contains the edge $(2,1)(3, m)$ which does not occur in the cycle $a_{5}^{(1)}$. Hence $D$ is linearly independent. Assume $n>3$ and it is true for less than $n$. Note that $D=\left\{D_{k}\right\}_{k=1}^{n-3} \cup\left\{a_{4}^{(n-2)}, a_{5}^{(n-2)}\right\}$. By the inductive step $\left\{D_{k}\right\}_{k=1}^{n-3}$ is linearly independent. Now, the cycle $a_{4}^{(n-2)}$ contains the edge $(n-1,1)(n, m)$ which does not occur in any cycle of $\left\{D_{k}\right\}_{k=1}^{2 n-3}$, similarly the cycle $a_{5}^{(n-2)}$ contains the edge $(n, 1)(n-1, m)$ which does not occur in any cycle of $\left\{D_{k}\right\}_{k=1}^{n-3} \cup\left\{a_{4}^{(n-2)}\right\}$. Therefore, $D$ is linearly independent. Note that $E(D)-\{(i+1,1)(i, m),(i, 1)(i+1, m) \mid 1 \leq i \leq n-2\}$ forms an edge set of a forest. Thus, any linear combination of cycles of $D$ must contain an edge of the form $(i+1,1)(i, m)$ or $(i, 1)(i+1, m)$ for some $1 \leq i \leq n-2$ which does not occur in any cycle of $B_{1} \cup\left\{c_{5}^{\prime}\right\}$. Therefore, $B_{1} \cup\left\{c_{5}^{\prime}\right\} \cup D$ is linearly independent.

We now consider $c_{1}^{\prime}$ and $c_{2}^{\prime}$ as in Case 2 and $c_{3}^{\prime}$ and $c_{4}^{\prime}$ as in Case 1. Note that $c_{1}^{\prime}$ and $c_{2}^{\prime}$ contain the edges $(1,1)(\delta, m)$ and $(1, m)(\delta, 1)$, respectively, which do not appear in any cycle of $B_{1} \cup\left\{c_{5}^{\prime}\right\} \cup D$. Thus $B_{1} \cup D \cup\left\{c_{1}^{\prime}, c_{2}^{\prime}, c_{5}^{\prime}\right\}$ is linearly independent. Similarly $c_{3}^{\prime}$ and $c_{4}^{\prime}$ contain the edges $(1,1)(n, m)$ and $(1, m)(n, 1)$, respectively, which do not appear in any cycle of $B_{1} \cup$ $\left\{c_{1}^{\prime}, c_{2}^{\prime}, c_{5}^{\prime}\right\} \cup D$. Thus

$$
\mathcal{B}=B_{1} \cup D \cup\left\{c_{1}^{\prime}, c_{2}^{\prime}, c_{3}^{\prime}, c_{4}^{\prime}, c_{5}^{\prime}\right\}
$$

is linearly independent. Now,

$$
\begin{aligned}
|\mathcal{B}| & =\sum_{i=1}^{5}\left|A_{i}\right|+9 \\
& =n(m-2)+(m-2)+(m-2)+(n-2)+(n-2)+9 \\
& =n m+2 m+1 \\
& =\operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right)
\end{aligned}
$$

Hence, $B$ is a basis of $\mathcal{C}\left(\theta_{n} \times C_{m}\right)$. To complete the proof of this case, we show that $B$ is a 4-fold basis. Let $e \in E\left(\theta_{n} \times C_{m}\right)$. Then,
(1) If $e=(i+1,1)(i, m)$ or $(i, 1)(i+1, m)$ where $1 \leq i \leq n-1$, then $f_{A_{1}}(e)=0$, $f_{A_{2} \cup A_{3}}(e)=0, f_{D \cup\left\{c_{i}^{\prime}\right\}_{i=1}^{5}}(e) \leq 3$, and $f_{\cup_{i=1}^{4}\left\{c_{i}\right\}}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 3$.
(2) If $e$ is as in (1) to (11) of Case 1 and not of the above form, then, as in that Case 1, $f_{\mathcal{B}}(e) \leq 4$. Therefore $\mathcal{B}$ is a 4 -fold basis. The proof of this case is complete.

Case 6. $m$ and $\delta$ are odd and $n$ is even. According to the relation between $m$ and $\delta$, we split this case into two subcases.

Subcase 6a. $\delta \leq m$. Then consider the following sets of cycles: $A_{1}, A_{2}, A_{3}, c_{1}, c_{2}, c_{3}$ are as in Case 1. In addition, for each $i=2,3, \ldots, \delta$, we define the following sets of cycles.

$$
\begin{aligned}
F_{i}= & (i, 1)(i-1,2)(i-2,3) \ldots(1, i)(\delta, i+1)(\delta-1, i+2) \\
& (\delta-2, i+3) \ldots(i, \delta+1)(i+1, \delta+2)(i, \delta+3) \ldots(i-1, m)(i, 1),
\end{aligned}
$$

and for each $i=1,2,3, \ldots, \delta-1$

$$
\begin{aligned}
F_{i}^{\prime}= & (i, 1)(i+1,2)(i+2,3) \ldots(\delta, \delta-i+1)(1, \delta-i+2) \\
& (2, \delta-i+3) \ldots(i, \delta+1)(i+1, \delta+2)(i, \delta+3) \ldots(i+1, m)(i, 1) .
\end{aligned}
$$

Also, set

$$
\begin{aligned}
F_{1}= & (1,1)(\delta, 2)(\delta-1,3)(\delta-2,4) \ldots(1, \delta+1)(\delta, \delta+2) \\
& (1, \delta+3) \ldots(1, m-1)(\delta, m)(1,1),
\end{aligned}
$$

and

$$
\begin{aligned}
F_{\delta}^{\prime}= & (\delta, 1)(1,2)(2,3)(3,4) \ldots(\delta, \delta+1)(1, \delta+2)(\delta, \delta+3) \\
& (1, \delta+4) \ldots(\delta, m-1)(1, m)(\delta, 1)
\end{aligned}
$$

Let

$$
F=\cup_{i=1}^{\delta} F_{i} \text { and } F^{\prime}=\cup_{i=1}^{\delta} F_{i}^{\prime}
$$

By Case $1, A_{1} \cup A_{2} \cup A_{3} \cup\left\{c_{1}, c_{2}, c_{3}\right\}$ is linearly independent. Note that each cycle of $F$ contains an edge of the form $(i-1, m)(i, 1)$ or $(\delta, m)(1,1)$ for some $2 \leq i \leq \delta$ which does not occur in any other cycle of $A_{1} \cup A_{2} \cup A_{3} \cup F \cup\left\{c_{1}, c_{2}, c_{3}\right\}$. Thus, $A_{1} \cup A_{2} \cup A_{3} \cup F \cup\left\{c_{1}, c_{2}, c_{3}\right\}$ is linearly independent. Similarly, each cycle of $F^{\prime}$ contains an edge of the form $(i+1, m)(i, 1)$ or $(1, m)(\delta, 1)$ for some $1 \leq i \leq \delta-1$ which does not occur in any other cycle of $A_{1} \cup A_{2} \cup A_{3} \cup$ $F \cup F^{\prime} \cup\left\{c_{1}, c_{2}, c_{3}\right\}$. Thus, $A_{1} \cup A_{2} \cup A_{3} \cup F \cup F^{\prime} \cup\left\{c_{1}, c_{2}, c_{3}\right\}$ is linearly independent. Now, define the following sets of cycles:

$$
A_{4}=\left\{a_{4}^{(i)}=(i, m)(i+1, m-1)(i+2, m)(i+1,1)(i, m): \delta-1 \leq i \leq n-2\right\}
$$

and

$$
A_{5}=\left\{a_{5}^{(i)}=(i, 1)(i+1, m)(i+2,1)(i+1,2)(i, 1): \delta-1 \leq i \leq n-2\right\}
$$

Also, set the following cycles:

$$
\begin{aligned}
c_{4} & =(1,1)(2, m)(3,1) \ldots(n, m)(1,1) \\
c_{5} & =(1, m)(2,1)(3, m) \ldots(n, 1)(1, m)
\end{aligned}
$$

By using the same arguments as in Case 5 , we can show that $A_{4} \cup A_{5}$ is linearly independent. Since each linear combination of cycles of $A_{4} \cup A_{5}$ contains an edge of the form $(i+1,1)(i, m)$ or $(i, 1)(i+1, m)$ for some $\delta \leq i \leq n-2$ which does not occurs in any cycle of $A_{1} \cup A_{2} \cup A_{3} \cup$ $F \cup F^{\prime} \cup\left\{c_{1}, c_{2}, c_{3}\right\}, A_{1} \cup A_{2} \cup A_{3} \cup A_{4} \cup A_{5} \cup F \cup F^{\prime} \cup\left\{c_{1}, c_{2}, c_{3}\right\}$ is linearly independent. Finally, $c_{4}$ contains the edge $(n, m)(1,1)$ and $c_{5}$ contains the edge $(n, 1)(1, m)$ which do not appear in any cycle of $A_{1} \cup A_{2} \cup A_{3} \cup A_{4} \cup A_{5} \cup F \cup F^{\prime} \cup\left\{c_{1}, c_{2}, c_{3}\right\}$. Thus,

$$
\mathcal{B}=A_{1} \cup A_{2} \cup A_{3} \cup A_{4} \cup A_{5} \cup F \cup F^{\prime} \cup\left\{c_{1}, c_{2}, c_{3}, c_{4}, c_{5}\right\}
$$

is linearly independent. Since

$$
\begin{aligned}
|\mathcal{B}|= & \sum_{i=1}^{5}\left|A_{i}\right|+|F|+\left|F^{\prime}\right|+\sum_{i=1}^{5}\left|c_{i}\right| \\
= & n(m-2)+(m-2)+(m-2)+(n-\delta)+ \\
& (n-\delta)+\delta+\delta+5 \\
= & m n+2 m+1 \\
= & \operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right)
\end{aligned}
$$

$\mathcal{B}$ is a basis of $\mathcal{C}\left(\theta_{n} \times C_{m}\right)$. To complete the proof of the theorem we only need to prove that $\mathcal{B}$ is a 4 -fold basis. For simplicity let $Q=\cup_{i=1}^{5}\left\{c_{i}\right\}$. Let $e \in E\left(\theta_{n} \times C_{m}\right)$. Then
(1) if $e=(i, j)(i+1, j+1)$ or $(n, j)(1, j+1)$, where $1 \leq i \leq n-1$, and $2 \leq j \leq m-2$, then $f_{A_{1}}(e)=2, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{F \cup F^{\prime}}(e)=1$, and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 4$.
(2) If $e=(i, j)(i+1, j-1)$ or $(n, j)(1, j-1)$, where $1 \leq i \leq n-1$, and $3 \leq j \leq m-1$, then $f_{A_{1}}(e)=2, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{F \cup F^{\prime}}(e)=1$, and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 4$.
(3) If $e=(i, 1)(i+1,2)$ or $(1,1)(n, 2)$, where $1 \leq i \leq n-1$, then $f_{A_{1}}(e)=1, f_{A_{2} \cup A_{3}}(e) \leq$ $1, f_{F \cup F^{\prime}}(e)=1$, and $f_{Q}(e)=1$, and so $f_{\mathcal{B}}(e) \leq 4$.
(4) If $e=(i, 2)(i+1,1)$ or $(1,2)(n, 1)$, where $1 \leq i \leq n-1$, then $f_{A_{1}}(e)=1, f_{A_{2} \cup A_{3}}(e) \leq$ $1, f_{F \cup F^{\prime}}(e)=0$, and $f_{Q}(e)=1$, and so $f_{\mathcal{B}}(e) \leq 3$.
(5) If $e=(1, j)(\delta, j+1)$, where $1 \leq j \leq m-2$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e) \leq 2, f_{F \cup F^{\prime}}(e)=$ 1 , and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 3$.
(6) If $e=(1, j)(\delta, j-1)$, where $2 \leq j \leq m-2$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e) \leq 2, f_{F \cup F^{\prime}}(e)=$ 1 , and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 3$.
(7) If $e=(i, m-1)(i+1, m)$ or $(i, m)(i+1, m-1)$ or $(1, m)(n, m-1)$, where $1 \leq i \leq$ $n-1$, then $f_{A_{1}}(e)=1, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{F \cup F^{\prime}}(e)=1$, and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 4$.
(8) If $e=(1, m)(\delta, m-1)$ or $(1, m-1)(\delta, m)$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{F \cup F^{\prime}}(e)=$ 1 , and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 3$.
(9) If $e=(i, 1)(i+1, m)$ or $(i+1,1)(i, m)$, where $1 \leq i \leq n-2$, then $f_{A_{1}}(e)=0$, $f_{A_{2} \cup A_{3}}(e)=0, f_{F \cup F^{\prime}}(e) \leq 2$, and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 3$.
(10) If $e=(1,1)(\delta, m)$ or $(1, m)(\delta, 1)$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e)=0, f_{F \cup F^{\prime}}(e)=1$, and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 1$.
(11) If $e=(1,1)(n, m)$ or $(n, 1)(1, m)$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e)=0, f_{F \cup F^{\prime}}(e) \leq 1$, and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 2$. Therefore $\mathcal{B}$ is a 4 -fold basis.

Subcase 6b. $m<\delta$. Then consider the following set of cycles: $A_{1}, c_{1}, c_{2}$ are as in Case 1 and $A_{4}$ and $A_{5}$ are as in Case 4, and

$$
c_{3}=(1,1)(2,2)(1,3)(2,4) \ldots(1, m)(2,1)(1,2)(2,3) \ldots(2, m)(1,1) .
$$

Using similar arguments to Case 5 , we can show that $A_{1} \cup A_{4} \cup A_{5} \cup\left\{c_{1}, c_{2}, c_{3}\right\}$ is a linearly independent set. Now, let $c_{4}$ and $c_{5}$ be the two cycles as in the Subcase 6a. Then $c_{4}$ contains the edge $(n, m)(1,1)$ which does not appear in the cycles of $A_{1} \cup A_{4} \cup A_{5} \cup\left\{c_{1}, c_{2}, c_{3}\right\}$. Thus, $A_{1} \cup A_{4} \cup A_{5} \cup\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$ is linearly independent. Similarly, $c_{5}$ contains the edge $(n, 1)(1, m)$ which does not appear in any cycle of $A_{1} \cup A_{4} \cup A_{4} \cup\left\{c_{1}, c_{2}, c_{3}, c_{4}\right\}$. Therefore, $A_{1} \cup A_{4} \cup A_{5} \cup\left\{c_{1}, c_{2}, c_{3}, c_{4}, c_{5}\right\}$ is linearly independent. Now, for $j=2,3, \ldots, m$ define the following cycles:

$$
\begin{aligned}
F_{i}= & (1, j)(2, j-1)(3, j-2) \ldots(j, 1)(j+1, m)(j+2, m-1)(j+3, m-2) \ldots \\
& (m+1, j)(m+2, j-1)(m+3, j) \ldots(\delta, j-1)(1, j)
\end{aligned}
$$

and for $j=1,2,3, \ldots, m-1$

$$
\begin{aligned}
F_{i}^{\prime}= & (1, j)(2, j+1)(3, j+2) \ldots(m-j+1, m)(m-j+2,1)(m-j+3,2) \\
& (m-j+4,3) \ldots(m+1, j)(m+2, j+1)(m+3, j) \ldots(\delta, j+1)(1, j) .
\end{aligned}
$$

Moreover, define

$$
\begin{aligned}
F_{1} & =(1,1)(2, m)(3, m-1)(4, m-2) \ldots(m+1,1)(m+2, m)(m+3,1) \ldots(\delta, m)(1,1) \\
F_{m}^{\prime} & =(1, m)(2,1)(3,2)(4,3) \ldots(m+1, m)(m+2,1)(m+3,2) \ldots(\delta, 1)(1, m)
\end{aligned}
$$

Let

$$
F=\cup_{i=1}^{m} F_{i} \text { and } F^{\prime}=\cup_{i=1}^{m} F_{i}^{\prime} .
$$

Note that each cycle of $F \cup F^{\prime}$ contains an edge of the form $(\delta, j+1)(1, j)$ or $(\delta, j-1)(1, j)$ which does not appear in other cycles of

$$
\mathcal{B}=A_{1} \cup A_{4} \cup A_{5} \cup F \cup F^{\prime} \cup\left\{c_{1}, c_{2}, c_{3}, c_{4}, c_{5}\right\}
$$

Thus, $\mathcal{B}$ is linearly independent. Since

$$
\begin{aligned}
|B| & =\left|A_{1}\right|+\left|A_{4}\right|+\left|A_{5}\right|+|F|+\left|F^{\prime}\right|+\sum_{i=1}^{5}\left|c_{i}\right| \\
& =(m-2) n+(n-2)+(n-2)+m+m+5 \\
& =m n+2 m+1 \\
& =\operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right),
\end{aligned}
$$

$\mathcal{B}$ is a basis for $\mathcal{C}\left(\theta_{n} \times C_{m}\right)$. Now to complete the proof, we show that $\mathcal{B}$ is a 4 -fold basis. Let $e \in E\left(\theta_{n} \times C_{m}\right)$. Then
(1) if $e=(i, j)(i+1, j+1)$ where $1 \leq i \leq \delta-2$, and $1 \leq j \leq m-1$ or $(i, j)(i-1, j-1)$, where $2 \leq i \leq \delta-1$, and $2 \leq j \leq m$, then $f_{A_{1} \cup\left\{c_{i}\right\}_{i=1}^{5}}(e) \leq 2, f_{A_{4} \cup A_{5}}(e) \leq 1, f_{F \cup F^{\prime}}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 4$.
(2) If $e=(i, j)(i+1, j+1)$ where $\delta \leq i \leq n-1$, and $1 \leq j \leq m-1$ or $(i, j)(i-1, j-1)$, where $\delta+1 \leq i \leq n$, and $2 \leq j \leq m$, then $f_{A_{1} \cup\left\{c_{i}\right\}_{i=1}^{5}}(e) \leq 3, f_{A_{4} \cup A_{5}}(e) \leq 1, f_{F \cup F^{\prime}}(e)=0$ and so $f_{\mathcal{B}}(e) \leq 4$.
(3) If $e=(i, 1)(i+1, m)$ or $(i+1,1)(i, m)$ or $(1,1)(n, m)$ or $(1, m)(n, 1)$ where $1 \leq i \leq$ $n-2$, then $f_{A_{1} \cup\left\{c_{i}\right\}_{i=1}^{5}}(e) \leq 1, f_{A_{4} \cup A_{5}}(e) \leq 2, f_{F \cup F^{\prime}}(e)=0$ and so $f_{\mathcal{B}}(e) \leq 3$.
(4) If $e=(1, j)(\delta, j+1)$ or $(1, j+1)(\delta, j)$ or $(1,1)(\delta, m)$ or $(1, m)(\delta, 1)$ where $1 \leq j \leq$ $m-1$, then $f_{A_{1} \cup\left\{c_{i}\right\}_{i=1}^{5}}(e) \leq 1, f_{A_{4} \cup A_{5}}(e) \leq 1, f_{F \cup F^{\prime}}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 3$.
(5) If $e=(1,1)(n, m)$ or $(1, m)(n, 1)$, then $f_{A_{1} \cup\left\{c_{i}\right\}_{i=1}^{5}}(e) \leq 1, f_{A_{4} \cup A_{5}}(e)=0, f_{F \cup F^{\prime}}(e)=$ 0 , so $f_{\mathcal{B}}(e) \leq 1$.

Thus, $\mathcal{B}$ is a 4 -fold basis. The proof of this case is complete.

Case 7. $m$ and $n$ are odd, and $\delta$ is even. According to the relation between $m$ and $n$, we split this case into two subcases.

Subcase 7a. $m \geq n$. Then consider the following sets of cycles: $A_{1}, A_{2}$ and $A_{3}$ are as in Case 1 and $c_{1}, c_{2}, c_{3}, c_{1}^{\prime}$ and $c_{2}^{\prime}$ are as in Case 2. Also, for $i=2,3, \ldots, n$, define the following cycles:

$$
\begin{aligned}
F_{i}= & (i, 1)(i-1,2)(i-2,3) \ldots(1, i)(n, i+1)(n-1, i+2)(n-2, i+3) \ldots(i, n+1) \\
& (i-1, n+2)(i, n+3) \ldots(i-1, m)(i, 1),
\end{aligned}
$$

and for $i=1,2,3, \ldots, n-1$

$$
\begin{aligned}
F_{i}^{\prime}= & (i, 1)(i+1,2)(i+2,3) \ldots(n, n-i+1)(1, m-i+2) \\
& (2, m-i+3) \ldots(i, n+1)(i+1, n+2)(i, n+3) \ldots(i+1, m)(i, 1) .
\end{aligned}
$$

Moreover, set

$$
\begin{aligned}
F_{1}= & (1,1)(n, 2)(n-1,3)(n-2,4) \ldots(1, n+1)(n, n+2)(1, n+3) \ldots \\
& (1, m-1)(n, m)(1,1)
\end{aligned}
$$

and

$$
\begin{aligned}
F_{n}^{\prime}= & (n, 1)(1,2)(2,3)(3,4) \ldots(n, n+1)(1, n+2)(n, n+3) \\
& (1, n+4) \ldots(n, m-1)(1, m)(n, 1)
\end{aligned}
$$

Let

$$
F=\cup_{i=1}^{n} F_{i} \text { and } F^{\prime}=\cup_{i=1}^{n} F_{i}^{\prime}
$$

By Case $2, A_{1} \cup A_{2} \cup A_{3} \cup c_{1} \cup c_{2} \cup c_{3} \cup c_{1}^{\prime} \cup c_{2}^{\prime}$ is linearly independent. By a similar argument as in Subcase 6a, we can show that

$$
\mathcal{B}=A_{1} \cup A_{2} \cup A_{3} \cup F \cup F^{\prime} \cup c_{1} \cup c_{2} \cup c_{3} \cup c_{1}^{\prime} \cup c_{2}^{\prime}
$$

is a linearly independent set of cycles. Since

$$
\begin{aligned}
|\mathcal{B}| & =\sum_{i=1}^{3}\left|A_{i}\right|+|F|+\left|F^{\prime}\right|+\sum_{i=1}^{3}\left|c_{i}\right|+\left|c_{1}^{\prime}\right|+\left|c_{2}^{\prime}\right| \\
& =(m-2) n+(m-2)+(m-2)+n+n+5 \\
& =m n+2 m+1 \\
& =\operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right),
\end{aligned}
$$

$\mathcal{B}$ is a cycle basis of $\theta_{n} \times C_{m}$. For simplicity, set $Q=\cup_{i=1}^{3}\left\{c_{i}\right\}_{i=1}^{3}$. Let $e \in E\left(\theta_{n} \times C_{m}\right)$. Then
(1) if $e=(i, j)(i+1, j+1)$ or $(n, j)(1, j+1)$, where $1 \leq i \leq n-1$, and $2 \leq j \leq m-2$, then $f_{A_{1}}(e)=2, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{F \cup F^{\prime}}(e)=1, f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e)=0$ and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 4$.
(2) If $e=(i, j)(i+1, j-1)$ or $(n, j)(1, j-1)$, where $1 \leq i \leq n-1$, and $3 \leq j \leq m-1$, then $f_{A_{1}}(e)=2, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{F \cup F^{\prime}}(e)=1, f_{c_{1}^{\prime} \cup c_{2}^{\prime}}^{\prime}(e)=0$ and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 4$.
(3) If $e=(i, 1)(i+1,2)$ or $(1,1)(n, 2)$, where $1 \leq i \leq n-1$, then $f_{A_{1}}(e)=1, f_{A_{2} \cup A_{3}}(e) \leq$ $1, f_{F \cup F^{\prime}}(e)=1, f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e)=0$ and $f_{Q}(e)=1$, and so $f_{\mathcal{B}}(e) \leq 4$.
(4) If $e=(i, 2)(i+1,1)$ or $(1,2)(n, 1)$, where $1 \leq i \leq n-1$, then $f_{A_{1}}(e)=1, f_{A_{2} \cup A_{3}}(e) \leq$ $1, f_{F \cup F^{\prime}}(e)=0, f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e)=0$ and $f_{Q}(e)=1$, and so $f_{\mathcal{B}}(e) \leq 3$.
(5) If $e=(1, j)(\delta, j+1)$, where $1 \leq j \leq m-2$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e) \leq 2, f_{F \cup F^{\prime}}(e)=$ $1, f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e)=0$ and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 3$.
(6) If $e=(1, j)(\delta, j-1)$, where $2 \leq j \leq m-2$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e) \leq 2$,
$f_{F \cup F^{\prime}}(e)=0, f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e)=0$ and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 2$.
(7) If $e=(i, m-1)(i+1, m)$ or $(i, m)(i+1, m-1)$ or $(1, m)(n, m-1)$, where $1 \leq i \leq$ $n-1$, then $f_{A_{1}}(e)=1, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{F \cup F^{\prime}}(e)=1, f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e)=0$ and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 4$.
(8) If $e=(1, m)(\delta, m-1)$ or $(1, m-1)(\delta, m)$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e) \leq 1, f_{F \cup F^{\prime}}(e)=$ $0, f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e)=0$ and $f_{Q}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 2$.
(9) If $e=(i, 1)(i+1, m)$ or $(i+1,1)(i, m)$, where $1 \leq i \leq n-2$, then $f_{A_{1}}(e)=0$, $f_{A_{2} \cup A_{3}}(e)=0, f_{F \cup F^{\prime}}(e)=1, f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e) \leq 1$ and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 2$.
(10) If $e=(1,1)(\delta, m)$ or $(m, 1)(\delta, 1)$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e)=0, f_{F \cup F^{\prime}}(e)=0$, $f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e)=1$ and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 1$.
(11) If $e=(1,1)(n, m)$ or $(n, 1)(1, m)$, then $f_{A_{1}}(e)=0, f_{A_{2} \cup A_{3}}(e)=0, f_{F \cup F^{\prime}}(e)=1$, $f_{c_{1}^{\prime} \cup c_{2}^{\prime}}(e) \leq 1$ and $f_{Q}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 2$. Therefore $\mathcal{B}$ is a 4 -fold basis.
Subcase 7b. $m<n$. Then consider $c_{1}^{\prime}$ and $c_{2}^{\prime}$ as in Case 2 and $c_{5}^{\prime}, A_{4}$ and $A_{5}$ as in Case 5. Moreover, set

$$
\begin{aligned}
A_{1}^{\prime}= & A_{1}-\{\{(1, j)(2, j+1)(1, j+2)(n, j+1)(1, j): j=1,2, \ldots, m-2\} \\
& \cup\{(n, j)(n-1, j+1)(n, j+2)(1, j+1)(n, j): j=1,2, \ldots, m-2\}\},
\end{aligned}
$$

where $A_{1}$ is as in Case 1. Also, set

$$
\begin{aligned}
& A_{2}^{\prime}=\{(1, j)(2, j+1)(3, j)(4, j+1) \ldots(\delta, j+1)(1, j) \mid j=1,2, \ldots m-1\} \\
& \left.A_{3}^{\prime}=\{(1, j-1)(2, j)(3, j-1) \ldots(\delta, j)(1, j-1) \mid j=2, \ldots m\}\right\}
\end{aligned}
$$

By Case 5 and noting that each cycle of $A_{2}^{\prime} \cup A_{3}^{\prime}$ contains an edge of the form $(\delta, j+1)(1, j)$ for some $1 \leq j \leq m-1$ or an edge of the form $(\delta, j)(1, j-1)$ for some $2 \leq j \leq m$ which appears in no cycle of $A_{1}^{\prime} \cup A_{4} \cup A_{5} \cup c_{1}^{\prime} \cup c_{2}^{\prime} \cup c_{5}^{\prime}$, we have that $A_{1}^{\prime} \cup A_{2}^{\prime} \cup A_{3}^{\prime} \cup A_{4} \cup A_{5} \cup c_{1}^{\prime} \cup c_{2}^{\prime} \cup c_{5}^{\prime}$ is linearly independent. Now, for $j=2,3, \ldots, m$, consider the following cycles:

$$
\begin{aligned}
F_{i}= & (1, j)(2, j-1)(3, j-2) \ldots(j, 1)(j+1, m)(j+2, m-1)(j+3, m-2) \ldots \\
& (m+1, j)(m+2, j-1)(m+3, j) \ldots(n, j-1)(1, j)
\end{aligned}
$$

and for $j=1,2,3, \ldots, m-1$

$$
\begin{aligned}
F_{i}^{\prime}= & (1, j)(2, j+1)(3, j+2) \ldots(m-j+1, m)(m-j+2,1)(m-j+3,2)(m-j+4,3) \ldots \\
& (m+1, j)(m+2, j+1)(m+3, j) \ldots(n, j+1)(1, j)
\end{aligned}
$$

Moreover, set

$$
\begin{aligned}
F_{1} & =(1,1)(2, m)(3, m-1)(4, m-2) \ldots(m+1,1)(m+2, m)(m+3,1) \ldots(n, m)(1,1) \\
F_{m}^{\prime} & =(1, m)(2,1)(3,2)(4,3) \ldots(m+1, m)(m+2,1)(m+3,2) \ldots(n, 1)(m, 1)
\end{aligned}
$$

Let

$$
F=\cup_{i=1}^{m} F_{i} \text { and } F^{\prime}=\cup_{i=1}^{m} F_{i}^{\prime} .
$$

Using a similar arguments as in Subcase 6b, we show that

$$
\mathcal{B}=A_{1}^{\prime} \cup A_{2}^{\prime} \cup A_{3}^{\prime} \cup A_{4} \cup A_{5} \cup F \cup F^{\prime} \cup c_{1}^{\prime} \cup c_{2}^{\prime} \cup c_{5}^{\prime}
$$

is linearly independent. Note that

$$
\begin{aligned}
|B| & =\sum_{i=1}^{3}\left|A_{i}^{\prime}\right|+\left|A_{4}\right|+\left|A_{5}\right|+|F|+\left|F^{\prime}\right|+3 \\
& =(m-2)(n-2)+(m-1)+(m-1)+(n-2)+(n-2)+m+m+3 \\
& =m n+2 m+1 \\
& =\operatorname{dim} \mathcal{C}\left(\theta_{n} \times C_{m}\right)
\end{aligned}
$$

Thus, $\mathcal{B}$ is a basis for $\mathcal{C}\left(\theta_{n} \times C_{m}\right)$. Now, let $e \in E\left(\theta_{n} \times C_{m}\right)$. Then
(1) If $e=(i, j)(i+1, j+1)$, where $1 \leq i \leq n-2$, and $1 \leq j \leq m-1$, then $f_{A_{1}^{\prime} \cup A_{2}^{\prime} \cup A_{3}^{\prime} \cup A_{4} \cup A_{5}}(e) \leq$ $3, f_{F \cup F^{\prime}}(e)=1, f_{\left\{c_{5}^{\prime}\right\}}(e)=0$ and $f_{\left\{c_{1}^{\prime}, c_{2}^{\prime}\right\}}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 4$.
(2) If $e=(i, j)(i-1, j+1)$, where $2 \leq i \leq n-1$, and $1 \leq j \leq m-1$, then $f_{A_{1}^{\prime} \cup A_{2}^{\prime} \cup A_{3}^{\prime} \cup A_{4} \cup A_{5}}(e) \leq$ $3, f_{F \cup F^{\prime}}(e) \leq 1, f_{\left\{c_{5}^{\prime}\right\}}(e)=0$ and $f_{\left\{c_{1}^{\prime}, c_{2}^{\prime}\right\}}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 4$.
(3) If $e=(n-1, j)(n, j+1)$ or $(n-1, j+1)(n, j)$ or $(n-1,1)(n, m)$ or $(n-1, m)(n, 1)$, where $1 \leq j \leq m-2$, then $f_{A_{1}^{\prime} \cup A_{2}^{\prime} \cup A_{3}^{\prime} \cup A_{4} \cup A_{5}}(e) \leq 3, f_{F \cup F^{\prime}}(e)=0, f_{\left\{c_{5}^{\prime}\right\}}(e) \leq 1$ and $f_{\left\{c_{1}^{\prime}, c_{2}^{\prime}\right\}}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 4$.
(4) If $e=(1, j)(\delta, j+1)$ or $(1, j+1)(\delta, j)$ or $(1,1)(\delta, m)$ or $(1, m)(\delta, 1)$ where $1 \leq j \leq m$, then $f_{A_{1}^{\prime} \cup A_{2}^{\prime} \cup A_{3}^{\prime} \cup A_{4} \cup A_{5}}(e) \leq 1, f_{F \cup F^{\prime}}(e) \leq 1, f_{\left\{c_{5}^{\prime}\right\}}(e)=0$ and $f_{\left\{c_{1}^{\prime}, c_{2}^{\prime}\right\}}(e) \leq 1$, and so $f_{\mathcal{B}}(e) \leq 3$.
(5) If $e=(1, j)(n, j+1)$ or $(1, j+1)(n, j+1)$ or $(1,1)(n, m)$ or $(1, m)(n, 1)$ where $1 \leq$ $j \leq m-1$, then $f_{A_{1}^{\prime} \cup A_{2}^{\prime} \cup A_{3}^{\prime} \cup A_{4} \cup A_{5}}(e)=0, f_{F \cup F^{\prime}}(e) \leq 1, f_{\left\{c_{5}^{\prime}\right\}}(e)=0$ and $f_{\left\{c_{1}^{\prime}, c_{2}^{\prime}\right\}}(e)=0$, and so $f_{\mathcal{B}}(e) \leq 1$. Thus, $\mathcal{B}$ is a 4 -fold basis of $\mathcal{C}\left(\theta_{n} \times C_{m}\right)$. The proof of this case is complete.

Case 8. $m, n$ and $\delta$ are odd. By relabeling the vertices of $\theta_{n}$ in the opposite direction, we get a similar case to Case 6 . The proof of this case is complete.

By combining Lemma 3.3 and Lemma 3.4, we have the following result.

Theorem 3.5. For any graph $\theta_{n}$ of order $n \geq 4$ and cycle $C_{m}$ of order $m \geq 3$, we have $3 \leq b\left(\theta_{n} \times C_{m}\right) \leq 4$.
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#### Abstract

In this note, we prove that every regular curve in four dimensional Euclidean space satisfies a vector differential equation of fifth order. Thereafter, in the same space, a relation among curvatures functions of inclined curves is obtained in terms of harmonic curvatures, which is related with Smarandache geometries ([5]).
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## §1. Introduction

At the beginning of the twentieth century, A.Einstein's theory opened a door of use of new geometries. These geometries mostly have higher dimensions. In higher dimensional Euclidean space, researchers treated some topics of classical differential geometry [1], [2] and [3].

It is well-known that, if a curve differentiable in an open interval, at each point, a set of mutually orthogonal unit vectors can be constructed. And these vectors are called Frenet frame or moving frame vectors. The rates of these frame vectors along the curve define curvatures of the curves. The set, whose elements are frame vectors and curvatures of a curve, is called Frenet apparatus of the curves.

In [1], author wrote a relation of inclined curves. In this work, first, we prove that every regular curve in four dimensional Euclidean space satisfies a vector differential equation of fifth order. This result is obtained by means of Frenet formulas. Then using relation of inclined curves written in [1], we express a new relation for inclined curves in Euclidean space $E^{4}$, which is related with Smarandache geometries, see [5] for details.

## §2. Preliminaries

To meet the requirements in the next sections, here, the basic elements of the theory of curves in the space $E^{4}$ are briefly presented (a more complete elementary treatment can be found in [4]).

Let $\alpha: I \subset R \rightarrow E^{4}$ be an arbitrary curve in the Euclidean space $E^{4}$. Recall that the curve $\alpha$ is said to be of unit speed (or parameterized by arclength function $s$ ) if $\left\langle\alpha^{\prime}(s), \alpha^{\prime}(s)\right\rangle=1$, where $\langle.,$.$\rangle is the standard scalar (inner) product of E^{4}$ given by

[^9]\[

$$
\begin{equation*}
\langle X, Y\rangle=x_{1} y_{1}+x_{2} y_{2}+x_{3} y_{3}+x_{4} y_{4} \tag{1}
\end{equation*}
$$

\]

for each $X=\left(x_{1}, x_{2}, x_{3}, x_{4}\right), Y=\left(y_{1}, y_{2}, y_{3}, y_{4}\right) \in E^{4}$. In particular, the norm of a vector $X \in E^{4}$ is given by

$$
\|X\|=\sqrt{\langle X, X\rangle}
$$

Let $\{T(s), N(s), B(s), E(s)\}$ be the moving frame along the unit speed curve $\alpha$. Then the Frenet formulas are given by [2]

$$
\left[\begin{array}{c}
T^{\prime}  \tag{2}\\
N^{\prime} \\
B^{\prime} \\
E^{\prime}
\end{array}\right]=\left[\begin{array}{cccc}
0 & \kappa & 0 & 0 \\
-\kappa & 0 & \tau & 0 \\
0 & -\tau & 0 & \sigma \\
0 & 0 & -\sigma & 0
\end{array}\right]\left[\begin{array}{c}
T \\
N \\
B \\
E
\end{array}\right]
$$

Here $T, N, B$ and $E$ are called the tangent, the normal, the binormal and the trinormal vector fields of the curves, respectively, and the functions $\kappa(s), \tau(s)$ and $\sigma(s)$ are called the first, the second and the third curvature of a curve in $E^{4}$, respectively. Also, the functions $H_{1}=\frac{\kappa}{\tau}$ and $H_{2}=\frac{H_{1}^{\prime}}{\sigma}$ are called harmonic curvatures of the curves in $E^{4}$, where $\kappa \neq 0, \tau \neq 0$ and $\sigma \neq 0$. Let $\alpha: I \subset R \rightarrow E^{4}$ be a regular curve. If tangent vector field $T$ of $\alpha$ forms a constant angle with unit vector $U$, this curve is called an inclined curve in $E^{4}$.

In the same space, the author wrote a characterization for inclined curves with the following theorem in [1].

Theorem 2.1 Let $\alpha: I \subset R \rightarrow E^{4}$ be an unit speed regular curve with curvatures $\kappa \neq 0, \tau \neq 0$ and $\sigma \neq 0 . \alpha$ is an inclined curve if and only if there is a relation

$$
\begin{equation*}
\frac{\kappa}{\tau}=A \cdot \cos \int_{0}^{s} \sigma d s \cdot+B \cdot \sin \int_{0}^{s} \sigma d s \tag{3}
\end{equation*}
$$

where $A, B \in R$.

## §3. Vector Differential Equation of Fifth Order Satisfied by Regular Curves in $\mathbf{E}^{4}$

Theorem 3.1 Let $X: I \subset R \rightarrow E^{4}$ be an unit speed regular curve with curvatures $\kappa \neq 0, \tau \neq 0$ and $\sigma \neq 0$ in $E^{4}$. Position vector and curvatures of $\alpha$ satisfies a vector differential equation of fifth order.

Proof Let $X: I \subset R \rightarrow E^{4}$ be an unit speed regular curve with curvatures $\kappa \neq 0, \tau \neq 0$ and $\sigma \neq 0$ in $E^{4}$. Considering Frenet equations, we write that

$$
\begin{equation*}
N=\frac{T^{\prime}}{\kappa} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
B=\frac{1}{\tau}\left(\kappa T+N^{\prime}\right) \tag{5}
\end{equation*}
$$

Substituting (3) in (1) $)_{3}$, we get

$$
\begin{equation*}
B^{\prime}=-\frac{\tau}{\kappa} T^{\prime}+\sigma E \tag{6}
\end{equation*}
$$

Then, differentiating (3) and substituting it to (4), we find

$$
\begin{equation*}
B=\frac{1}{\tau}\left[\kappa T+\left(\frac{T^{\prime}}{\kappa}\right)^{\prime}\right] \tag{7}
\end{equation*}
$$

Taking the integral on both sides of $(1)_{4}$, we know

$$
\begin{equation*}
E=-\int \sigma B d s \tag{8}
\end{equation*}
$$

and substituting (6) to (7), we get

$$
\begin{equation*}
E=-\int \frac{\sigma}{\tau}\left[\kappa T+\left(\frac{T^{\prime}}{\kappa}\right)^{\prime}\right] d s \tag{9}
\end{equation*}
$$

Applying (8) in (5), we have

$$
\begin{equation*}
B^{\prime}=-\frac{\tau}{\kappa} T^{\prime}-\sigma \int \frac{\sigma}{\tau}\left[\kappa T+\left(\frac{T^{\prime}}{\kappa}\right)^{\prime}\right] d s \tag{10}
\end{equation*}
$$

Similarly, differentiating (6) and considering (9), then

$$
\left\{\begin{array}{c}
\left(\frac{1}{\tau}\right)^{\prime}\left[\frac{T^{\prime \prime} \kappa-T^{\prime} \kappa^{\prime}}{\kappa^{2}}+\kappa T\right]+  \tag{11}\\
\frac{1}{\tau}\left[\frac{\left(T^{\prime \prime \prime} \kappa+T^{\prime} \kappa^{\prime \prime}\right) \kappa^{2}-2 \kappa \kappa^{\prime}\left(T^{\prime \prime} \kappa-T^{\prime} \kappa^{\prime}\right)}{\kappa^{+}}+\kappa^{\prime} T+\kappa T^{\prime}\right] \\
+\frac{\tau}{\kappa} T^{\prime}+\sigma \int \frac{\sigma}{\tau}\left[\kappa T+\left(\frac{T^{\prime}}{\kappa}\right)^{\prime}\right] d s
\end{array}\right\}=0
$$

is obtained. One more differentiating of (10) and simplifying this with $\dot{X}=T, \ddot{X}=T^{\prime}, \dddot{X}=$ $T^{\prime \prime}, X^{(I V)}=T^{\prime \prime \prime}$ and $X^{(V)}=T^{(I V)}$, we know

$$
\left\{\begin{array}{c}
{\left[\frac{1}{\kappa \tau}\right] X^{(V)}+\left[\frac{\kappa^{\prime}}{\kappa^{2} \tau}+\left(\frac{1}{\tau}\right)^{\prime} \frac{1}{\kappa}+\left(\frac{1}{\kappa^{4} \tau}\right)^{\prime} \kappa+\frac{2}{\kappa^{3} \tau}\right] \cdot X^{(I V)}+}  \tag{12}\\
{\left[\left(\frac{1}{\tau}\right)^{\prime \prime} \frac{1}{\kappa}-2\left(\frac{1}{\tau}\right)^{\prime} \frac{\kappa^{\prime}}{\kappa^{2}}-\kappa^{2} \kappa^{\prime} \tau\left(\frac{1}{\kappa^{4} \tau}\right)^{\prime}-\frac{\kappa^{\prime \prime}}{\kappa^{2} \tau}-\frac{2}{\kappa^{3} \tau} \kappa^{\prime^{2}}+\kappa^{5}+\frac{\tau}{\kappa}+\frac{\sigma^{2}}{\kappa \tau}\right] . \ddot{X}} \\
{\left[\begin{array}{c}
-\frac{\kappa^{\prime}}{\kappa^{2}}\left(\frac{1}{\tau}\right)^{\prime \prime}-\frac{\kappa^{\prime \prime}}{\kappa^{2}}\left(\frac{1}{\tau}\right)^{\prime}+\frac{2 \kappa^{\prime^{\prime}}}{\kappa^{3}}\left(\frac{1}{\tau}\right)^{\prime}+\kappa\left(\frac{1}{\tau}\right)^{\prime}+2 \kappa^{\prime^{2}} \kappa\left(\frac{1}{\kappa^{4} \tau}\right)+\kappa^{5}\left(\frac{1}{\kappa^{4} \tau}\right)^{\prime} \\
-\frac{2 \kappa^{\prime} \kappa^{\prime \prime}}{\kappa^{3} \tau}+\frac{\kappa^{\prime} \sigma}{\tau}+\left(\frac{\tau}{\kappa}\right)^{\prime}+\frac{\sigma^{2}}{\kappa \tau}-\kappa^{2} \kappa^{\prime \prime}\left(\frac{1}{\kappa^{4} \tau}\right)^{\prime}-\frac{\sigma^{2} \kappa^{\prime}}{\kappa \tau} \\
{\left[\kappa\left(\frac{1}{\tau}\right)^{\prime \prime}+\kappa^{\prime}\left(\frac{1}{\tau}\right)^{\prime \prime}+\kappa^{\prime}\left(\frac{1}{\tau}\right)^{\prime}+\kappa^{4} \kappa^{\prime}\left(\frac{1}{\kappa^{4} \tau}\right)^{\prime}+\frac{4 \kappa^{\prime 2}}{\kappa \tau}+\frac{\kappa^{\prime \prime}}{\tau}+\frac{\sigma^{2} \kappa^{\prime}}{\tau}\right] \cdot \dot{X}}
\end{array}\right\}=0 .}
\end{array}\right\}=0 .
$$

The formula (12) proves the theorem as desired.

## §4. A Characterization of Inclined Curves in $\mathbf{E}^{4}$

Theorem 4.1 Let $\alpha: I \subset R \rightarrow E^{4}$ be an unit speed regular curve with curvatures $\kappa \neq 0, \tau \neq 0$ and $\sigma \neq 0$ in $E^{4} . \alpha$ is an inclined curve if and only if

$$
\begin{equation*}
H_{1}^{2}+H_{2}^{2}=\text { constant } \tag{13}
\end{equation*}
$$

where $H_{1}$ and $H_{2}$ are harmonic curvatures.
Proof Let $\alpha$ be an regular inclined curve in $E^{4}$. In this case, we can write

$$
\begin{equation*}
\frac{\kappa}{\tau}=A \cdot \cos \int_{0}^{s} \sigma d s \cdot+B \cdot \sin \int_{0}^{s} \sigma d s \tag{14}
\end{equation*}
$$

where $A, B \in R$. If we differentiate (14) respect to $s$, we get

$$
\begin{equation*}
\frac{1}{\sigma} \frac{d}{d s}\left(\frac{\kappa}{\tau}\right)=-A \cdot \sin \int_{0}^{s} \sigma d s \cdot+B \cdot \cos \int_{0}^{s} \sigma d s \tag{15}
\end{equation*}
$$

Similarly, one more differentiating (15) respect to $s$, we have

$$
\begin{equation*}
\frac{d}{d s}\left[\frac{1}{\sigma} \frac{d}{d s}\left(\frac{\kappa}{\tau}\right)\right]=-A \sigma \sin \int_{0}^{s} \sigma d s .-B \sigma \sin \int_{0}^{s} \sigma d s \tag{16}
\end{equation*}
$$

Using notations $\sigma H_{1}=\sigma \frac{\kappa}{\tau}$ and $\frac{d H_{2}}{d s}$ in (16), we find

$$
\begin{equation*}
\sigma H_{1}+\frac{d H_{2}}{d s}=0 \tag{17}
\end{equation*}
$$

Multiplying both sides of (17) with $\frac{1}{\sigma} H_{1}^{\prime}=H_{2}$, we obtain

$$
\begin{equation*}
H_{1} H_{1}^{\prime}+H_{2} H_{2}^{\prime}=0 \tag{18}
\end{equation*}
$$

The formula (18) yields that

$$
\begin{equation*}
H_{1}^{2}+H_{2}^{2}=\text { constant } \tag{19}
\end{equation*}
$$

Conversely, let relation (19) hold. Differentiating (19) respect to $s$, we know

$$
\begin{equation*}
H_{1} H_{1}^{\prime}+H_{2} H_{2}^{\prime}=0 \tag{20}
\end{equation*}
$$

Similarly differentiating of expressions of harmonic curvatures and using these in (20), we have the following differential equation

$$
\begin{equation*}
\frac{1}{\sigma^{2}} H_{1}^{\prime \prime}+\frac{1}{\sigma}\left(\frac{1}{\sigma}\right)^{\prime} H_{1}^{\prime}+H_{1}=0 \tag{21}
\end{equation*}
$$

Using an exchange variable $t=\int_{0}^{s} \sigma d s$ in (20),

$$
\begin{equation*}
\ddot{H}_{1}+H_{1}=0 \tag{22}
\end{equation*}
$$

Here, the notation $\ddot{H}_{1}$ indicates derivative of $H_{1}$ according to $t$. Solution of (22) follows that

$$
\begin{equation*}
H_{1}=A \cos t+B \sin t \tag{23}
\end{equation*}
$$

where $A, B \in R$. Therefore, we write that

$$
\begin{equation*}
\frac{\kappa}{\tau}=A \cdot \cos \int_{0}^{s} \sigma d s \cdot+B \cdot \sin \int_{0}^{s} \sigma d s \tag{24}
\end{equation*}
$$

By Theorem 2.1, (24) implies that $\alpha$ is an inclined curve in $E^{4}$.
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#### Abstract

For any vertex $x$ in a connected graph $G$ of order $p \geq 2$, a set $S \subseteq V(G)$ is an $x$-detour set of $G$ if each vertex $v \in V(G)$ lies on an $x-y$ detour for some element $y$ in $S$. The minimum cardinality of an $x$-detour set of $G$ is defined as the $x$-detour number of $G$, denoted by $d_{x}(G)$. An $x$-detour set of cardinality $d_{x}(G)$ is called a $d_{x}$-set of $G$. An $x$-detour set $S_{x}$ is called a minimal $x$-detour set if no proper subset of $S_{x}$ is an $x$-detour set. The upper $x$-detour number, denoted by $d_{x}^{+}(G)$, is defined as the maximum cardinality of a minimal $x$-detour set of $G$. We determine bounds for it and find the same for some special classes of graphs. For any three positive integers $a, b$ and $n$ with $a \geq 2$ and $a \leq n \leq b$, there exists a connected graph $G$ with $d_{x}(G)=a, d_{x}^{+}(G)=b$ and a minimal $x$-detour set of cardinality $n$. A subset $T$ of a minimum $x$-detour set $S_{x}$ of $G$ is an $x$-forcing subset for $S_{x}$ if $S_{x}$ is the unique minimum $x$-detour set containing $T$. An $x$-forcing subset for $S_{x}$ of minimum cardinality is a minimum $x$-forcing subset of $S_{x}$. The forcing $x$-detour number of $S_{x}$, denoted by $f_{d x}\left(S_{x}\right)$, is the cardinality of a minimum $x$-forcing subset for $S_{x}$. The forcing $x$-detour number of $G$ is $f_{d x}(G)=\min \left\{f_{d x}\left(S_{x}\right)\right\}$, where the minimum is taken over all minimum $x$-detour sets $S_{x}$ in $G$. It is shown that for any three positive integers $a, b$ and $c$ with $2 \leq a \leq b \leq c$, there exists a connected graph $G$ with $f_{d x}(G)=a, d_{x}(G)=b$ and $d_{x}^{+}(G)=c$ for some vertex $x$ in $G$.
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## §1. Introduction

By a graph $G=(V, E)$ we mean a finite undirected connected graph without loops or multiple edges. The order and size of $G$ are denoted by $p$ and $q$ respectively. For basic graph theoretic

[^10]terminology we refer to Harary [6]. For vertices $x$ and $y$ in a connected graph $G$, the distance $d(x, y)$ is the length of a shortest $x-y$ path in $G$. An $x-y$ path of length $d(x, y)$ is called an $x-y$ geodesic. The closed interval $I[x, y]$ consists of all vertices lying on some $x-y$ geodesic of $G$, while for $S \subseteq V, I[S]=\bigcup_{x, y \in S} I[x, y]$. A set $S$ of vertices is a geodetic set if $I[S]=V$, and the minimum cardinality of a geodetic set is the geodetic number $g(G)$. A geodetic set of cardinality $g(G)$ is called a $g$ - set. The geodetic number of a graph was introduced in $[1,7]$ and further studied in [3].

The concept of vertex geodomination number was introduced by Santhakumaran and Titus in [8] and further studied in [9]. Let $x$ be a vertex of a connected graph $G$. A set $S$ of vertices of $G$ is an $x$-geodominating set of $G$ if each vertex $v$ of $G$ lies on an $x-y$ geodesic in $G$ for some element $y$ in $S$. The minimum cardinality of an $x$-geodominating set of $G$ is defined as the $x$-geodomination number of $G$ and is denoted by $g_{x}(G)$. An $x$-geodominating set of cardinality $g_{x}(G)$ is called a $g_{x}-$ set. The connected vertex geodomination number was introduced and studied by Santhakumaran and Titus in [11]. A connected $x$-geodominating set of $G$ is an $x$-geodominating set $S$ such that the subgraph $G[S]$ induced by $S$ is connected. The minimum cardinality of a connected $x$-geodominating set of $G$ is the connected $x$-geodomination number of $G$ and is denoted by $c g_{x}(G)$. A connected $x$-geodominating set of cardinality $c g_{x}(G)$ is called a $c g_{x}$-set of $G$.

For vertices $x$ and $y$ in a connected graph $G$, the detour distance $D(x, y)$ is the length of a longest $x-y$ path in $G$. An $x-y$ path of length $D(x, y)$ is called an $x-y$ detour. The closed interval $I_{D}[x, y]$ consists of all vertices lying on some $x-y$ detour of $G$, while for $S \subseteq V$, $I_{D}[S]=\bigcup_{x, y \in S} I_{D}[x, y]$. A set $S$ of vertices is a detour set if $I_{D}[S]=V$, and the minimum cardinality of a detour set is the detour number $d n(G)$. A detour set of cardinality $d n(G)$ is called a minimum detour set. The detour number of a graph was introduced in [4] and further studied in [5].

The concept of vertex detour number was introduced by Santhakumaran and Titus in [10]. Let $x$ be a vertex of a connected graph $G$. A set $S$ of vertices of $G$ is an $x$-detour set if each vertex $v$ of $G$ lies on an $x-y$ detour in $G$ for some element $y$ in $S$. The minimum cardinality of an $x$-detour set of $G$ is defined as the $x$-detour number of $G$ and is denoted by $d_{x}(G)$. An $x$-detour set of cardinality $d_{x}(G)$ is called a $d_{x}$-set of $G$. A vertex $v$ in a graph $G$ is an $x$-detour vertex if $v$ belongs to every minimum $x$-detour set of $G$. The connected $x$-detour number was introduced and studied by Santhakumaran and Titus in [12]. A connected $x$-detour set of $G$ is an $x$-detour set $S$ such that the subgraph $G[S]$ induced by $S$ is connected. The minimum cardinality of a connected $x$-detour set of $G$ is the connected $x$-detour number of $G$ and is denoted by $c d_{x}(G)$. A connected $x$-detour set of cardinality $c d_{x}(G)$ is called a $c d_{x}$-set of $G$.

For the graph $G$ given in Fig.1.1, the minimum vertex detour sets, the vertex detour numbers, the minimum connected vertex detour sets and the connected vertex detour numbers are given in Table 1.1. An elaborate study of results in vertex detour number with several interesting applications is given in [10].


Fig.1.1

| Vertex $x$ | $d_{x}$-sets | $d_{x}(G)$ | $c d_{x}$-sets | $c d_{x}(G)$ |
| :---: | :---: | :---: | :---: | :---: |
| $t$ | $\{y, w\},\{z, w\},\{u, w\}$ | 2 | $\{y, v, w\},\{u, v, w\}$ | 3 |
| $y$ | $\{w\}$ | 1 | $\{w\}$ | 1 |
| $z$ | $\{w\}$ | 1 | $\{w\}$ | 1 |
| $u$ | $\{w\}$ | 1 | $\{w\}$ | 1 |
| $v$ | $\{y, w\},\{z, w\},\{u, w\}$ | 2 | $\{y, v, w\},\{u, v, w\}$ | 3 |
| $w$ | $\{y\},\{z\},\{u\}$ | 1 | $\{y\},\{z\},\{u\}$ | 1 |

Table 1.1
The following theorems will be used in the sequel.

Theorem 1.1([10]) Let $x$ be any vertex of a connected graph $G$.
(i) Every end-vertex of $G$ other than the vertex $x$ (whether $x$ is end-vertex or not) belongs to every $x$-detour set.
(ii) No cutvertex of $G$ belongs to any $d_{x}$-set.

Theorem 1.2([10]) Let $G$ be a connected graph with cut vertices and let $S_{x}$ be an $x$-detour set of $G$. Then every branch of $G$ contains an element of $S_{x} \bigcup\{x\}$.

Theorem 1.3([10]) If $G$ is a connected graph with $k$ end-blocks, then $d_{x}(G) \geq k-1$ for every vertex $x$ in $G$. In particular, if $x$ is a cut vertex of $G$, then $d_{x}(G) \geq k$.

Theorem 1.4 $([10])$ Let $T$ be a tree with number of end-vertices $t$. Then $d_{x}(T)=t-1$ or $d_{x}(T)=t$ according as $x$ is an end-vertex or not. In fact, if $W$ is the set of all end-vertices of $T$, then $W-\{x\}$ is the unique $d_{x}$-set of $T$.

Theorem 1.5([10]) If $G$ is the complete graph $K_{n}(n \geq 2)$, the $n$-cube $Q_{n}(n \geq 2)$, the cycle $C_{n}(n \geq 3)$, the wheel $W_{n}=K_{1}+C_{n-1}(n \geq 4)$ or the complete bipartite graph $K_{m, n}(m, n \geq 2)$, then $d_{x}(G)=1$ for every vertex $x$ in $G$.

Throughout the following $G$ denotes a connected graph with at least two vertices.

## §2. Minimal Vertex Detour Sets in a Graph

Definition 2.1 Let $x$ be any vertex of a connected graph $G$. An $x$-detour set $S_{x}$ is called a minimal $x$-detour set if no proper subset of $S_{x}$ is an $x$-detour set. The upper $x$-detour number, denoted by $d_{x}^{+}(G)$, is defined as the maximum cardinality of a minimal $x$-detour set of $G$.

It is clear from the definition that for any vertex $x$ in $G, x$ does not belong to any minimal $x$-detour set of $G$.

Example 2.2 For the graph G given in Fig.2.1, the minimum vertex detour sets, the minimum vertex detour numbers, the minimal vertex detour sets and the upper vertex detour numbers are given in Table 2.1.


Fig.2.1

| Vertex $x$ | Minimum $x$-detour sets | $d_{x}(G)$ | Minimal $x$-detour sets | $d_{x}^{+}(G)$ |
| :---: | :---: | :---: | :---: | :---: |
| $t$ | $\{a, y\},\{a, z\}$ | 2 | $\{a, u, v\},\{a, y\},\{a, z\}$ | 3 |
| $y$ | $\{a, t\},\{a, z\},\{a, u\},\{a, v\}$ | 2 | $\{a, t\},\{a, z\},\{a, u\},\{a, v\}$ | 2 |
| $z$ | $\{a\}$ | 1 | $\{a\}$ | 1 |
| $u$ | $\{a, y\},\{a, z\},\{a, v\}$ | 2 | $\{a, y\},\{a, z\},\{a, v\}$ | 2 |
| $v$ | $\{a, y\},\{a, z\},\{a, u\}$ | 2 | $\{a, y\},\{a, z\},\{a, u\}$ | 2 |
| $w$ | $\{a, z\}$ | 2 | $\{a, z\},\{a, t, y\},\{a, y, u\}$, | 3 |
| $a$ |  |  | $\{a, y, v\},\{a, u, v\}$ |  |
| $a$ | $\{z\}$ | 1 | $\{z\},\{t, y\},\{y, u\},\{y, v\},\{u, v\}$ | 2 |

Table 2.1
Note 2.3 For any vertex $x$ in a connected graph $G$, every minimum $x$-detour set is a minimal $x$-detour set, but the converse is not true. For the graph $G$ given in Figure 2.1, $\{a, u, v\}$ is a minimal $t$-detour set but it is not a minimum $t$-detour set of $G$.

Theorem 2.4 Let $x$ be any vertex of a connected graph $G$.
(i) Every end-vertex of $G$ other than the vertex $x$ (whether $x$ is end-vertex or not) belongs to every minimal $x$-detour set.
(ii) No cut vertex of $G$ belongs to any minimal $x$-detour set.

Proof (i) Let $x$ be any vertex of $G$. Since $x$ does not belong to any minimal $x$-detour set, let $v \neq x$ be an end-vertex of $G$. Then $v$ is the terminal vertex of an $x-v$ detour and $v$ is not an internal vertex of any detour so that $v$ belongs to every minimal $x$-detour set of $G$.
(ii) Let $y \neq x$ be a cut vertex of $G$. Let $U$ and $W$ be two components of $G-\{y\}$. For any vertex $x$ in $G$, let $S_{x}$ be a minimal $x$-detour set of $G$. Suppose that $x \in U$. Now, suppose that $S_{x} \bigcap W=\emptyset$. Let $w_{1} \in W$. Then $w_{1} \notin S_{x}$. Since $S_{x}$ is an $x$-detour set, there exists an element $z$ in $S_{x}$ such that $w_{1}$ lies in some $x-z$ detour $P: x=z_{0}, z_{1}, \ldots, w_{1}, \ldots, z_{n}=z$ in $G$. Since $S_{x} \bigcap W=\emptyset$ and $y$ is a cut vertex of $G$, it follows that the $x-w_{1}$ subpath of $P$ and the $w_{1}-z$ subpath of $P$ both contain $y$ so that $P$ is not a path in $G$. Hence $S_{x} \bigcap W \neq \emptyset$. Let $w_{2} \in S_{x} \bigcap W$. Then $w_{2} \neq y$ so that $y$ is an internal vertex of an $x-w_{2}$ detour. If $y \in S_{x}$, let $S=S_{x}-\{y\}$. It is clear that every vertex that lies on an $x-y$ detour also lies on an $x-w_{2}$ detour. Hence it follows that $S$ is an $x$-detour set of $G$, which is a contradiction to $S_{x}$ a minimal $x$-detour set of $G$. Thus $y$ does not belong to any minimal $x$-detour set of $G$. Similarly if $x \in W$, then $y$ does not belong to any minimal $x$-detour set of $G$.

The following theorem is an easy consequence of the definitions of the minimum vertex detour number and the upper vertex detour number of a graph.

Theorem 2.5 For any non-trivial tree $T$ with $k$ end vertices, $d_{x}(T)=d_{x}^{+}(T)=k$ or $k-1$ according as $x$ is a cut vertex or not.
(ii) For any vertex $x$ in the complete graph $K_{p}, d_{x}\left(K_{p}\right)=d_{x}^{+}\left(K_{p}\right)=1$.
(iii) For any vertex $x$ in the complete bipartite graph $K_{m, n}, d_{x}\left(K_{m, n}\right)=d_{x}^{+}\left(K_{m, n}\right)=1$ if $m, n \geq 2$.
(iv) For any vertex $x$ in the wheel $W_{p}, d_{x}\left(W_{p}\right)=d_{x}^{+}\left(W_{p}\right)=1$.

Theorem 2.6 For any vertex $x$ in $G, 1 \leq d_{x}(G) \leq d_{x}^{+}(G) \leq p-1$.
Proof It is clear from the definition of minimum $x$-detour set that $d_{x}(G) \geq 1$. Since every minimum $x$-detour set is a minimal $x$-detour set, $d_{x}(G) \leq d_{x}^{+}(G)$. Also, since the vertex $x$ does not belong to any minimal $x$-detour set, it follows that $d_{x}^{+}(G) \leq p-1$.

Remark 2.7 For the complete graph $K_{p}, d_{x}\left(K_{p}\right)=1$ for every vertex $x$ in $K_{p}$. For the graph $G$ given in Figure 2.1, $d_{y}(G)=d_{y}^{+}(G)$. Also, for the graph $K_{2}, d_{x}^{+}\left(K_{2}\right)=p-1$ for every vertex $x$ in $K_{2}$. All the inequalities in Theorem 2.6 can be strict. For the graph $G$ given in Figure 2.1, $d_{w}(G)=2, d_{w}^{+}(G)=3$ and $p=7$ so that $1<d_{w}(G)<d_{w}^{+}(G)<p-1$.

Theorem 2.8 For every pair $a, b$ of integers with $1 \leq a \leq b$, there is a connected graph $G$ with $d_{x}(G)=a$ and $d_{x}^{+}(G)=b$ for some vertex $x$ in $G$.

Proof For $a=b=1, K_{p}(p \geq 2)$ has the desired properties. For $a=b$ with $b \geq 2$, let $G$ be any tree of order $p \geq 3$ with $b$ end-vertices. Then by Theorem 2.5(i), $d_{x}(G)=d_{x}^{+}(G)=b$ for any cut vertex $x$ in $G$. Assume that $1 \leq a<b$. Let $\left.F=\left(K_{2} \bigcup(b-a+2) K_{1}\right)\right)+\bar{K}_{2}$, where let $Z=V\left(K_{2}\right)=\left\{z_{1}, z_{2}\right\}, Y=V\left((b-a+2) K_{1}\right)=\left\{x, y_{1}, y_{2}, \ldots, y_{b-a+1}\right\}$ and $U=V\left(\bar{K}_{2}\right)=$ $\left\{u_{1}, u_{2}\right\}$. Let $G$ be the graph obtained from $F$ by adding $a-1$ new vertices $w_{1}, w_{2}, \ldots, w_{a-1}$ and joining each $w_{i}$ to $x$. The graph $G$ is shown in Fig.2.2. Let $W=\left\{w_{1}, w_{2}, \ldots, w_{a-1}\right\}$ be the set
of end vertices of $G$.


Fig. 2.2
First, we show that $d_{x}(G)=a$ for the vertex $x$ in $G$. By Theorem 1.3, $d_{x}(G) \geq a$. On the other hand, let $S=\left\{w_{1}, w_{2}, \ldots, w_{a-1}, z_{1}\right\}$. Then $D\left(x, z_{1}\right)=5$ and each vertex of $F$ lies on an $x-z_{1}$ detour. Hence $S$ is an $x$-detour set of $G$ and so $d_{x}(G) \leq|S|=a$. Therefore, $d_{x}(G)=a$. Also, we observe that a minimum $x$-detour set of $G$ is formed by taking all the end vertices and exactly one vertex from $Z$.

Next, we show that $d_{x}^{+}(G)=b$. Let $M=\left\{w_{1}, w_{2}, \ldots, w_{a-1}, y_{1}, y_{2}, \ldots, y_{b-a+1}\right\}$. It is clear that $M$ is an $x$-detour set of $G$. We claim that $M$ is a minimal $x$-detour set of $G$. Assume, to the contrary, that $M$ is not a minimal $x$-detour set. Then there is a proper subset $T$ of $M$ such that $T$ is an $x$-detour set of $G$. Let $s \in M$ and $s \notin T$. By Theorem 1.1(i), clearly $s=y_{i}$, for some $i=1,2, \ldots, b-a+1$. For convenience, let $s=y_{1}$. Since $y_{1}$ does not lie on any $x-y_{j}$ detour where $j=2,3, \ldots, b-a+1$, it follows that $T$ is not an $x$-detour set of $G$, which is a contradiction. Thus $M$ is a minimal $x$-detour set of $G$ and so $d_{x}^{+}(G) \geq|M|=b$.

Now we prove that $d_{x}^{+}(G)=b$. Suppose that $d_{x}^{+}(G)>b$. Let $N$ be a minimal $x$-detour set of $G$ with $|N|>b$. Then there exists at least one vertex, say $v \in N$ such that $v \notin M$. Thus $v \in\left\{u_{1}, u_{2}, z_{1}, z_{2}\right\}$.

Case 1. $v \in\left\{z_{1}, z_{2}\right\}$, say $v=z_{1}$. Clearly $W \bigcup\left\{z_{1}\right\}$ is an $x$-detour set of $G$ and also it is a proper subset of $N$, which is a contradiction to $N$ a minimal $x$-detour set of $G$.

Case 2. $v \in\left\{u_{1}, u_{2}\right\}$, say $v=u_{1}$. Suppose $u_{2} \notin N$. Then there is at least one $y$ in $Y$ such that $y \in N$. Clearly, $D\left(x, u_{1}\right)=4$ and the only vertices of any $x-u_{1}$ detour are $x, z_{1}, z_{2}, u_{1}$ and $u_{2}$. Also $x, u_{2}, z_{1}, z_{2}, u_{1}, y$ is an $x-y$ detour and hence $N-\left\{u_{1}\right\}$ is an $x$-detour set, which is a contradiction to $N$ a minimal $x$-detour set of $G$. Suppose $u_{2} \in N$. It is clear that the only vertices of any $x-u_{1}$ or $x-u_{2}$ detour are $x, u_{1}, u_{2}, z_{1}$ and $z_{2}$. Since $u_{1}, u_{2} \in N$, it follows that both $N-\left\{u_{1}\right\}$ and $N-\left\{u_{2}\right\}$ are $x$-detour sets, which is a contradiction to $N$ a minimal $x$-detour set of $G$.

Thus there is no minimal $x$-detour set $N$ of $G$ with $|N|>b$. Hence $d_{x}^{+}(G)=b$.
Remark 2.9 The graph $G$ of Figure 2.2 contains exactly three minimal $x$-detour sets, namely $W \bigcup\left\{z_{1}\right\}, W \bigcup\left\{z_{2}\right\}$ and $W \bigcup(Y-\{x\})$. This example shows that there is no "Intermediate Value Theorem" for minimal $x$-detour sets, that is, if $n$ is an integer such that $d_{x}(G)<n<d_{x}^{+}(G)$, then there need not exist a minimal $x$-detour set of cardinality $n$ in $G$.

Theorem 2.10 For any three positive integers $a, b$ and $n$ with $a \geq 2$ and $a \leq n \leq b$, there exists a connected graph $G$ with $d_{x}(G)=a, d_{x}^{+}(G)=b$ and a minimal $x$-detour set of cardinality $n$.

Proof We consider four cases.
Case 1. Suppose $a=n=b$.
Let $G$ be any tree of order $p \geq 3$ with $a$ end vertices. Then by Theorem 2.5(i), $d_{x}(G)=$ $d_{x}^{+}(G)=a$ for any cut vertex $x$ in $G$ and the set of all end vertices in $G$ is a minimal $x$-detour set with cardinality $n$ by Theorem 2.4.

Case 2. Suppose $a=n<b$. For the graph $G$ given in Figure 2.2 of Theorem 2.8, it is proved that $d_{x}(G)=a, d_{x}^{+}(G)=b$ and $S=\left\{w_{1}, w_{2}, \ldots, w_{a-1}, z_{1}\right\}$ is a minimal $x$-detour set of cardinality $n$.
Case 3. Suppose $a<n=b$. For the graph $G$ given in Figure 2.2 of Theorem 2.8, it is proved that $d_{x}(G)=a, d_{x}^{+}(G)=b$ and $S=\left\{w_{1}, w_{2}, \ldots, w_{a-1}, y_{1}, y_{2}, \ldots, y_{b-a+1}\right\}$ is a minimal $x$-detour set of cardinality $n$.

Case 4. Suppose $a<n<b$. Let $l=n-a+1$ and $m=b-n+1$.
Let $F_{1}=\left(K_{2} \bigcup l K_{1}\right)+\bar{K}_{2}$, where let $Z_{1}=V\left(K_{2}\right)=\left\{z_{1}, z_{2}\right\}, Y_{1}=V\left(l K_{1}\right)=\left\{y_{1}, y_{2}, \ldots, y_{l}\right\}$ and $U_{1}=V\left(\bar{K}_{2}\right)=\left\{u_{1}, u_{2}\right\}$. Similarly let $F_{2}=\left(K_{2} \cup m K_{1}\right)+\bar{K}_{2}$, where let $Z_{2}=V\left(K_{2}\right)=$ $\left\{z_{3}, z_{4}\right\}, Y_{2}=V\left(m K_{1}\right)=\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$ and $U_{2}=V\left(\bar{K}_{2}\right)=\left\{u_{3}, v_{4}\right\}$. Let $K_{1, a-2}$ be the star at the vertex $x$ and let $W=\left\{w_{1}, w_{2}, \ldots, w_{a-2}\right\}$ be the set of end vertices of $K_{1, a-2}$. Let $G$ be the graph obtained from $K_{1, a-2}, F_{1}$ and $F_{2}$ by joining the vertex $x$ of $K_{1, a-2}$ to the elements of $U_{1}$ and $U_{2}$. The graph $G$ is shown in Fig.2.3. It follows from Theorem 2.4(i) that for the vertex $x, W$ is a subset of every minimal $x$-detour set of $G$.


Fig. 2.3
First, we show that $d_{x}(G)=a$ for the vertex $x$ in $G$. By Theorem $1.3, d_{x}(G) \geq a$. On the
other hand, let $S=\left\{w_{1}, w_{2}, \ldots, w_{a-2}, z_{1}, z_{3}\right\}$. Then $D\left(x, z_{1}\right)=5$ and each vertex of $F_{1}$ lies on an $x-z_{1}$ detour. Similarly, $D\left(x, z_{3}\right)=5$ and each vertex of $F_{2}$ lies on an $x-z_{3}$ detour. Hence $S$ is an $x$-detour set of $G$ and so $d_{x}(G) \leq|S|=a$. Therefore, $d_{x}(G)=a$.

Next, we show that $d_{x}^{+}(G)=b$. Let $M=W \bigcup Y_{1} \bigcup Y_{2}$. It is clear that $M$ is an $x$-detour set of $G$. We claim that $M$ is a minimal $x$-detour set of $G$. Assume, to the contrary, that $M$ is not a minimal $x$-detour set. Then there is a proper subset $T$ of $M$ such that $T$ is an $x$-detour set of $G$. Let $s \in M$ and $s \notin T$. By Theorem 1.1(i), clearly $s \in Y_{1} \bigcup Y_{2}$. For convenience, let $s=y_{1}$. Since $y_{1}$ does not lie on any $x-y_{j}$ detour, where $j=2,3, \ldots, l$ and $y_{1}$ does not lie on any $x-x_{j}$ detour, where $j=1,2, \ldots, m$, it follows that $T$ is not an $x$-detour set of $G$, which is a contradiction. Thus $M$ is a minimal $x$-detour set of $G$ and so $d_{x}^{+}(G) \geq|M|=b$.

Now, we prove that $d_{x}^{+}(G)=b$. Suppose that $d_{x}^{+}(G)>b$. Let $N$ be a minimal $x$-detour set of $G$ with $|N|>b$. Then there exists at least one vertex, say $v \in N$ such that $v \notin M$. Thus, $v \in\left\{u_{1}, u_{2}, u_{3}, u_{4}, z_{1}, z_{2}, z_{3}, z_{4}\right\}$.

Subcase 1. Suppose $v \in\left\{z_{1}, z_{2}\right\}$, say $v=z_{1}$. Clearly, every vertex of $F_{1}$ lies on an $x-z_{1}$ detour and so $\left(N-V\left(F_{1}\right)\right) \bigcup\{v\}$ is an $x$-detour set of $G$ and it is a proper subset of $N$, which is a contradiction to $N$ a minimal $x$-detour set of $G$.

Subcase 2. Suppose $v \in\left\{z_{3}, z_{4}\right\}$. It is similar to Subcase 1 .
Subcase 3. Suppose $v \in\left\{u_{1}, u_{2}\right\}$, say $v=u_{1}$. Suppose $u_{2} \notin N$. Then there is at least one element $y$ in $Y_{1}$ such that $y \in N$. Clearly, $D\left(x, u_{1}\right)=4$ and the only vertices of any $x-u_{1}$ detour are $x, z_{1}, z_{2}, u_{1}$ and $u_{2}$. Also $x, u_{2}, z_{1}, z_{2}, u_{1}, y$ is an $x-y$ detour and hence $N-\left\{u_{1}\right\}$ is an $x$-detour set, which is a contradiction to $N$ a minimal $x$-detour set of $G$. Suppose $u_{2} \in N$. It is clear that the only vertices of any $x-u_{1}$ or $x-u_{2}$ detour are $x, u_{1}, u_{2}, z_{1}$ and $z_{2}$. Since $u_{1}, u_{2} \in N$, it follows that both $N-\left\{u_{1}\right\}$ and $N-\left\{u_{2}\right\}$ are $x$-detour sets, which is a contradiction to $N$ a minimal $x$-detour set of $G$.

Subcase 4. Suppose $v \in\left\{u_{3}, u_{4}\right\}$. It is similar to Subcase 3.
Thus there is no minimal $x$-detour set $N$ of $G$ with $|N|>b$. Hence $d_{x}^{+}(G)=b$.
Now, we show that there is a minimal $x$-detour set of cardinality $n$. Let $S=\left\{w_{1}, w_{2}, \ldots\right.$, $\left.w_{a-2}, z_{3}, y_{1}, y_{2}, \ldots, y_{l}\right\}$. It is clear that $S$ is an $x$-detour set of $G$. We claim that $S$ is a minimal $x$-detour set of $G$. Assume, to the contrary, that $S$ is not a minimal $x$-detour set. Then there is a proper subset $T$ of $S$ such that $T$ is an $x$-detour set of $G$. Let $s \in S$ and $s \notin T$. By Theorem 1.1(i) and Theorem 1.2, clearly $s=y_{i}$ for some $i=1,2, \ldots, l$. For convenience, let $s=y_{1}$. Since $y_{1}$ does not lie on any $x-y_{j}$ detour where $j=2,3, \ldots, l$, it follows that $T$ is not an $x$-detour set of $G$, which is a contradiction. Thus $S$ is a minimal $x$-detour set of $G$ with cardinality $|S|=n$. Hence we obtain the theorem.

## §3. Vertex Forcing Subsets in Vertex Detour Sets of a Graph

Let $x$ be any vertex of a connected graph $G$. Although $G$ contains a minimum $x$-detour set there are connected graphs which may contain more than one minimum $x$-detour set. For example the graph $G$ given in Fig. 2.1 contains more than one minimum $x$-detour set. For each minimum $x$-detour set $S_{x}$ in a connected graph $G$ there is always some subset $T$ of $S_{x}$ that
uniquely determines $S_{x}$ as the minimum $x$-detour set containing $T$. Such sets are called "vertex forcing subsets" and we discuss these sets in this section.

Definition 3.1 Let $x$ be any vertex of a connected graph $G$ and let $S_{x}$ be a minimum xdetour set of $G$. A subset $T \subseteq S_{x}$ is called an $x$-forcing subset for $S_{x}$ if $S_{x}$ is the unique minimum $x$-detour set containing $T$. An $x$-forcing subset for $x$ of minimum cardinality is a minimum $x$-forcing subset of $S_{x}$. The forcing $x$-detour number of $S_{x}$, denoted by $f_{d x}\left(S_{x}\right)$, is the cardinality of a minimum $x$-forcing subset for $S_{x}$. The forcing $x$-detour number of $G$ is $f_{d x}(G)=\min \left\{f_{d x}\left(S_{x}\right)\right\}$, where the minimum is taken over all minimum $x$-detour sets $S_{x}$ in $G$.

Example 3.2 For the graph $G$ given in Figure 1.1, the minimum $x$-detour sets, the $x$-detour numbers and the forcing $x$-detour numbers for every vertex $x$ in $G$ are given in Table 3.1.

| Vertex $x$ | Minimum $x$-detour sets | $x$-detour number | Forcing $x$-detour number |
| :---: | :---: | :---: | :---: |
| $t$ | $\{y, w\},\{z, w\},\{u, w\}$ | 2 | 1 |
| $y$ | $\{w\}$ | 1 | 0 |
| $z$ | $\{w\}$ | 1 | 0 |
| $u$ | $\{w\}$ | 1 | 0 |
| $v$ | $\{y, w\},\{z, w\},\{u, w\}$ | 2 | 1 |
| $w$ | $\{y\},\{z\},\{u\}$ | 1 | 1 |

Table 3.1

Theorem 3.3 any vertex $x$ in a connected graph $G, 0 \leq f_{d x}(G) \leq d_{x}(G)$.
Proof Let $x$ be any vertex of $G$. It is clear from the definition of $f_{d x}(G)$ that $f_{d x}(G) \geq 0$. Let $S_{x}$ be any minimum $x$-detour set of $G$. Since $f_{d x}\left(S_{x}\right) \leq d_{x}(G)$ and since $f_{d x}(G)=\min$ $\left\{f_{d x}\left(S_{x}\right): S_{x}\right.$ is a minimum $x$-detour set in $\left.G\right\}$, it follows that $f_{d x}(G) \leq d_{x}(G)$. Thus $0 \leq$ $f_{d x}(G) \leq d_{x}(G)$.

Remark 3.4 The bounds in Theorem 3.3 are sharp. For the graph $G$ given in Figure 1.1, $f_{d y}(G)=0$ and $f_{d w}(G)=d_{w}(G)=1$. Also, the inequality in Theorem 3.3 can be strict. For the same graph $G$ given in Figure 1.1, $0<f_{d v}(G)<d_{v}(G)$.

The following theorem characterizes those graphs $G$ having $f_{d x}(G)=0, f_{d x}(G)=1$ or $f_{d x}(G)=d_{x}(G)$. Since the proof of this theorem is straight forward, we omit it.

Theorem 3.5 Let $x$ be any vertex of a graph $G$. Then
(i) $f_{d x}(G)=0$ if and only if $G$ has a unique minimum $x$-detour set.
(ii) $f_{d x}(G)=1$ if and only if $G$ has at least two minimum $x$-detour sets, one of which is a unique minimum $x$-detour set containing one of its elements.
(iii) $f_{d x}(G)=d_{x}(G)$ if and only if no minimum $x$-detour set of $G$ is the unique minimum $x$-detour set containing any of its proper subsets.

Theorem 3.6 Let $x$ be any vertex of a connected graph $G$ and let $S_{x}$ be any minimum $x$-detour set of $G$. Then
(i) no cut vertex of $G$ belongs to any minimum $x$-forcing subset of $S_{x}$.
(ii) no $x$-detour vertex of $G$ belongs to any minimum $x$-forcing subset of $S_{x}$.

Proof Let $x$ be any vertex of a connected graph $G$ and let $S_{x}$ be any minimum $x$-detour set of $G$.
(i) Since any minimum $x$-forcing subset of $S_{x}$ is a subset of $S_{x}$, the result follows from Theorem 1.1(ii).
(ii) Let $v$ be an $x$-detour vertex of $G$. Then $v$ belongs to every minimum $x$-detour set of $G$. Let $T \subseteq S_{x}$ be any minimum $x$-forcing subset for any minimum $x$-detour set $S_{x}$ of $G$. We claim that $v \notin T$. If $v \in T$, then $T^{\prime}=T-\{v\}$ is a proper subset of $T$ such that $S_{x}$ is the unique minimum $x$-detour set containing $T^{\prime}$ so that $T^{\prime}$ is an $x$-forcing subset for $S_{x}$ with $\left|T^{\prime}\right|<|T|$, which is a contradiction to $T$ a minimum $x$-forcing subset for $S_{x}$.

Corollary 3.7 Let $x$ be any vertex of a connected graph $G$. If $G$ contains $k$ end-vertices, then $f_{d x}(G) \leq d_{x}(G)-k+1$.

Proof This follows from Theorem 1.1(i) and Theorem 3.6(ii).
Remark 3.8 The bound for $f_{d x}(G)$ in Corollary 3.7 is sharp. For a non-trivial tree $T$ with $k$ end vertices, $f_{d x}(T)=0=d_{x}(T)-k+1$ for any end vertex $x$ in $T$.

Theorem 3.9 (i)If $T$ is a non-trivial tree, then $f_{d x}(T)=0$ for every vertex $x$ in $T$.
(ii) If $G$ is the complete graph $K_{n}(n \geq 3)$, the $n$-cube $Q_{n}(n \geq 2)$, the cycle $C_{n}(n \geq 3)$, the wheel $W_{n}=K_{1}+C_{n-1}(n \geq 4)$ or the complete bipartite graph $K_{m, n}(m, n \geq 2)$, then $f_{d x}(G)=d_{x}(G)=1$ for every vertex $x$ in $G$.

Proof (i) This follows from Theorem 1.4 and Theorem 3.5(i).
(ii) For each of the graphs in (ii) it is easily seen that there is more than one minimum $x$-detour set for any vertex $x$. Hence it follows from Theorem 3.5(i) that $f_{d x}(G) \neq 0$ for each of the graphs. Also, by Theorem 3.3, $f_{d x}(G) \leq d_{x}(G)$. Now it follows from Theorem 1.5 that $f_{d x}(G)=d_{x}(G)=1$ for each of the graphs.

Theorem 3.10 For any vertex $x$ in a connected graph $G, 0 \leq f_{d x}(G) \leq d_{x}(G) \leq d_{x}^{+}(G)$.
Proof This follows from Theorems 2.6 and 3.3.
The following theorem gives a realization for the parameters $f_{d x}(G), d_{x}(G)$ and $d_{x}^{+}(G)$.
Theorem 3.11 For any three positive integers $a, b$ and $c$ with $2 \leq a \leq b \leq c$, there exists $a$ connected graph $G$ with $f_{d x}(G)=a, d_{x}(G)=b$ and $d_{x}^{+}(G)=c$ for some vertex $x$ in $G$.

Proof For each integer $i$ with $1 \leq i \leq a-1$, let $F_{i}$ be a copy of $K_{2}$, where $v_{i}$ and $v_{i}^{\prime}$ are the vertices of $F_{i}$. Let $K_{1, b-a}$ be the star at the vertex $x$ and let $U=\left\{u_{1}, u_{2}, \ldots, u_{b-a}\right\}$ be the set of end vertices of $K_{1, b-a}$. Let $H$ be the graph obtained from $K_{1, b-a}$ by joining the vertex $x$ to the
vertices of $F_{i}(1 \leq i \leq a-1)$. Let $K=\left(K_{2} \bigcup(c-b+1) K_{1}\right)+\bar{K}_{2}$, where $Z=V\left(K_{2}\right)=\left\{z_{1}, z_{2}\right\}$, $Y=V\left((c-b+1) K_{1}\right)=\left\{y_{1}, y_{2}, \ldots, y_{c-b+1}\right\}$ and $X=V\left(\bar{K}_{2}\right)=\left\{x_{1}, x_{2}\right\}$. Let $G$ be the graph obtained from $H$ and $K$ by joining $x$ with $x_{1}$ and $x_{2}$. The graph $G$ is shown in Fig.3.1.


Fig. 3.1
Step I. First, we show that $d_{x}(G)=b$ for the vertex $x$ in $G$. By Theorem 1.3, $d_{x}(G) \geq b$. On the other hand, if $c-b+1>1$, let $S=\left\{u_{1}, u_{2}, \ldots, u_{b-a}, v_{1}, v_{2}, \ldots, v_{a-1}, z_{1}\right\}$ be the set formed by taking all the end vertices and exactly one vertex from each $F_{i}$ and $Z$, and if $c-b+1=1$, let $S=\left\{u_{1}, u_{2}, \ldots, u_{b-a}, v_{1}, v_{2}, \ldots, v_{a-1}, z_{1}\right\}$ be the set formed by taking all the end vertices and exactly one vertex from each $F_{i}$ and $Z \bigcup\left\{y_{1}\right\}$. Then $D\left(x, z_{1}\right)=5$ and each vertex of $K$ lies on an $x-z_{1}$ detour and each vertex of $F_{i}$ lies on an $x-v_{i}$ detour. Hence $S$ is an $x$-detour set of $G$ and so $d_{x}(G) \leq|S|=b$. Therefore, $d_{x}(G)=b$.

Step II. Now, we show that $f_{d x}(G)=a$. Since every minimum $x$-detour set of $G$ contains $U$, exactly one vertex from each $F_{i}(1 \leq i \leq a-1)$ and one vertex from $Z$ or $Z \bigcup\left\{y_{1}\right\}$ according as $c>b$ or $c=b$ respectively, let $S=\left\{u_{1}, u_{2}, \ldots, u_{b-a}, v_{1}, v_{2}, \ldots, v_{a-1}, z_{1}\right\}$ be a minimum $x$ detour set of $G$ and let $T \subseteq S$ be any minimum $x$-forcing subset of $S$. Then by Theorem 3.6(ii), $T \subseteq S-U$. Therefore, $|T| \leq a$. If $|T|<a$, then there is a vertex $y \in S-U$ such that $y \notin T$. Now there are two cases.

Case 1. Let $y \in\left\{v_{1}, v_{2}, \ldots, v_{a-1}\right\}$, say $y=v_{1}$. Let $S^{\prime}=\left(S-\left\{v_{1}\right\}\right) \bigcup\left\{v_{1}^{\prime}\right\}$, where $v_{1}^{\prime}$ be the vertex of $F_{1}$ other than $v_{1}$. Then $S^{\prime} \neq S$ and $S^{\prime}$ is also a minimum $x$-detour set of $G$ such that it contains $T$, which is a contraction to $T$ an $x$-forcing subset of $S$.

Case 2. Let $y=z_{1}$. Then exactly similar to Case 1 we see that $|T|<a$ is not possible. Thus $|T|=a$ and so $f_{d x}(G)=a$.

Step III. Next, we show that $d_{x}^{+}(G)=c$. Let $M=\left\{u_{1}, u_{2}, \ldots, u_{b-a}, v_{1}, v_{2}, \ldots, v_{a-1}, y_{1}, y_{2}\right.$, .., $\left.y_{c-b+1}\right\}$. It is clear that $M$ is an $x$-detour set of $G$. We claim that $M$ is a minimal $x$-detour set of $G$. Assume, to the contrary, that $M$ is not a minimal $x$-detour set. Then there is a proper subset $T$ of $M$ such that $T$ is an $x$-detour set of $G$. Let $s \in M$ and $s \notin T$. By Theorem 1.2, clearly $s=y_{i}$ for some $i=1,2, \ldots, c-b+1$. For convenience, let $s=y_{1}$. Since $y_{1}$ does not lie on any $x-y_{j}$ detour where $j=2,3, \ldots, c-b+1$, it follows that $T$ is not an $x$-detour set of $G$, which is a contradiction. Thus $M$ is a minimal $x$-detour set of $G$ and so $d_{x}^{+}(G) \geq|M|=c$. Now suppose $d_{x}^{+}(G)>c$. Let $N$ be a minimal $x$-detour set of $G$ with $|N|>c$. Then at least one
vertex $w \in N$ such that $w \notin M$. It is clear that every minimal $x$-detour set contains exactly one vertex from each $F_{i}$. Then by Theorem 2.4(i), $w \in\left\{x_{1}, x_{2}, z_{1}, z_{2}\right\}$.

Case 1. Let $w \in\left\{z_{1}, z_{2}\right\}$, say $w=z_{1}$. Since every vertex of $K$ lies on an $x-z_{1}$ detour we have $(N-V(K)) \bigcup\left\{z_{1}\right\}$ is an $x$-detour set and it is a proper subset of $N$, which is a contradiction to $N$ a minimal $x$-detour set of $G$.

Case 2. Let $w \in\left\{x_{1}, x_{2}\right\}$, say $w=x_{1}$. Suppose $x_{2} \notin N$. Then there is at least one $y$ in $Y$ such that $y \in N$. Clearly, $D\left(x, x_{1}\right)=4$ and the only vertices of any $x-x_{1}$ detour are $x, z_{1}, z_{2}, x_{1}$ and $x_{2}$. Also $x, x_{2}, z_{1}, z_{2}, x_{1}, y$ is an $x-y$ detour and hence $N-\left\{x_{1}\right\}$ is an $x$-detour set, which is a contradiction to $N$ a minimal $x$-detour set of $G$. Suppose $x_{2} \in N$. It is clear that the only vertices of any $x-x_{1}$ or $x-x_{2}$ detour are $x, z_{1}, z_{2}, x_{1}$ and $x_{2}$. Since $x_{1}, x_{2} \in N$, it follows that both $N-\left\{x_{1}\right\}$ and $N-\left\{x_{2}\right\}$ are $x$-detour sets, which is a contradiction to $N$ a minimal $x$-detour set of $G$.

Thus there is no minimal $x$-detour set $N$ of $G$ with $|N|>c$. Hence $d_{x}^{+}(G)=c$.
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Science without religion is lame, religion without science is blind.
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