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ABSTRACT 

 

In coming years, chronic water stress is inevitable owing to the unavailability of fresh water. This 

situation is occasioned by rapid urbanisation, climate change, rising food demand, and production. 

The increasing rate of water scarcity associated with water pollution problems, makes water 

quality management an issue of great concern. Rivers owe their existence to the relationship of 

rainfalls, soil properties and land use within a catchment. The entire hydrological processes that 

occur in the catchment area has a direct effect on occurrences and quality of the rivers there-in. A 

principal part of the hydrological cycle is runoff generation. Runoff characterises soil erosion, 

sediment transport, pollutants and chemicals all otherwise referred to as non-point source 

pollutants and released into water bodies. Most non-point source pollutants are generated from 

agricultural fields, informal settlements, mining fields, industrial areas, and roads. These sources 

produce increased nutrient concentrates (sewage effluent from informal settlements and fertilisers 

from agricultural fields) and toxic substances which alter the water quality in uncertain quantities. 

This affects aquatic biota and ultimately human health negatively. 

  

Non-point source pollution is a major source of water quality degradation globally and is the single 

most significant threat to subsurface and surface sources of usable water. Developed countries, 

unlike many developing countries, have long sought ways to stop the release of non-point source 

pollution directly into natural rivers through the establishment of best management practices but 

unfortunately with little success in actual practice. Numerous non-point source models exist which 

are basically watershed based and are limited to simulate the in-stream processes of non-point 

source pollution in water channels. Most existing non-point source models are site-specific, 

cumbersome to manipulate, need high-level operational skills and extensive data sets. 

Consequently, these models are difficult to use in areas apart from where they were developed and 

with limited data sets, as is the case with developing countries. Hence, to develop a non-point 

source pollution model that would adequately and effectively, simulate non-point source pollution 

in water bodies, towards restoring good river health is needed. This is required to enhance the 

proper monitoring and remediation of water sources affected by Non-Point Source Pollution 

especially in areas that have scarce data. 

 

Using the concept of the Hybrid Cells in Series model in this study, a hydrodynamic riverine Non-

point source pollution model is conceptualized to simulate conservative pollutants in natural 
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rivers. The Hybrid Cells in Series model was conceptualized to address the limitations identified 

in the classical advection dispersion model which is the foundation for all water quality modelling. 

The proposed model is a three-parameter model made up of three zones, which describes pure 

advection through time delay in a plug zone, and advection and dispersion occurring in two other 

thoroughly mixed zones linked in sequence. The model considers lateral inflow and pollutant 

loading along the river reach in addition to the point source pollutant entry and flow from upstream 

stations. The model equation for water quality along with hydrodynamic equation has been solved 

analytically using Laplace Transform. The derived mathematical formulation is appropriately 

coded, using FORTRAN programming language. 

 

Other components such as hyporheic exchange process and first order kinetic reaction simulations 

are incorporated to the proposed model. The response of these models matches the numerical 

solution of the classical Advection Dispersion Equation model satisfactorily when compared. The 

potential of the proposed model is tested using field data obtained from verifiable existing 

literature. A performance evaluation at 95 percent confidence is carried out. The correlation results 

of the observed and simulated data are seen to be in good agreement. 

 

The breakthrough curves obtained from the proposed model shows its capability to simulate Non-

point source pollution transport in natural rivers effectively. The simplicity of the Hybrid Cells in 

Series model makes it a viable model for simulating contaminant transport from non-point sources. 

As the model has been validated using recorded data collected from the field for a specific tracer 

injection event, it is imperative to carry out investigation on changes in model parameters before, 

during and after storm events. However, this study adequately addressed and attempted to develop, 

validate new model components for simulating non-point source pollutant transport processes in 

stream.   
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CHAPTER 1: INTRODUCTION 

 

1.1    Background Information  

Access to clean and potable water is a global requirement for healthy living. However, in coming 

years, chronic water stress is inevitable owing to the unavailability of fresh water caused by the 

discharge of pollutants into water bodies, resulting from rapid urbanisation, climate change, rising 

food demand, and production. Thus, Van Rooyen et al. (2009) stressed that water quality 

deterioration is a global threat that must be given due attention. 

Rivers and or streams; as may be used intermittently; owe their existence to the nature of the 

catchment area it is situate, and the relationship of rainfall, soil properties and land use. Apart from 

effluents from municipal and industrial areas, the hydrological processes which occur within a 

catchment has a direct effect on rivers. A principal part of the hydrological process is the runoff 

generated within the catchment through rainfall. The runoff characterises soil erosion, transport 

of sediments, pollutants and chemicals otherwise called non-point source (NPS) pollutants. NPS 

pollutants are sourced through runoff from agricultural fields, informal settlements, mining fields, 

industrial areas, residential areas and roads and deposited into water bodies (Drechsel et al., 2006; 

Karikariay et al., 2007; Drechsel et al., 2008). These sources produce increased nutrient 

concentrates (sewage effluent from informal settlements and fertilisers from agricultural fields) 

and toxic substances, which affects the stream water quality in uncertain quantities (Ongley et al., 

2010; Wu et al., 2012; Shen et al., 2014). Thus, affects aquatic biota and ultimately human health 

negatively. Rivers all over the world are threatened by increase in non-point source and point 

source pollution. Consequently, the pollutant loads of rivers are becoming increasing high and as 

such has stretched their natural self-cleansing and purifying mechanisms to its limits. This 

situation has a far-reaching effect on fresh water availability.  

Of all surface water pollution sources, NPS pollution is considered a leading source of water 

quality degradation and an uncontrollable issue globally (Han et al., 2011; Ma et al., 2011; Amaya 

et al., 2012; Collins et al., 2016). Hence, the increasing rate of water scarcity associated with water 

pollution problems, makes water quality management an issue of great concern.  

Most developed countries, like the United States of America, Canada, Australia, the community 

of European nations and in recent time China, have set up management plans on catchment basis 

towards improved water quality. The approach is centred largely on implementing best 
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management practices in agricultural fields to mitigate the release of fertilizers believed to be the 

main source of nutrients into water channels. Countries like China have made heavy investment 

in curbing NPS pollution through this process, but have achieved little success (Xia et al., 2011). 

Findings have proven that the management initiative of best management practices despite 

achieving some level of success, has failed systematically to wholly curb the release of this 

pollutant type in rivers. One of the many reasons is that it is difficult to select a suitable practice 

for all climatic and site-specific conditions. This is critical to finding the extent of pollution and 

resolving it. Lee et al. (2010) states that exact land-use data is needed to achieve a proper 

management process. Thus, release of Non-point source pollutants into the water body is 

inevitable.  

To estimate the level of NPS pollution in catchments, various NPS models have been developed 

and used widely at different scales for pollutant transport simulations in catchment systems. The 

models are predominantly watershed based and focus on delineating run-off generating 

catchments and sub-catchments for NPS detection. However, resolving vital calibration 

parameters within the catchment is a major limitation of these models due to differing complexities 

in catchment physiognomies and data scarcity (Zhai et al., 2014). Moreover, in instances where 

these models are modified to simulate in-stream processes, they are complex, have numerous 

parameters with great uncertainties and require extensive data sets. Hence, they need parameter 

sensitivity analysis to be performed (Lee et al., 2010; Sexton et al., 2011). Consequently, there is 

a need for improvement in the development of non-point source pollutant models to cater for these 

deficiencies.  

  

1.2    Motivation for the Research  

Rivers globally are susceptible to effects of NPS pollution and degradation of surface water 

quality. African countries such as South Africa, have been affected in recent years by high 

pollution rates of their water resources. The pollution burden in most South African rivers are very 

high, threatening the bio-diversity and socio-economic development of the country (Lin et al., 

2012; Hedden and Chillers, 2014). Presently the water quality models in use in South Africa are 

over-parametrized, complex, data intensive and expensive (Chinyama et al., 2014.) Unfortunately, 

like most developing countries, South Africa lacks enough hydrological and high-quality historical 

observatory data as Water Authorities database in South Africa consists of fortnightly data 

collected from selected monitoring stations which can’t be used to verify non-point source 
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pollution and its in-stream pollutant transport processes (Moolman et al., 1999; Oberholster, 2010; 

Kollongei, 2015; DWS, 2016). However, this is not an indictment on monitoring and regulatory 

bodies. Rather, collection of such intensive data is expensive, while hydrological events could be 

far spaced and infrequent.  

 

Nevertheless, mathematical modelling is still the required tool to address this situation. A growing 

consensus amongst researchers, is that to effectively monitor and simulate NPS pollution, the 

model should be simple and cost effective. Also, it must be flexible enough to simulate surface 

water quality with limited data sets without compromising the output. The challenge therefore, 

lies in the development of such a model which has all the generic inputs to represent the physical 

processes of the classical advection dispersion equation (ADE) model, represented as equation 

(1.1), but overcomes its limitations through the correct representation of concentration profiles 

achieved from field tracer tests (Kumarasamy et. al 2011; 2013).  

 

   
L

AC AuC C
AD

t x x x

    
    

    
                   (1.1) 

 

Where, C is solute concentration (mgl-1), DL is coefficient longitudinal dispersion, u denotes flow 

velocity (ms-1) and A is channel cross-sectional area (m2). Several models have been developed 

towards overcoming these limitations. Amongst which is the hybrid cells in series (HCIS) model 

(Ghosh, 2001). Conceptually, a single hybrid unit of the HCIS model is made up of three cells, 

specifically a plug flow cell and two well mixed unequal cells, sequentially connected. The HCIS 

model was developed as an improvement to both the Cells in Series (CIS) and Aggregated Dead 

Zone (ADZ) models, to accurately simulate the skewness of break through curve profiles, as seen 

from field tracer test for conservative pollutants (Ghosh, 2001; Ghosh et al., 2004). Other 

advantages of the HCIS model has been shown through progressive research. The Model has the 

capacity to incorporate varying stream geometries, dead zones and hyporheic processes 

(Kumarasamy et al, 2011), it reproduces the skewness of C-t profiles for non-conservative 

pollutants as seen from tracer tests (Kumarsamy et al., 2013), its ease in parameter estimation and 

sensitivity certainty is demonstrated by Naidoo and Kumarasamy (2016) while Olowe and 

Kumarasamy (2017) successfully simulated the fate of nutrients from point source in rivers. 

Therefore, this forms the basis for its further development in this present work. 
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1.3    Research Questions Aim and Objectives 

The aim of this research is to develop a riverine hydrodynamic model for simulation of Non-point 

source pollutants by introducing NPS components to the Hybrid Cells in Series (HCIS) Model. 

The HCIS model has been successfully used to overcome the limitations of the classical advection-

dispersion equation (ADE), cell-in-series (CIS), and aggregated dead zone (ADZ) models. 

Movement of contaminants within a river occurs through a process of mixing, primarily due to 

mass transfer and kinetic interactions. Thus, several models have been developed over time to 

address NPS pollution and pollutants. Available models however, are found to be inadequate due 

to their limitations in operation, extensive and expensive data requirements and computational 

difficulties. Consequently, this work looks to develop a non-point source pollutant model that 

would not only adequately and effectively simulate non-point source pollutants in water bodies, 

but would also be easy to assess, user-friendly, less data intensive and time-efficient.  

 

The research would attempt to answer the following questions. 

1. Can the HCIS model be effectively modified to adequately simulate NPS pollution in streams 

and rivers? 

2. Is the HCIS-NPS model a useful tool for simulation of NPS pollutants in streams and rivers, 

irrespective the nature of pollutant?  

 

The research objectives can be summarised as follows: 

1. Develop a HCIS model to simulate conservative non-point source pollutants in water 

channels. 

2. Enhance the developed HCIS-NPS model for simulation of hyporheic exchange for 

conservative pollutants.  

3. Develop a hydrodynamic model using the HCIS concept to simulate Non-conservative non-

point source pollutants in water channels. 

4. Establish the performance of the HCIS-NPS Model using field data.  

5. Establish the performance of the HCIS-NPS model compared with the Numerical solution of 

the classical ADE model to validate the potentials of the proposed model as an alternative to 

the ADE model. 
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1.4    Expected Contribution to Knowledge 

Hitherto, research work on NPS simulations has mainly been carried out through the modifications 

of existing Watershed based models. However, due to their intensive processes and data 

requirements, it still falls short of being a practical option for simulation of NPS pollutants in areas 

with limited data sets. More so, most modelling attempts do not simulate the joint processes of 

point source and NPS pollutant inflows in water channels. This research is unique as it takes its 

bearing from the classical ADE model and while improving on its limitations captures the 

inclusion of NPS inflows. Therefore, rather than treat the NPS pollution inflows in isolation to 

point source pollution, the total in-stream pollutant loading is simulated in a holistic manner from 

the near to the far reach. The HCIS model coupled with the NPS component is a new concept 

which would be used for the sustainable management of NPS pollution in rivers both in South 

Africa and in general. At the end an easy to use software, with less intensive data requirements 

will be developed through FORTRAN programming.  

 

1.5    Organisation of Thesis 

The thesis is made up of five chapters, references, and appendices. Chapter one outlines the 

general introduction and background of the present study. The motivation and objectives of this 

research are presented in the chapter. 

 

 Chapter two contains the review of literature of selected existing NPS models. The choice of 

models reviewed is due to their wider use and acceptance in the field of NPS research. The focal 

point of review of the models is their components, nature, area of use, strengths, and limitations.  

 

Chapter three presents the methods used in the development of the mathematical formulation of a 

NPS model based on the HCIS concept for simulation of conservative pollutants, the analytical 

formulation of the HCIS-NPS model with enhanced capability to simulate hyporheic exchange 

occurring in water bodies and the derivation of reactive pollutant transport in natural rivers with 

non-point source hybrid cells in series model. The methods are presented in three sections. 

 

In chapter four the results and discussions are presented. The models developed in chapter three 

are tested using synthetic data and field data obtained from literature. The breakthrough curves 

obtained from the conceptualised models adequately describe the behaviour and patterns of 

pollutant fate in rivers similar to that obtainable from field tracer tests. 
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Chapter five concludes and summarises the findings and contributions in the present work and 

presents a scope for further study. 
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CHAPTER 2: LITERATURE REVIEW 

 

2.1    Preview 

Clean water is essential in adequate quantity for the sustainability of aquatic ecosystems and for 

human health. However, constant release of non-point source pollutants into water bodies has 

resulted in water quality degradation. Water quality models are used to evaluate the level of 

pollution and support decision makers to control the pollution. This chapter presents a, review of 

ten non-point source models, namely: AGNPS, ANSWERS, CREAMS, SWRRB, HSPF, SWAT, 

EPD RIV1, DMA, CMBA, and MA. Consideration is given to their nature, components, area of 

use, strengths, and limitations. The review indicates that hydrological processes and mechanisms 

involved in the movement of non- point source pollutants have not been completely developed in 

these models. However, HSPF and EPD RIV1 models which have in-stream process components 

are limited due to limitations in their operations, and computational difficulties. The review 

provides insight to the drawbacks and limitations in existing models and provides a leverage for 

the present research to develop a non- point source pollutant model that would be adequate and 

effective in simulation of non-point source pollutants in water bodies. 

2.2.    Introduction 

Water is necessary for meeting with agricultural, industrial and domestic needs. Unfortunately, 

population growth, urbanization, and industrialization have resulted in increased pollutant 

loadings into water bodies that cause distortions to its ecosystem and is detrimental to human 

health (Kumarasamy, 2015). Pollutants which enter streams from identifiable sources are easily 

recognized and given due attention. However, a greater challenge comes from pollutants generated 

from unidentifiable sources considered as non-point sources (NPS). NPS pollutants originate 

through runoff from agricultural areas, informal settlements, and contaminated lands (Dressing, 

2003; Li and Li, 2010; Fu and Kang, 2012). Due to their ubiquitous nature, they degrade the natural 

environment and constitute a health risk. Thus, NPS pollution is considered a leading threat to 

water quality and an unmanageable water pollution problem globally (Ongley et al., 2010; Collick 

et al., 2015; Poudel, 2016).  
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2.3    Non-Point Source Pollution 

NPS pollutants discharge into water bodies through several outlets and in uncertain quantities 

(Loague and Corwin, 2006). They are not easily traced to a source but are linked to weather and 

geographic conditions within a catchment and maintain an active presence within the ecosystem 

due to the storage characteristics within the receiving basin (Loague and Corwin, 2006; Jha et al., 

2007; Dong et al., 2014). NPS are characterised by varying spatial and temporal pollutant loading, 

complex processes and mechanisms, with arbitrary and irregular occurrence (Wang et al., 2016). 

It is presumed more complicated to point source pollution, due to its complexities in monitoring 

and control especially during the monsoon periods (Zhang and Huang, 2011; Shen et al., 2012; 

Gao et al., 2015). Runoff from various watersheds at monsoon seasons pick up pollutants which 

contaminate and alter the biological, physical and in some cases chemical property of a water body 

(Li, 2009; Ongley et al., 2010; Wu et al., 2012; Shen et al., 2014). Discharge of non-point source 

pollutants into a water channel significantly affects the water quality (Han et al., 2011). Water 

quality deterioration resulting from NPS pollution is being studied globally (Ma et al., 2011; 

Amaya et al., 2012). Recent studies have established the impact of NPS pollutants in water 

environments. Lee et al. (2015) observed that NPS contaminants constituted 69.3% of the total 

pollution loads discharged from four major watersheds in Korea in 2010. Hu and Huang (2014), 

monitored NPS from an agricultural watershed in South China. The results put the percentage of 

NPS pollution against total pollutant loads at more than 80% between 2008 and 2010. An 

investigation into eutrophication of Dianchi lake by Chen (2009) revealed that the total phosphorus 

(TP) and nitrogen (TN) from NPS pollution in the Dianchi lake made up 26.7% and 4.5% of the 

total pollution load. In another study, Chen et al. (2013) observed a similar trend of major 

contributions of TP  and TN from NPS to the overall pollution loading in Jinjiang River, China. 

In the USA NPS pollutants made up 83% of bacteria, 73% of the total chemical oxygen demand 

(TCOD),  and 89% of TN in rivers (Zhai et al., 2014). While in South Africa according to Pegram 

and Bath (1995), 85% of total contaminants in the Mgeni River basin are from NPS. Further 

studies carried out on the effect of NPS pollutants on the Water Quality in Water bodies include, 

(Xia et al., 2012; Xu et al., 2013; Qiu, 2013; Wu and Chen, 2013; Gao et al., 2015; Wu et al., 

2016). A major challenge faced by most researchers in assessing NPS pollutants is in predicting 

the occurrence of storm events, identifying safe and representative sampling locations and 

catchments, and the delineation of runoff quality parameters. Because, the mechanisms and 

hydrological processes required in pollutant migration are not adequately catered for in currently 

available models (Shen et al., 2012). However, these challenges were overcome by the use of GIS 
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techniques and remote sensing in estimating the NPS inflow percentages within the water bodies. 

The use of GIS and remote sensing is considered effective in delineating catchments which 

contribute NPS pollutants in water columns. However, despite the use of this technique, most 

researchers recorded some margin of error. Considering that approximately 30–50% of the world’s 

land surface is affected by NPS pollutants (Pimental, 1993), accurate simulation and estimation of 

NPS are necessary to critically address NPS pollution.  

2.4.    Non-Point Source Pollution Modelling 

Water quality models (WQM) were developed to determine the rate at which receiving bodies 

disperse pollutants and ascertain the occurrence of recovery through temporal responses. They 

were also developed to establish required flow augmentation for improved water quality (Benedini 

and Tsakaris, 2013; Sharma and Kansal, 2013; Wang et al., 2013a). However, the ever-increasing 

pollution loading in water systems has led to continuous improvement and development of WQM 

(Wang et al., 2013a). These upgrading are necessary when considering NPS pollution due to the 

challenge in identifying its source and quantifying its loading (Mamun and Salleh, 2014). Further, 

according to Li et al. (2014) and Liu et al. (2011) continuous research on NPS pollution modelling 

is required as there is no model presently able to simulate NPS pollution globally. Due to varying 

climatic conditions and anthropogenic and geographic backgrounds. In studying NPS pollution, 

modelling has been widely used in attempts to better understand the natural but complex processes 

of generation and transformation of NPS pollutants (Yanhua et al., 2012). Watershed models 

which simulate hydraulic responses, and receiving water models which simulate water quality and 

hydrodynamic transport are required to estimate NPS pollutants (Shoemaker et al., 2005). The 

most frequently used watershed models are continuous simulation and storm event models. 

Continuous simulation models analyze long-term effects of hydrological changes while storm 

event models examine severe single storm events. Only a few models have both storm event  and 

long-term continuous simulation capabilities. Most models use simple empirical relations with 

robust algorithms, while others are physical based with rigorous numerical solutions  (Borah and 

Bera, 2003; 2004). The simple models are sometimes unable to give the desired result, while the 

intensive models are considered prohibitive in large watersheds. Hence, it is a challenging task to 

find an appropriate model for all watersheds (Borah and Bera, 2003). The use of any model is 

assessed through the determination of its capability to handle accurately its set out criteria 

(Kliment et al., 2008). Over time, extensive work has dealt on the contributing factors of NPS 
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discharges from a watershed into the water body. However, the ultimate effect of the pollutant on 

the water body and its behavior within the water body is hardly considered.  

2.5    Review of Non- Point Source Pollution Models 

The complex processes that govern NPS pollutants makes it difficult to assess and quantify its 

spatial and temporal extent. Physical and chemical cycles which control the amount of pollutant 

loading in water bodies are represented using physically based computer modelling. There are 

numerous models in the public domain which have been used successfully in assessing and 

simulating NPS in watersheds. This review would, however, focus on Agricultural non-point 

source model (AGNPS), Areal nonpoint source watershed environment response simulation 

model (ANSWERS) and Soil and water assessment tool model (SWAT). Others include 

Chemicals, runoff, and erosion from agricultural management systems model (CREAMS), 

Simulator for water resources in rural basins model (SWRRB) and Hydrological simulation 

program FORTRAN model (HSPF). The One-dimensional riverine hydrodynamic and water 

quality model (EPD-RIV1) will also be considered. The choice of the models under review is due 

to their wider use and availability. The reviewed models are summarised in Table 2.1, which 

highlights the type, major components and key strengths and limitations of each model. 

2.5.1    Agricultural Nonpoint Source Pollution Model (AGNPS) 

AGNPS is an event driven and distributed parameter model developed by United States 

Department of Agriculture (USDA) Agricultural Research Service. It simulates runoff and 

estimates nutrient and sediment loads from agricultural watersheds for single storm events (Young 

et al., 1989). The water quality components of AGNPS are obtained by correlating nutrients and 

pesticides in runoff. The model calculates and estimates runoff and subsequent soil erosion, using 

universal soil loss equation (USLE). Further, it uses the unit hydrograph for uniform rainfall and 

soil conservation service (SCS) runoff curve approach. AGNPS consists of three principal 

components (Young et al., 1989). These are hydrology component for calculating peak flow rate 

and runoff volume, chemical transport component for estimating chemicals as phosphorus (P) and 

nitrogen (N), and erosion and sediment transport component. AGNPS is considered a very 

practical tool used in various watersheds for evaluting the impacts of diverse land cover scenarios 

(De Aussen et al., 1998). Land use parameters for specifying field processes and weather data 

required in AGNPS include; cropland, pasture, rangeland, forest, urban areas, precipitation, 

temperature, and sky cover. AGNPS is suitable when interfaced with GIS to accelerate data 
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capture and interpretation of model results (Bhuyan et al., 2003). The model is useful to understand 

erosion processes and locate areas that have high possibilty to lose nutrients within a watershed 

(Shen et al., 2012). It simulates the spatial distribution of catchment properties using a square grid 

cells system and evaluates the surface runoff for individual grid cells. The estimated runoff is 

routed through individual grids within the catchment towards the drain outlet. Different scenarios 

for minimizing nutrient and sediment discharge may be simulated, giving the user an advantage 

of immediate response compared with real life experiments (Mamun and Salleh, 2014). The model 

is a useful tool for management decisions on watersheds (Shen et al., 2012), and is predominantly 

used in the United States. Its effective use in other climes has been tested (Mohammed et al., 2004; 

Leon et al., 2004; Shen et al., 2012). AGNPS is however, not without its limitations. Catchment 

scale models like AGNPS require exclusive and extensive data, as simulation is done through unit 

grids which requires extensive input parameters. Technical documentation only exists for the input 

editor of AGNPS, where all the parameters are entered and edited. Moreso, adaptation of the 

model requires much work and programming competence (Finn et al., 2006). The model is also 

incapable of assessing nutrient transformation and in-stream processes and is only capable of 

simulating single events (Shoemaker et al, 2005). As a result of the limitations observed in AGNPS 

as an event based model, an annualized version AnnaAGNPS was developed as an improvement 

to the simulation capacity of AGNPS to evaluate long-term effects of NPS pollutants in large 

watersheds (Bingner and Theurer, 2001).  

2.5.2    Areal Nonpoint Source Watershed Environment Response Simulation Model 

(ANSWERS) 

ANSWERS is a distributed parameter and event-oriented model developed by the agricultural 

engineering department of Purdue University (Beasley and Huggins, 1981). The primary use of 

ANSWERS is in planning and evaluation of strategies to monitor NPS pollution from agricultural 

areas. The model predicts runoff, sediment transport, evapotranspiration and infiltration in 

agricultural watersheds. In this model, the hydrologic response to a storm event is the mechanism 

for movement of pollutants in the watershed. The model requires the subdivision of watersheds 

into square grids and simulates the processes within the watersheds following rainfall events. The 

processes which include runoff, sedimentation, and erosion are evaluated and routed for individual 

cells (Shen et al., 2012). Further, ANSWERS produces a number of output data which include; 

sediment yield hydrographs, runoff hydrographs, chemical movement masses, sediment loss and 

deposition masses for the individual cells. Program codes are easy to modify using ANSWERS 
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due to its modular program structure. However, its modelling capability of water quality is limited 

to phosphorous and nitrogen although the degradation of in-stream phosphorus and nitrogen is not 

considered. ANSWERS is unable to simulate many subprocesses including snowmelt processes 

or pesticides. The model like all distributed parameter models require elaborate and detailed input 

data preparations and is computationally intensive. Its output is sensitive to slight changes in input 

variables and this makes its validation challenging (De Roo et al., 1989). The erosion module of 

ANSWERS is empirical to a great extent.  

2.5.3    Soil and Water Assessment Tool Model (SWAT) 

 SWAT is a continuous, semi-distributed and basin scale model developed for the agricultural 

research service (ARS) USDA (Neitsch et al., 2011). It is a physical based model which runs on a 

daily time step. SWAT combines and expands the features of models like CREAMS (Leonard and 

Knisel, 1986), and SWRRB (Williams et al.,1985). The model enables users to consider impacts 

of rural and agricultural management practices on the long-term. It develops soil and water 

conservation modules and processes of conflux and sediment confluence when used with GIS. 

The major processes of SWAT include; agriculture management, climate, pesticides, sediment, 

nutrients, vegetation growth, soil type, and surface and underground runoff. Additionally, its 

primary consideration is water, sediments, and chemical yields from agricultural lands in complex 

watersheds under differing soil types and management conditions. SWAT is used for more 

specialised processes such as bacteria transport, and estimating streamflow and nutrient loading 

in various watersheds (Abbaspour et al., 2007). The model works by dividing catchments into 

subunits known as hydrologic response units (HRUs) of similar land uses, soil types, and slopes 

(Maringanti et al., 2011). SWAT has a high calculative efficiency and is effective for simulating 

big basins without much time and high investment involved. It is sensitive to changes in climate, 

plant cover, and management processes (Ullrich and Volk, 2009). Though easy to use, an ArcGIS 

interface is required to facilitate simulation setup and modification due to large numbers of input 

files required to run the model. SWAT is only able to simulate a pesticide at a time through the 

stream network. It is unable to simulate daily change of dissolved oxygen within the water body 

(Shoemaker et al., 2005; Benaman et al., 2005). SWAT cannot accurately evaluate processes such 

as extreme daily flow occurrences, the complex dynamic evolution of soil nitrogen and carbon, 

and simulation of runoff yield (Borah and Bera, 2004; Abbaspour et al., 2007). It is incapable of 

simulating single flood events, while its database must be modified when used in different study 

areas. Amongst several studies, Lee et al (2010), by applying best management processes (BMPs) 
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in a select watershed, used SWAT and QuickBird high-resolution satellite imagery to evaluate the 

reduction effect of NPS pollution. Poudel et al (2013), monitored the quality of surface water in 

Louisiana, using SWAT. Xu et al (2013) applied SWAT model for estimation of NPS pollution 

loads in Zhangweinan river basin. SWAT was adopted with the small-scale watershed extended 

method (SWEM) for the simulation of NPS in Three Gorges Reservoir Region (Hong et al., 2012; 

Shen et al., 2013a; Shen et al., 2013b; Shen et al., 2014). Findings from these studies highlighted 

the strengths and flaws of the model. SWAT is the most widely used model when considering 

NPS pollution and best management processes (Li et al., 2014). 

2.5.4    Chemicals, Runoff, and Erosion from Agricultural Management Systems Model 

(CREAMS) 

CREAMS is a field scale lumped approach model developed by the USDA, for assessing 

agricultural management practices and pollution control (Leonard and Knisel, 1986). The model 

calculates peak flow, runoff volume, soil water content, percolation infiltration, and 

evapotranspiration daily. It determines storm load, average sediment concentrations and dissolved 

chemicals in the runoff. The analysis is executed through interconnecting sub-models of 

hydrology, erosion, and chemistry (Leonard and Knisel, 1986). The application of CREAMS 

varies from simple to complex systems, especially in extreme cases of climate and management 

approaches (Crowder and Young, 1985). In developing the model, some assumptions are made to 

simplify the complex systems and processes so that they are represented by simple mathematical 

terms. CREAMS employ SCS and USLE for continuous series and erosion simulation processes 

(Leonard and Knisel, 1986).  Furthermore, it forecasts single rainfall events which provides 

average values for long-term rainfall. The simulated area in CREAMS is limited to a small field 

with the assumptions that the field has homogeneous soil, land use, and precipitation occurrences. 

The model inadequately simulates snow buildup, snowmelt, and subsequent runoff, and is limited 

in data management. CREAMS cannot provide process information or be used for large-scale river 

basins. It is also incapable of simulating in-stream processes (Kauppi, 1982). Users face certain 

restrictions if the model is run as three separate components. Because files generated by a 

component must first be recorded in order to pass the correct file to the next component. The user 

must, therefore, be attentive to the numerous files that would be generated for specific situations 

and understand the assumptions and intrinsic limitations of the model to prevent misapplication 

or interpretation of the model outputs (Leonard and Knisel, 1986).  
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2.5.5    Simulator for Water Resources in Rural Basins Model (SWRRB) 

SWRRB was developed through the modification of subroutines in CREAMS to simulate rural 

basin processes (Williams et al., 1985). It is a long-term water and sediment yield simulator, 

capable of predicting the effect of management decisions and assessing water quality in ungauged 

rural basins. The model entails three components; climate, hydrology, and sedimentation. It 

considers both sediments attached and soluble pollutants from surface runoff, sedimentation, 

percolation, evapotranspiration, return flow, transmission losses, reservoir storage, and crop 

growth (Arnold et al., 1995). Total phosphorus and nitrogen are evaluated using relationships of 

runoff volume, sediment yield, and chemical concentration. Surface runoff is measured using the 

SCS curve number, while return flow is evaluated in relation to soil water content and travel time 

of return flow. SWRRB effectively models Large and complex watersheds which are subdivided 

based on soil, land use, or management. It is, however, incapable of simulating in-stream processes 

(Arnold et al., 1995). And its input and output files are massive. 

2.5.6    Hydrologic Simulation Program FORTRAN (HSPF) 

HSPF a model developed by US environmental protection agency (USEPA), is a comprehensive 

model which simulates water quality and watershed hydrology; over-land, in-stream, and in 

impoundments (Barnwell and Johanson, 1981). It is a broad water quality and watershed 

hydrology model that simulates both land and soil contaminant runoff processes. It simulates in-

stream hydraulics, nutrients, and sediment exchanges for several organic pollutants (Shoemaker 

et al., 2005; Ribarova et al., 2008). HSPF effectively evaluates runoff flow rates, sediment 

transport and pesticide and nutrients concentrations. It generates time series results for water 

quality and quantity within a watershed (Tzoraki and Nikolaidis, 2007). Further, the model 

effectively assesses land-use change and flow diversions for point source and NPS pollutant 

management processes (Cho et al., 2009). Runoff capabilities in HSPF include simple 

relationships as empirical buildup, wash off and concentrations, and detailed soil process options. 

The in-stream nutrient processes include phosphorus and nitrogen reactions, BOD, DO, pH, 

benthic algae, phyto and zooplankton (Tzoraki and Nikolaidis, 2007). HSPF divides watersheds 

into homogeneous segments using the HRU concept. The model ignores the spatial variations 

within sub-watersheds, assumes overland flow to be one directional and considers the receiving 

water system as completely mixed. Any time-step may be simulated from as little as a minute to 

upwards of several years. However, HSPF represents physical processes through empirical 

relationships, and requires extensive calibrations and high level of expertise. HSPF does not 
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consider the spatial distribution of watersheds, therefore, resulting in increased model complexity. 

The model also does not consider simulation time as it becomes a distributed model when smaller 

sub-watersheds are used. HSPF is basically applied to well-mixed reservoirs, rivers and 1-

Dimensional flows (Shoemaker et al; 2005).  

2.5.7   The One Dimensional Riverine Hydrodynamic and Water Quality Model (EPD-RIV1) 

EPD-RIV1 is a one-dimensional model, developed by Ohio State University as a modification of 

CE-QUAL-RIV1 model (Sharma and Kansal, 2013). The model employs the two points, 4th-order 

Holly-Preissman scheme to solve mathematical formulations. EPD-RIV1 consists of two 

components, the hydrodynamic (RIV1H) and water quality (RIV1Q) components. RIV1H 

simulates the dynamics in water bodies to analyze prevailing dynamic conditions and waste load 

allocations within the water column. RIV1Q has the capacity to simulate water temperature, 

phosphorus species, nitrogen species, carbonaceous biological oxygen demand (CBOD), 

dissolved oxygen (DO), algae, manganese, iron, and coliform bacteria. Further, it has the capacity 

to simulate the impact of NPS pollutants on water quality and in-stream processes over time. 

However, the two components are not run simultaneously. RIV1H is applied first, the output is 

written in a file which is transferred and used for simulation in RIV1Q. EPD-RIV1 evaluates 

longitudinal variants in water quality characteristics were lateral and vertical differences are small. 

Additionally, it predicts flows, depths, velocities, water surface elevations, and other hydraulic 

characteristics. The model uses differential equations to interpret changes in values of variables, 

with 1-day time step (Martin et al., 2002; Sharma and Kansal, 2013). In the application of EPD-

RIV1, the assumption that the waterbody is one-dimensional is made. This assumption considers 

that velocities are suitably represented as average values over the cross-section. Further, it assumes 

that mixing in the lateral and vertical cross sections are adequate, thereby allows for cross-

sectional homogeneity. This assumption may not be true since contaminants discharged into a 

waterway may not mix completely for some distance downstream. It is, therefore, inappropriate 

in areas where complete mixing has not taken place (Martin et al., 2002). The hydrodynamic 

model solves the St. Venants equations as the governing flow equations and includes both point 

and NPS inflows and outflows. The software consists; computer system shell, deliberator, 

preprocessor, post-processor and pre-run. The required input data consists of initial conditions, 

geometric data, control and hydraulic parameters, and calibration data. However, data 

requirements of this model is high (Martin et al., 2002; Sharma and Kansal, 2013). The Governing 

equation of EPD-RIV1 is as shown in equation 2.1. 
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Where; α is mass concentration (mgl-1), t represents time (s), ū is flow velocity (ms-1), x is the 

longitudinal distance (m), D represents dispersion coefficient (m2s-1), A is cross sectional area 

(m2), q is the lateral inflow rate (m3s-1m-1), γ is concentration of the runoff from distributed flow 

Ks represents biochemical decay rates (+) and growth rates (-) (s-1) and Sinks is the biochemical 

sources(+) and sinks(-). 

 

2.6    Other Attempts at Modelling Non-Point Source pollution 

In recent time, however, attempts at modelling NPS have seen the emergence of mathematical 

models using several approaches. 

2.6.1    Distributed Modelling Approach (DMA) 

This approach is used in the estimation of NPS outflow from agricultural watersheds to a water 

column. It involves the collection of data from each field within a watershed by dividing it into 

small regular units. However, a major challenge is delineating hydrological uniform areas, when 

subdividing the watershed (Leon et al., 2001). The equation used for agricultural watersheds is 

expressed in equation 2.2. 
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Where Cout is concentration of the water quality constituent leaving the reach (mgl-1), Cin is 

concentration of the water quality constituent entering the reach (mgl-1). Cnp is the concentration 

of the NPS pollutants generated within the river reach (mgl-1), Roff is the total runoff (mm) and k 

is the decay coefficient (s-1). In the distributed modelling approach, the dissolvable concentration 

of NPS pollutants is combined with the reduction occurrences of the soluble concentration of water 

quality constituents at the inlet of the river. This situation, however, according to Jha et al (2007) 

and Leon et al (2001), is not consistent with actual field conditions. Rather, NPS pollutants enter 

the water column through overland flow adjacent to it (Jha et al., 2007). 

2.6.2    Chemical Mass Balance Approach (CMBA) 

CMBA is presented in equation 2.3 (Jain, 2000; Jha et al., 2007 ). The equation estimates the 

magnitude of NPS as the variance in the sum of watershed discharge and point source discharges. 
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(Novotny, 1994). It has been previously used in indirect estimations of point and non-point 

loadings through upstream and downstream measurements in receiving water bodies.  
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Where Qd and Qu are downstream and upstream discharge (m3s-1), Cd and Cu are downstream and 

upstream concentrations (mgl-1) and 
1
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 is the net outcome of individual loadings plus any 

losses or gain within the river. If significant changes in contaminants occur upstream, the chemical 

mass balance equation might not be considered reliable in accounting for all pollutants, especially 

those which undergo significant changes except in conditions where the travel time of pollutants 

between downstream and upstream is small (Jain, 2000). 

2.6.3    Modified Approach (MA) 

MA is based on reaction kinetics and conservation of mass. The model estimates the inflow of 

NPS pollutants into a river reach during rainy and off- rainy seasons (Jha et al., 2007). The 

approach assumes NPSs as uniformly distributed adjacent to the river reach. The limitations 

observed in the Distributed and Chemical mass balance approach, where tackled using the 

modified approach indicated as equation (2.4). 

k t

d d u u n p n pQ C Q C e Q C                         (2.4) 

Qnp is NPS discharge (m3s-1), while k is the rate of attenuation (s-1), and t is travel time (s). This 

approach was successfully used in estimating nitrate (NO3) and ortho-phosphate (o-PO4) loads due 

to NPS in River Kali (Jha et al., 2007). MA is found to be effective in loading and simulating NPS 

pollutants in-stream. However, a major flaw in this model could be in its development process 

where the inclusion of point source pollutants in-stream is neglected. This does not give a holistic 

in-stream scenario. Considering, that simultaneous existence of multiple sources of pollutants 

leads to a significant variation in its concentration within the water column. Negating any one 

source could result in errors. Further, its use may be restricted to rivers similar in geographic, 

climatic and hydraulic conditions to that for which it was developed (Jha et al., 2005). 



 

18 

 

Table 2.1: Summary of NPS Water quality models under review 

Model Type Major components Strength Limitations 

AGNPS Event driven 

distributed 

model 

Hydrology, chemical 

and erosion/sediment 

transport 

Simulates spatial distribution of catchment 

properties. Gives immediate response 

compared with experiments. Useful in 

understanding erosion processes. 

Requires exclusive and extensive data. It 

requires much work and programming 

competence. It is unable to assess nutrient 

transformation and in-stream processes. 

ANSWERS Distributed 

parameter, 

Event oriented 

model 

Hydrology, 

evapotranspiration, 

infiltration and 

overland sediment 

transport 

Program codes are easy to modify and 

predicted results are comparable with 

observed data. 

Unable to simulate in-stream processes. It is 

unable to simulate sub-processes like 

snowmelt or pesticides. It requires elaborate 

and detailed input data preparations and is 

computationally intensive. Its output is 

sensitive to slight changes in input variables 

and this makes its validation challenging 

SWAT Continuous, 

semi-

distributed, 

basin scale 

model 

Hydrology, climate, 

nutrients, sediment 

transport. 

Considers long term impacts of agricultural 

and rural management practices, and conflux 

and sediment confluence. Can be used for 

specialized processes such as bacteria 

transport. 

Requires large numbers of input files to run 

the model. It is unable to simulate daily 

changes of dissolved oxygen in water 

bodies. It cannot accurately evaluate 

extreme daily flow occurrences, complex 

dynamic evolution of soil nitrogen and 

carbon, and simulation of runoff yield. Its 

database must be modified when used in 

different study areas. 

CREAMS Field scale 

lumped 

approach model. 

Hydrology, chemical 

and erosion/sediment 

transport. 

Forecasts single rainfall events, calculates 

runoff volume and storm loads. Can be 

represented with simple mathematical terms. 

Limited simulation capability, incapable of 

simulating in-stream processes. High level 

of competence is required by user. It is easy 

to misapply and interpret model outputs. 

SWRRB Long term water 

and sediment 

yield model. 

Hydrology, climate 

and sediment 

transport. 

Capable of modelling large and complex 

watersheds. 

It is incapable of simulating in-stream 

processes. Its input and output files are 

massive. 

HSPF Long-term 

continuous 

simulation 

model 

Hydrology, climate 

and sediment 

transport. 

Effectively evaluates runoff flow rates, 

nutrient and sediment transport and pesticide 

concentrations. It predicts results 

satisfactorily, and is capable of simulating in-

stream processes 

It relies on several empirical relationships 

to represent physical processes. It requires 

extensive calibrations and high level of 

expertise. High data sets are required. It 

cannot simulate the spatial distribution 
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occurring in watersheds. The model is 

complex. 

EPD-RIV 1 One 

dimensional 

hydrodynamic 

model. 

Hydrodynamic and 

water quality 

Simulates the impact of non-point source 

pollutants on the water quality and in-stream 

processes due to time variance. 

Data requirement is high. High level of 

expertise is required. 

DMA Mathematical 

model. 

hydrology Estimates NPS outflows in Watersheds. Cannot delineate hydrological uniform 

areas, when subdividing the watershed. 

Does not consider NPS input as overland 

flow. 

CMBA Mathematical 

model. 

Chemical mass 

balance. 

It estimates non-point loadings through 

upstream and downstream measurements in 

receiving water bodies. 

Is not reliable in accounting for all 

pollutants for long distances between 

downstream and upstream. 

MA Mathematical 

model. 

Conservation of mass 

and reaction kinetics. 

It estimates the inflow of NPS pollutants into 

a river reach during both rainy and off- rainy 

seasons. The approach assumes NPS input as 

overland flow 

Is not reliable in accounting for all 

pollutants when the river reach is long.. 
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2.7    Summary 

Ten non-point source pollution models were reviewed: AGNPS, ANSWERS, CREAMS, 

SWRRB, HSPF, SWAT, EPD RIV1, DMA, CMBA, and MA. The basic operation of each model 

was carefully highlighted with consideration given to their nature, components, area of use, 

strengths, and limitations. ANSWERS and AGNPS are in operation single-event, distributed 

parameter models while SWAT, HSPF, and CREAMS are long-term continuous simulation 

models. SWRRB a modification of CREAMS simulates basin scale processes. AGNPS, HSPF, 

CREAMS, and SWAT have three major components comprising chemical, hydrology and 

sedimentation components. AGNPS lacks the capacity to predict sediment, water, and chemical 

discharges due to variance in time which is critical for analyses, due to its computationally 

intensive numerical structures. ANSWERS and SWRRB have hydrology and overland sediment 

as their main components but exclude in stream sediment simulation and chemical transport. 

SWRRB however, has a weather component. ANSWERS and HSPF, use storage-based equations 

for flow routing while AGNPS, CREAMS, SWRRB, and SWAT use SCS runoff curve number to 

estimate peak flows and runoff volumes. Additionally, HSPF and CREAMS require continuous 

precipitation data. It is however observed that hydrological processes and mechanisms involved 

in the movement of pollutants in-stream have not been completely developed in these models. The 

limitations observed in DMA, CMBA models were addressed by the MA model. However, MA 

model would require further modification in terms of the reach length to be considered which is 

vital for Non-point source modelling. Also, the model neglects point source pollutant inflows in 

its operation. In view of all models reviewed, both HSPF and EPD RIV1 have the capability of 

simulating in-stream processes. However, both HSPF and EPD-RIV1 have limitations which 

preclude their overall capability to effectively and easily evaluate non-point source pollutants in 

water bodies. HSPF delineate physical processes through several empirical relationships. It lumps 

simulation processes for different land use types at catchment levels and transits to a distributed 

type model when the watershed is small resulting in an increase in simulation time and model 

complexity. HSPF requires extensive calibrations and high level of expertise with high data 

requirement. EPD-RIV1 is a one-dimensional model, comprising of two codes; hydrodynamic 

code, RIV1H, and water quality code, RIV1Q which do not run concurrently. RIV1H is applied 

first and stored before RIV1Q uses its output file to drive the transport of the water quality 

parameters. The assumption made in EPD-RIV1 on the homogeneity in the cross-section of a 

water column may not stand true, which makes the model inappropriate in areas where complete 

mixing has not occurred. This necessitates the need for further research to develop a non- point 
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source pollution model that would adequately and effectively simulate non-point source pollutants 

in water bodies. Such a model should be easy to assess, user- friendly, flexible to adopt different 

water quality parameters and scenarios, less data intensive and time-efficient.  
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CHAPTER 3: METHODOLOGY 

 

3.1    Preamble 

This chapter presents the development of the mathematical formulations of NPS model 

components based on the HCIS concept in three sections. Section 3.2 shows the model component 

development for simulation of conservative pollutants considering non-point source pollutant 

transport along with advection and dispersion only. Section 3.3 describes the enhancement of the 

HCIS model to simulate hyporheic exchange processes in stream channel for conservative 

pollutants along with lateral loading of pollutants. Section 3.4 presents the derivation of the model 

component to simulate reactive or decaying pollutant transport in natural rivers with non-point 

source based on the HCIS model 

 

3.2    Model Component 1: Development of a Hybrid Cells In Series Based Non-Point Source 

Model 

3.2.1   Theoretical Framework for Model Development 

The release of pollutants in water environments through overland flows is on an alarming increase 

(Wang et al., 2013b; Hu and Huang, 2014; Bi et al., 2015; Strokal et al., 2016). Pollutants originate 

from agricultural runoff, informal settlements, and urban areas, henceforth, Non-Point Sources 

(NPS). Storm water transports pollutants from these sources and discharges into receiving waters, 

as a result it impacts the eco-environment and human health negatively. (Hu and Cheng, 2013; 

Zhao et al., 2012; Hofstra and Vermeulen, 2016; Wen et al., 2017). The pollution process is 

complex involving diverse pollutant types. Hence, NPS pollution is a significant environmental 

and water quality problem globally (Shen et al., 2011; Voß et al., 2012; Fu et al., 2013; Li et al., 

2017). Studies on NPS pollution control focus primarily on best management practices (BMP). 

Though BMP limits NPS pollution, it does not prevent its entry into Rivers. NPS pollutants are 

distributed along the water channel from diffuse sources. Consequently, though the amounts 

deposited at any specific point of a river may be small due to BMP, the cumulative mass loading 

is substantial while its impact extends downstream (Runkel and Bencala, 1995). For this reason, 

a good understanding of the spatio-temporal variations of NPS pollution is required (Huang and 

Hong, 2010; Chen et al., 2013; Dechmi and Skhiri, 2013; Zhang, 2015).  
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Modelling is considered an effective mechanism for quantifying the characteristics of NPS 

pollution. It simplifies the intricate processes of generation and transformation associated with this 

pollutant type (Yanhua et al., 2012; Wang et al., 2013b). Attempts at addressing NPS pollution 

led to several models being developed at different scales (Ongley et al., 2010; Lam et al., 2010; 

Olsen et al., 2012; Yanhua et al., 2012; Zhang et al., 2012). Models such as AnnAGNPS, an 

annualized version of AGNPS, SWAT and HSPF are some of the widely used NPS models. A 

significant drawback with these models is the intricacy in operation, which require high levels of 

expertise, large data sets, exhaustive parameter estimation processes, extensive calibration and 

validation processes (Huang and Hong, 2010; Zhang and Huang, 2011; Shen et al., 2011, Chen et 

al., 2013; Ouyang et al., 2016). Extensive reviews on NPS models are found in (Borah and Bera, 

2004; Shen et al., 2012; Adu and Kumarasamy, 2018). Several researchers have evaluated NPS 

pollution in watersheds using these models. Diaz-Ramirez et al (2011) used HSPF, to simulate the 

hydrological processes in watersheds in Puerto Rico, Alabama and Mississippi. Yan et al (2014) 

simulated the hydrological processes of Jiaoyi watershed in China by use of HSPF.  Chahor et al 

(2014) assessed the suitability of AnnAGNPS to predict sediment yield and runoff in a small 

Mediterranean agricultural watershed in Spain. Likewise, Zema et al (2016) used AnnAGNPS to 

evaluate runoff in a large Mediterranean catchment. Lam et al (2010) applied SWAT to model 

point and non-point source nitrate pollution in Kielstau catchment, North Germany. Kim et al 

(2015) employed SWAT to assess impacts of climate change on snowmelt and possible NPS 

pollution discharges in elevated catchments in South Korea. Also, Piniewski et al (2015) used 

SWAT to quantify the spatial distribution of NPS pollution of a Meso-scale catchment in Poland. 

Evidently, these models are predominantly used for evaluation of NPS pollution in relation to 

rainfall-runoff processes, sediment transport, soil erosion, pollutant source identification and 

migration within catchments (Chen et al., 2013; Ouyang et al., 2016). Further, they are difficult to 

use in developing countries and in terrains not native to their conceptualisation. Thus, limiting 

their wider use in other regions (Ongley et al., 2010; Li et al., 2014). The investigation into 

behavior patterns of NPS pollutant clouds within water bodies is uncommon. However, study on 

the hydrodynamic processes which occur within a water body due to NPS loading, and the rate 

NPS pollutant concentration patterns distribute in-stream, cannot be ignored due to its far-reaching 

effects. The difficulties associated with effectively predicting in-stream flux of pollutants from 

NPSs requires a simplified and easy to interpret model, which must be able to balance the model 

complexity with available data. Hence, it is necessary to build a flexible model capable of 
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simulating water quality in rivers inclusive of in-stream NPS pollution for use in areas with limited 

data. 

 

Mathematical models are generally founded on the fundamentals of conservation of mass which 

combined with Fickian law of diffusion represents the temporal and spatial effects of advection 

and dispersion of contaminants in water bodies (Benedini and Tsakiris, 2013). Research over time, 

identified limitations in the foremost Advection-Dispersion Equation (ADE) model (Rutherford, 

1994: Lees et al., 2000; Neuman and Tartakovsky, 2009). Thus, leading to the development of 

models like the Cells in Series (CIS) and Aggregated Dead Zone (ADZ) models. The practical 

application of ADE is flawed due to its inadequacy to interpret observed tracer profiles where 

uniform mixing due to turbulence occurs (Lees et al., 2000). Accuracy in simulating tracer profiles 

which are dependent on the dispersion coefficient within the stream has also been observed as a 

flaw of the ADE model (Bencala and Walters, 1983; Lees et al., 2000; Ghosh et al., 2001, 2004, 

2008; Neuman and Tartakovsky, 2009; Muthukrishnavellaisamy et al., 2009). The CIS model was 

considered as an alternative to ADE. It successfully reduced ADE to a first order differential 

equation from the conventional second-order differential equation. However, the CIS model 

considers its individual cells as thoroughly mixed, therefore, it fails to simulate in-stream 

advection processes adequately. This limitation of the CIS model limits its use in natural streams 

(Rutherford 1994; Ghosh et al., 2008; Kumarasamy, 2015). Conversely, the ADZ model 

recognizes storage zones in stream beds and banks, which is considered a significant factor for 

dispersion within water bodies. It decouples advection and dispersion which allows pure time 

delay for advection to occur. Thus, it adequately describes observed concentration profiles in 

natural streams. However, parameter estimation and determination of the model orders is the 

primary challenge with ADZ (Rutherford, 1994; Lees et al., 2000; Ghosh et al., 2008). Other 

models which have been considered as suitable alternatives to ADE model, includes, the Transient 

storage model (TSM) (Bencala and Walters, 1983) modeled in line with ADZ, and the Hybrid 

Cells in Series (HCIS) model (Ghosh, 2001). 

3.2.2   Derivation of the Hybrid Cells in Series Non-Point Source Model Equations 

 The HCIS model as developed by Ghosh (2001), is a conceptual model whose process is based 

on the physiognomies of the mixing cells concept. The model describes pure advection through 

time delay within each cell while dispersion occurs only when the cell is presumed as thoroughly 

mixed. It is a three-parameter model and presents the Gaussian distribution of continuous time. 
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The HCIS considers a stream network as a series of hybrid units. Each unit is made of three cells 

namely a plug flow and two unequal thoroughly mixed cells presented in figure 3.1. The plug flow 

cell is characterized by pure advection, suggesting no change in solute concentration, while 

advection and dispersion processes occur in the two distinct mixing cells. Each cell has an 

independent residence time in which fluids flowing through is replaced. In other words, effluent 

from one cell after moving through the cell over a specific residence time becomes the influent of 

the next cell. α equated as V0 /Q represents the residence time of the plug flow cell, while T1 and 

T2; V1 /Q and V2 /Q are the residence time of the first and second mixed cells respectively. Q is the 

rate of flow of solutes in each cell, while V0, V1, and V2 are the respective volumes of the plug flow 

cell, the first and the second mixed cells. These time parameters (α, T1 and T2) are determined 

empirically using the longitudinal dispersion coefficient (DL) and mean flow velocity (u) in 

relation with the Peclet number (Pe) as given in equations (3.1 to 3.3). The size of each hybrid 

unit Δx must satisfy Peclet number conditions where Pe = Δxu /DL ≥ 4.  
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Alternatively, the model parameters can be obtained through the least square optimization method. 

This method is flexible in parameter estimation using the Marquardt algorithm (Marquardt, 1963; 

Ghosh et al., 2008). And considered preferable to both the method of moments and method of 

partial first moments (Ghosh et al., 2008).  

The HCIS model was initially conceptualized to simulate conservative pollutants in streams and 

rivers (Ghosh, 2001). However, Kumarasamy et al (2011, 2013) implemented the inclusion of 

pollutant sorption and decay processes to the model. Additionally, Kumarasamy (2015) simulated 

DO concentration in streams by adding up De-oxygenation and Re-aeration component to HCIS 

model, while Olowe and Kumarasamy (2017) demonstrated its suitability for simulating Ammonia 

in rivers by incorporating the first-order kinetic equation for Ammonia nutrients. The flexibility 
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and adaptability demonstrated by the HCIS model, forms the basis for its use in developing a 

model capable of simulating in-stream NPS pollution. This section therefore, presents the process 

of deriving a model based on the HCIS concept for simulation of NPS pollutants in streams and 

rivers. 

 

 

Figure 3. 1: HCIS Unit inclusive of uniformly distributed lateral flow 

 

 

3.2.2.1    Pollutant Concentration in Plug Flow Component of First Hybrid Unit with Non-Point 

Source Pollution 

Differential equations for most water quality models, are obtained by use of the fundamental 

concept of conservation of mass. In deriving the governing equations, a mass balance is carried 

out on a stream segment. Consider a stream of control volume ΔV, length Δx, and cross-sectional  

area A. The stream has a mass flow entering upstream the channel and a uniformly distributed 

lateral surface inflow along the channel reach as expressed in O’Conner (1976). Neglecting 

longitudinal dispersion, and assuming the pollutant to be conservative, the mass balance at Δt 

yields. 

L L

QC
VC QC t C Q t tC x Q x

x x

   
            

   
        (3.4) 

Expanding equation (3.4) gives 

         α      T1        T2 

 qL/A (CL – C)  qL/A (CL – C)     qL/A (CL – C) 

CR CP CM1 CM2 

Q 

Plug flow Cell 1st Thoroughly Mixed  

Cell 
2nd Thoroughly Mixed  

Cell      

Q 

 

Stream subject to flows from non-point sources 

Non-Point source discharge qL and pollutants CL discharging into stream 

Solute transport through the Cells 
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          (3.5) 

 

By substituting V = AΔx and dividing both sides of the equation by ∆x∆t, while neglecting all 

higher derivatives, equation (3.5) becomes; 
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Simplifying equation (3.6) and applying St Venant’s continuity equation (3.7),  
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Yields equation (3.8) 
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Where, C (x, t) (mgl-1) is pollutant concentration in the water body, u (ms-1) is flow velocity, t (s) 

is time interval of pollutant displacement, x (m) is distance from source, qL (m3s-1m-1) is lateral 

inflow, CL (mgl-1) is pollutant concentration in lateral inflow, and A (m2) is the water channel 

cross-sectional area.  

 

Equation (3.8) is a first-order differential equation consistent with Bencala and Walter (1983) for 

conservative pollutants in water bodies, excluding dispersion and transient storage component. It 

is also valid for plug flow component of HCIS (Ghosh, 2001). This equation is therefore proposed 

for application as the background for simulation of NPS pollution in water channels. Hence it 

forms the governing equation for the Hybrid Cells in Series Non-Point Source (HCIS-NPS) model. 

The capability of the proposed model to simulate pollutant transport under both unsteady and 

steady flow conditions is enhanced, by incorporating the St. Venant’s equation of continuity for 

unsteady flow in the derivation of the equation.  

 

By means of the developed first order differential equation (3.8), simulation of a conservative 

pollutant will be executed. A conservative pollutant of no certain type is considered as transported 
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downstream a river comprising of hybrid units made up of a plug flow cell and two thoroughly 

mixed cells. Inflows from both non-point and point sources are taken into consideration. The 

inflows from NPS is assumed as being uniformly distributed along the river reach as shown in 

figure. 3.1. Let qL/A be denoted as ψ and initial and boundary conditions be; 

 

C (x, 0) = 0; x > 0           (3.9a) 

 

C (0, t) = CR; t ≥ 0 and                                                                                                              (3.9b) 

 

C (αu, t) = 0; 0< t < α           (3.9c) 

 

where the initial boundary concentration of point source pollutants in each cell changes from C to 

CR. Applying Laplace transform for all terms in equation (3.8) becomes; 
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Substituting equations. 3.10(a-c) in (3.8) and rearranging all terms, yields 
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Simplifying equation (3.11) and taking the integrals of the equation gives 
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     (3.12) 

Where W is the integration constant. If boundary conditions 3.9 (a and b) are fulfilled. W can be 

computed by considering C* = CR/S + CL/S to give; 
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         (3.13)  

 

Substituting equation (3.13) into (3.12), simplifying and taking the inverse Laplace transform of 

the resultant equation yields 
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Where, CPf is the concentration of pollutants exiting the plug flow cell with NPS contribution. 

Valid when t ≥ α, and where U (t - α) is the step function of the equation.  

 

3.2.2.2    Operating Process in First Thoroughly Mixed Cell 

The HCIS model operates in series. Therefore, the first thoroughly mixed cell becomes the 

receptor of effluents leaving the plug flow after occupying the plug flow cell over a residence time 

α and is replaced with new inflow. Thus, outflow concentrations from the plug flow becomes in-

stream influent concentrations for first mixed cell. NPS pollutant inflows are also introduced into 

the system. The first mixed cell has a fill time of T1 as defined earlier. The Mass balance equation 

for the cell becomes;  
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Where the first term of the equation, is the change in mass of the first mixed cell. The first term 

on the right is mass leaving the plug flow cell into the first mixed cell. The middle term represents 

effluent moving through and exiting the first mixed cell, while the last term is mass inflow from 

uniformly distributed non-point sources along the river. Substituting equation (3.14) into (3.15), 

dividing the equation through by V1∆t and simplifying in differentials yields;  
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Combining like terms and by multiplying equation (3.16) through by exp

1
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Where;   
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Integrating equation (3.17) with respect to “t” yields;  
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Where P is the constant of integration. Solving when CM1 = 0 and t = α, P becomes  
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Substituting equation (3.19) into (3.18) and simplifying the resultant equation yields;  
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Where: 
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Equation (3.20) is the pollutant concentration exiting the first thoroughly mixed cell. Thus, CMC1 

is total pollutant concentration from both point and NPS exiting the cell.   

 

3.2.2.3    Operating Process in Second Thoroughly Mixed Cell 

Effluent from the first mixed cell becomes influent to the second thoroughly mixed cell with 

inclusion of uniformly distributed lateral inflow. The residence time within this cell is T2. Hence, 

performing mass balance for the second mixed cell at time intervals of t to t + ∆t, where all terms 

of change in pollutant concentration within the cell, effluent mass entering and moving through 

the second mixed cell and lateral inflow are all accounted for, and hence yields, 

 

 22 2 1 2 2

L
L M CM C M C M C

q
C CV C C Q t C Q t V t

A
                                                (3.21) 

 

Substituting CMC1 into equation (3.21), dividing the equation through by V2∆t and rearranging 

reduces the equation to the differential form 

 

 

 

 

 

 

 
 

 

 
 

 

 
 

1 1

1 1

1

1

2

2 2 2 21 1

1 1

2 21 1

1

2

exp exp exp exp

1 1

exp exp exp exp

1 1

exp exp exp

t t
M C R L L L

T T
t t

T T

R L

T
t

T

L L

dC C U t C U t C U t C

dt T T T TT T

C U t C U t

T TT T

C U t C

T

     

 
 

   




  

    

 

 

 

  

   

    
      

    

 
  

  

  
   

 

 
 

 


 

 

 

 

 

1

1

1

1

1

1

2 2 1

1

21

2

22 1

exp

1

1exp

1

T
t

T

L

T
t

T

L

M C L

C T

T T T

TC T
C C

TT T


















 
  
 

 
  
 




 
   

  

    (3.22) 

By combining like terms and multiplying the equation through by exp  equation (3.22) 

becomes; 
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 By integrating equation (3.23), it becomes 

 

 
  

   

  

   
    

 

   

  

   

  

   

 

 

  

 

 

   

 

 

1 1

2 3 2 2

1 12 2

1 3 1 4 1 4 1 4

1 1 12 1 2 1 2 1 2

1 4 1 1 5 2 3

11 2 1 2 2

1 11 1

1 1 11

1 1

R L

M C L L

L R L L

L L L

C U t B C U t B
C B C U t B C B

T TT T

C T B C TU t B C TU t B C T B

T T TT T T T T T T

C TU t B C T T B C T B
H

TT T T T T

 
  

  

   

  

   

 

 
    

  

 
   

     


   

  

  (3.24) 

 

Where H is the constant of integration. Solving H when CMC2 = 0 and t = α, gives 
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Where; 
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Combining equation (3.24) and (3.25) and multiply through by exp yields 
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The step response of the HCIS-NPS unit valid when t ≥ α. is;  
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Equation (3.27) is the pollutant concentration leaving the second thoroughly mixed cell. It 

represents the step response of pollutant concentration in the first hybrid unit for a unit step input 

valid for t ≥ α. When U (t - α) = 1 for t ≥ α and U (t - α) = 0 for t < α.  

 

KHCIS-NPS denotes the step response function of the initial hybrid unit. Differentiating equation 

(3.27) with respect to ‘t’ produces the impulse response function for the same hybrid unit equation 

(3.28). Where kHCIS-NPS is the impulse response function.  
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K n t K n t
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t
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

   
 


           (3.28) 

 

To estimate the concentration of pollutants at the end of ‘nth’ hybrid unit, for ‘n’ number of hybrid 

units in a river reach, the convolution method is implemented. 
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3.2.3    Estimation of Downstream Concentrations by Method of Convolution  

By use of the convolution technique presented in equation (3.29), the response of the pollutants 

further downstream from point of pollutant first entry can be estimated. The river reach is assumed 

to be delineated into n number of hybrid units. The effluent concentration from the first hybrid 

unit is transferred, by convolution and is the influent for the next hybrid unit. This process 

continues through for n ≥ 2 hybrid units. 

       1,, 1 ,
1




       


n
n tC i x n t C i x HCIS NPS             (3.29) 

 

3.3    Model Component 2: Development of Hyporheic Exchange Simulation Model in 

Natural Rivers with Non-Point Source Pollution Loads 

3.3.1    Theory of Hyporheic Zones, Exchange and In-stream Time Delays 

Pollutant concentration profiles differ from reach to reach in natural rivers. This difference is 

attributed to several processes which occur within the water body and is controlled largely by 

channel geometry, hydrology and basin geology (winter, 1998). Natural rivers are characterized 

by irregular cross-sections, with vegetated pockets which act as dead zones, where moving water 

either becomes stagnant or flows at reduced velocities (Kumarasamy, 2011). The presence of dead 

zones otherwise referred as hyporheic zones and in some cases transient storage; results to a 

temporary trapping of a part of in-stream pollutants within its sediments. This occurrence impedes 

the movement of pollutants in the water body. However, as the concentration gradients of the main 

channel and the storage zone changes due to continuous stream flows, trapped pollutants are 

gradually released back into the mainstream (Kumar and Dalal, 2014). This trapping and release 

process increase the travel time of pollutants within the waterbody and is referred to as hyporheic 

exchange (Gooseff et al., 2003). Hyporheic exchange occurs due to different hydraulic 

mechanisms which retard the transport of the pollutants in water bodies. The dynamics of 

hyporheic exchange, include the spatio-temporal scales of the flux, especially if the retention 

timescale in the storage zone is far greater than the travel time in the main water channel. Long 

retention periods are caused by temporary storage in the porous medium or hyporheic zones 

(Tonina and Buffington, 2009; Cardenas, 2009).  
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The hyporheic zone (HZ) is integral to river ecosystems (Hester and Gooseff, 2010; Harvey and 

Gooseff, 2015). It refers to the bed and sediments porous banks in and around the river as seen in 

figure 3.2. Solute passing through HZ stays there longer and flows at a slower rate than in the 

overflowing channel. The interactions between the river, inflows from non-point and point 

sources, and HZ is essential to figure out the sustainability of the eco environment and the river 

quality (Krause et al., 2011; Bardini et al., 2012; Boano et al., 2014). These factors all contribute 

to the health of the River, and influences the metabolic activity and nutrient cycles of both the 

river and HZ (Krause et al., 2011; Harvey et al., 2012; Bardini et al., 2012) 

 

 

 

 

 

 

 

 

Figure 3. 1: Stream Section showing Hyporheic Zone and Exchange process (Kumarasamy, 

2011). 

 

The fate of pollutants in natural rivers depends on the hydrodynamic exchange within storage 

zones. Two significant parameters determine the effect of the hyporheic zone. The first is the 

cross-sectional area or volume of the zone while the second is the coefficient of mass exchange 

rate. Thus, the flux of mass exchange is comparable to a change in solute concentrations between 

the dead storage zone and the river. This is demonstrated by the reduction in pollutant 

concentration gradients within the river as the solute in the near field gets entrapped in the dead 

zone but increases due to its gradual release back into the main stream with increase in over flow. 

The delay of entrapped pollutants in the hyporheic zone is responsible for the long tails in 

breakthrough curves produced from field measurements (Ge and Boufadel, 2006).  

 

The one-dimensional ADE model with a combined first-order mass exchange between the dead 

zone and river body, in its simplest form, is the most common approach in explaining pollutant 

transport in rivers where mass exchange with the hyporheic or transient zones occur (Runkel et 
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al., 2003; Briggs et al., 2009). However, to quantify the retention of pollutants in the hyporheic 

zone the ratio of the solute velocity to the velocity of water contaminant otherwise called the 

retardation factor (Rf), is measured (Hansen and Vesselino, 2018). Early researchers considered Rf 

in the vadose zone as constant. However, recent studies show that Rf changes under varying 

conditions (Huo et al., 2013). If local equilibrium for reactive substances is assumed, the classical 

ADE model may be expressed as equation. (3.30) (Rutherford, 1994) for a homogeneous porous 

medium. 

2

2f

C C C
R D U

t xx

  
 

 
          (3.30) 

Where Rf is retardation factor, C (mgl-1) is pollutant concentration, t (min) is time, D (m2/min) is 

coefficient of longitudinal dispersion, x (m) is distance and U (ms-1) is flow rate. The inability of 

the classical ADE model to replicate the elongated tail in C-t profiles for pollutant transport is a 

significant shortcoming of the model (Cardenas, 2015). This is confirmed by Rutherford, (1994) 

who states that the ADE model sufficiently predicts the behaviour of tracer centroid and variance 

but is incapable to adequately predict its skewness. Amongst the many models proposed to 

adequately describe the natural processes due to these delays, TSM (Bencala and Walters, 1983; 

Bencala, 1983) is prominent.  

 

TSM is a modification of the ADZ model inclusive of a transient storage component (Lees et al., 

2000). The transient storage component accounts for the elevated tails and skewness in the 

representation of its simulated C-t profiles. TSM considers shear flow in uniform channels to 

simulate dispersion within a stream. It goes on to divide flows in rivers into two interacting zones 

linked by a first order mass exchange. The zones comprise of the stream channel, where transport 

mechanisms of advection and dispersion occur, and a transient storage zone (Bencala and Walter, 

1983). The model suggests that advection and dispersion processes occur only in the overflow. 

While the flow in the storage zone or dead zone area consisting of vegetative pockets, bank 

irregularities and or permeable sub-surfaces; is presumed stagnant in variance to that of the 

overflow, (Bencala and Walters, 1983; Bencala, 1983; Runkel and Chapra, 1993; Kumar and 

Dalal, 2014).  

 

The model is conceptualized on the basis that as the pulse of solute moves along a water channel, 

the concentration of the solute within the channel is attenuated while some solute mass remains 

within the storage zones. As the pulse passes through the channel, the retained solute in the storage 
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zone, is released back into the main stream resulting to the gradual tailing of the C-t profile (Runkel 

and Bencala, 1995). The governing equations of TSM which describes a one-dimensional 

transport of solutes under uniform and steady flow conditions are (Bencala and Walters, 1983; 

Runkel and Chapra, 1993). 
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                    (3.32) 

 

Where C and Cs (mgl-1) are the concentration of solute in the stream and storage zone respectively, 

A and As (m2) represents the cross-sectional area of the stream and storage zone. The volumetric 

flow rate of the reach is denoted by Q (m3s-1), E (m2s-1) is the longitudinal dispersion coefficient 

while α (s-1) is the storage exchange coefficient of the stream. t (s) represents time while x (m) 

denotes distance. qL is lateral inflow (m3s-1m-1) and CL is pollutant concentration in lateral inflow 

(mgl-1).  

 

Although the coupling term α (cs - c) in equations (3.31 and 3.32) appear simple, the numerical 

solutions of both equations require as many as three parameters for calibration. Estimating these 

parameters is difficult and complicated (Rutherford, 1994; Lee et al., 2000). Thus, the parameter 

uncertainties in TSM restricts its wider use (Harvey et al., 1996; Wagner and Harvey, 1997; Fuller 

and Harvey, 2000; Zaramella et al., 2003; Bottacin Busolin, 2010). Though, much work has been 

carried out in modelling hyporheic zone processes, Bencala, (2000) and Runkel et al. (2003) 

suggest that a lot more needs to be done.  

 

Kazezyılmaz-Alhan and Medina (2006) developed an enhanced TSM. The enhanced model 

introduced the process of advection and dispersion within the hyporheic zone. They presented a 

numerical solution using implicit finite difference method. The partial differential equations so 

derived for both the overflow channel and hyporheic zone are solved simultaneously to obtain 

solute concentrations in both zones. This is nevertheless cumbersome and numerical oscillations 

which occur in numerical solutions makes it difficult to derive satisfactory results (Rutherford, 

1994). Multi rate mass transfer Model (MRMT) was proposed by Haggerty et al. (2000). MRMT 

expresses transient storage by integral convolution of pollutant concentration, residence time and 
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distribution. Bourke (2014) characterised hyporheic exchange parameters based on radon 

activities of longitudinal streams. Kumar and Dalal, (2014) developed a diffusive transfer zone 

model (DTSM) by analytically solving the diffusive exchange model, developed by Jonsson et al. 

(2003). These attempts have however not been without their complications in approach and 

applications. Trends in HZ processes and model development are well described in Boano et al. 

(2014). 

 

Relevant physical processes towards describing mathematically the interactions that occur 

between the stream overflow and solute stored and released from the porous medium in the 

hyporheic zone is necessary. Sorption and or desorption processes retard the transport of the plume 

due to interactions with the porous medium. (Maghrebi et al., 2013; Kim et al., 2014). Moreover, 

transport of solute in the porous media is complex and subject to delays. The mobility of the 

pollutant depends on the relationship of the retardation factor Rf and sorption distribution 

coefficient Kd equation (3.33) (Krupka et al., 1999).  

1f dR K              (3.33) 

And 

b

n


        (3.34) 

Where n (-) is porosity of the porous medium and ρb (-) is the bulk density. Equation (3.33) 

assumes that sorption is linear and instantaneous. To adequately predict retardation effects, 

sorption processes must be quantitatively described and estimated. This is a prime function of Kd. 

However, in most cases Kd for most reactive solutes is considered as heterogeneous. A limiting 

factor to this relationship is that most modellers assume the porous medium does not affect the 

migration of pollutants and set Kd as default (Krupka et al., 1999; Deng et al., 2013). In addition, 

including Kd as a term in Rf, infers that reactions which occur in the channel are reversible and in 

equilibrium, and do not vary in time or space (Muller et al., 1982). This often is not the case in 

natural environments (Krupka et al., 1999). Coles (2007) stipulates that pollutant migration may 

be underestimated if Kd is employed when pollutant concentrations are not within linear range. 

However, due to a lack of adequate data in most sites this concept has been largely accepted 

bearing that, Kd measurements can be deduced from small scale laboratory experiments (Deng et 

al., 2013).  
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Different attempts have been made to adequately and practically define retardation factor. 

Maghrebi et al. (2013) derived effective retardation for varied porous formations using numerical 

simulations and approximate analytical solution to predict average plume delays. Deng et al. 

(2013) Studied retardation factor for graded porous media with multimodal mineral facies. While 

most researchers define retardation factor consistent with equation (3.33), other researchers such 

as Dentz and Castro (2009), Kumarasamy (2011), and Bolster and Dentz (2012) have defined 

differently. Kumarasamy (2011) formulated a hybrid model for pollutant mass exchange between 

the overflowing stream and underlying soil, defining retardation factor as 

 

.
1 Pw D f

R
A

 
  
 

          (3.35) 

 

R is the retardation factor (-), ϕ is stream bed porosity (-), wp is wetted perimeter of stream overflow 

interface and hyporheic zone (m), D is depth of HZ (m), A is cross-sectional area of stream (m2) 

while f is a proportionality constant (-). This section also extends the work of Kumarasamy (2011) 

by incorporating a non-point source component to the HCIS model for pollutant transport 

simulation in streams with hyporheic exchange and aims to provide validation for equation (3.35). 

The ability of the proposed HCIS-NPS model to adequately simulate hyporheic exchange 

processes in natural rivers with non-point source inflows when compared to the modified ADE 

model is also tested.  

3.3.2    Conceptualisation and derivation of the Hybrid Cells in Series Non-Point Source 

Hyporheic Zone (HCIS-NPShez) Model 

The process of the conceptual model starts from the plug flow zone, where the injected pollutants 

undergo a pure advective translation with minimal variation in concentration due to exchange 

occurring between the overflow and HZ and dilution from non-point source inflows rather than 

dispersive processes. To study the fate of pollutants at varying locations in a natural river with 

interactions occurring between the stream flow, the hyporheic zone and NPS inflows, a HCIS 

model henceforth denoted as HCIS-NPShez model is conceptualised. The stream network is 

conceptually split into several hybrid units as shown in Figure 3.3 which consist of three zones 

each of disparate retention times. The effluents from the plug zone flows into the first well mixed 

zone. In this zone the solute is subject to advective propagation. As the effluent travels through 

the first well mixed zone, it is subjected to thorough mixing due to advection and dispersion 

processes occurring. At the exit of the first well mixed zone the solutes flow into the second well 
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mixed zone and forms the influent for this zone. The same process as the first mixed zone takes 

place in the second mixed zone. The retention time within each zone is a function of its volume 

(V) and the rate of stream flow (Q) (m3s-1). If the volume in each zone be denoted as V1, V2 and V3 

respectively. Then, retention time of the plug flow and two mixed zones are α = V1/Q, T1=V2/Q 

and T2=V3/Q. Interactions with the hyporheic zone and inflows from non-point sources occur in 

all three zones. 

 

Figure 3. 2:  Conceptualised HCIS-NPS model with hyporheic Zone and Exchange 

 

3.3.2.1    Derivation of the Plug Flow Component 

The governing first order kinetic equation for a control volume of a natural river/stream with non-

point source pollutant inputs, subject to hyporheic exchange is described by a partial differential 

equation as:  
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Where C (x, t) (mgl-1) is pollutant concentration in the stream flow, t (min) is time interval of 

pollutant displacement, x (m) is longitudinal distance and u (ms-1) is flow rate. qL(m3s-1m-1) is 

lateral inflow, CL (mgl-1) represents non-point source pollutant concentration in lateral inflow, ϕ 
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is porosity of the stream bed, D (m) is depth of the underlying zone, Rh (m) is the hydraulic radius 

of the stream = A/WP. A (m2) and WP (m) stands for the cross-section area and wetted perimeter of 

the stream and CS (x, t) (mgl-1) is concentration of trapped pollutants in HZ. If HZ is well mixed, 

the flux between the zone and the overlying water depends on the concentration of the solute 

between both zones given as equation (3.37) (Rutherford, 1994).  

   , ,SC f Cx t x t             (3.37) 

 

Where f is the proportion of the HZ to the stream bed. f = V*/V. when V* (m3) is HZ volume and 

V (m3) is volume of the cell. The volume of the hyporheic zone could be found through the 

relationship ϕA*D where A* is the interface that links the stream and the hyporheic zone. If in a 

given situation, the hyporheic zone extends beyond the wetted perimeter of the stream, then A* 

becomes the sum of the wetted perimeter and the residence time of pollutants within the control 

volume. According to Rutherford (1994) if the hyporheic zone occupies 50% of the length of the 

entire bed, extending across the entire channel then f ≈ 0.50.  

 

To analytically derive the plug flow component of the first hybrid unit equation (3.37) is 

substituted in (3.36) and solved by implementing Laplace transforms and integral processes. For 

a control volume governed by hyporheic exchange and inflow of uniformly flowing non-point 

source pollutants as seen in figure 3.3. Let Initial and boundary conditions be C (x, 0) = 0; x > 0, 

C (0, t) = CR; t ≥ 0 and C (αu, t) = 0; 0< t < α also let qL/A is denoted as ξ. 

 

Therefore, simplifying equations (3.36) and (3.37) and using Laplace transform for each term, the 

equation reduces to, 

 

*
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Rearranging equation (3.38), yields an ordinary differential equation given as, 
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Multiply both sides by  equation (3.39) becomes 
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Integrating equation (3.40) gives 
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where N is the integration constant. Resolving when x = 0, C = CR + CL and C* = CR/S + CL/S, N 

becomes 
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           (3.42) 

 

Combining equation (3.41) and (3.42) and solving by inverse Laplace transform, the resultant 

equation gives the pollutant concentration exiting the plug flow zone given as equation (3.43).  
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Equation (3.43) is the step response of pollutants leaving the plug flow zone. The step response 

describes a travel distance of αu at time t from injection through the plug zone. U (t – αR) is the 

step function of the equation when t < αR, U (t – αR) = 0 and for t ≥ αR, U (t – αR) =1. 

Subsequently, CP (αu, t) is the point source and in stream influent for the first well mixed zone.  

 

3.3.2.2    Pollutant Concentration in the First and Second Well Mixed Zone 

To obtain the pollutant concentration profiles within and leaving the first well mixed zone, a mass 

balance equation is written as;  
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The mass balance equation accounts for the inflow from the plug flow zone, inflow from non-

point sources as well as effects of hyporheic exchange. The volume of the first well mixed zone 

is denoted as V2 = QT1 as earlier defined. All other parameters are as previously defined. 

Substituting CP which is the effluent from the plug flow zone into equation (3.44) yields; 
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Simplifying equation (3.45) by dividing both sides by V2∆t and substituting the reduced 

proportionality constant” f” yields the following differential equation  
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    (3.46) 

Combine like terms, multiply both sides of equation (3.46) by  when (1+ f) is 

Retardation Coefficient (R). and Integrate with respect to “t” produces 
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Further, substitution where A is the integration constant. And solving A when CM1 = 0 and t = αR, 

equation (3.47) becomes, 
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 (3.48) 

 

Hence, CM1 is the Concentration of the effluent at the end of the first well mixed zone. 

Subsequently, CM1 flows into the second well mixed zone and therefore becomes the point source 

influent to the zone. Thus, the mass balance equation for the second mixed zone with the inclusion 

of non-point source inflows and assuming hyporheic exchange is 

 
 

3 2 1 2 2 2

,SL

M M M L M

h

C x tq D
V C C Q t C Q t C C V t

A R t

 
        


                (3.49) 

Combining equation (3.48) and (3.49) yields  
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Divide the equation through by V3∆t and rewriting in differentials yields 
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Solution of equation (3.51) produces the step response of the pollutant concentration leaving the 

second well mixed zone as,  
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(3.52)
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CM2 = is the pollutant concentration leaving the second well mixed zone. Hence it is 

the step response of the first hybrid unit. The equation is valid when t ≥ αR. The derivative of 

equation (3.52) with respect to” t” yields equation (3.53) which is the unit impulse response 

function HCIS-NPShez (n,  t) at the end of the first hybrid unit and describes the variations in solute 

concentrations at the boundaries valid for t ≥ α. 
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Equations (3.52) and (3.53) are the step and impulse responses at the end of the first hybrid unit 

for the river channel. Hence, with the help of convolution technique, subsequent pollutant 

concentrations at downstream locations along the river is obtained. Where the effluent 

concentration at the end of the nth hybrid unit at i∆t is, 
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3.3.3    Performance of Proposed HCIS-NPShez in Comparison with ADE-NPShez 

As previously mentioned the classical ADE model has long been the basis for simulation of solutes 

in rivers. However, due to its inability to adequately represent the behaviour of solutes in natural 

streams and rivers, various modifications have been attempted. In showing the potential of the 

proposed model as an alternate to the ADE model, both models are tested with the inclusion of 

Non-point source and Hyporheic exchange components to the classical ADE. 
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The step response function of the ADE-NPShez model obtained when equation (3.55) is 

numerically solved with the explicit finite difference method is, 

 

HCIS NPShezK 
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                              (3.56) 

 

To prevent oscillations in the numerical solution, conditions to satisfy the courant number through 

the relationship u∆t/∆x ≤ 1 is adhered to (Chapra, 2008). Equation (3.56) is further numerically 

differentiated with respect to “t” to produce the unit impulse response of ADE-NPShez model. 

Through application of numerical convolution, the pollutant concentration from the near to the far 

field of the stream at distances of 200, 600, 1400 and 2000m is simulated. The numerical solution 

of the ADE-NPShez model derived through the explicit finite difference method is compared to 

the analytical solution of the HCIS-NPShez model for the same reach lengths. The same 

parameters used previously are maintained except for ∆x which is set at 100m to satisfy the 

conditions for the courant number. Also, for ADE-NPShez the unique parameters of α, T1, and T2 

are not used. The impulse response of the ADE-NPShez and HCIS-NPShez models are simulated 

when R=1.2 and is presented as figure 4.9. 

3.3.4    Validation of Retardation Equation 

Equation 3.35 derived by Kumarasamy (2011) is used to obtain the retardation coefficient for the 

proposed model. To ensure the validity of the equation, data from Knapp et al. (2017) is utilised. 

Knapp et al. (2017) presented a retardation factor of resazurin to be within the range of 1.45 when 

the medium porosity is 0.39. Using equation (3.35) and inputting data as presented in Knapp et al. 

(2017) the retardation factor is calculated. Validation and discussion of results are presented in 

chapter four. 

 

3.4   Derivation of Reactive Pollutant Transport in Natural Rivers with Non-Point Source 

Hybrid Cells in Series Model 

3.4.1 Reactive pollutant and processes 

Studies in recent years have shown that most reactive pollutants in natural rivers originate from 

Non-point sources through storm water runoff. This section expands the development of a non-

point source model towards simulating non-conservative pollutants in rivers.  
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Pollutants from point and/or NPS when released into water bodies follow a scheme of occurrences 

(Lopez et al., 2013; Gao et al., 2015). Generally, the presence of pollutants classified either as 

conservative or non-conservative/reactive in water bodies, degrades it and makes it unfit for any 

kind of use. Rivers, naturally, have a self-purifying mechanism which restores its balance. 

However, when pollutant loads exceed the self-cleansing capacity of the river, the entire eco-

system becomes distorted (Wen et al., 2017; Kumarasamy et al., 2015). Reactive pollutants which 

are subject to decay constitute most of freshwater pollutants (Nyenje et al., 2010; Varol and Sen, 

2012; Kiedrzyńska et al., 2014; McDowell et al., 2017). A large proportion of reactive pollutants 

have been found as being sourced from NPS through runoff mainly from agricultural lands and 

informal settlements (Nyenje et al., 2010; Gavrilescu et al., 2015; Yuceer et al., 2016, Wen et al, 

2017; McDowell et al., 2017). The pollutant contributions from non-point sources influence in-

stream water quality of usable water considerably with its impact felt downstream the river 

network. (Jiake et al., 2011; Mueller-Warrant et al., 2012; Poudel et al., 2013). The processes that 

occur within the water body over time, determines the fate of the pollutants, as they undergo 

chemical and or biological changes within the water channel due to decay. 

 

These processes influence the pollutant concentration as it moves downstream from the source of 

entry. Depletion of oxygen, excessive toxic algae growth from the enrichment of the water body 

due to excess nutrient loading and loss of biodiversity in the eco-system, are a direct fall out from 

these occurrences. Quantifying, therefore, these processes and its effects have become necessary. 

This is even of more importance when such pollutants are generated from non-point sources (Abon 

et al., 2009; Loucks and Beek, 2017). In this regard, water quality management requires deep 

understanding on the distribution and behaviour of the pollutants in water systems to restore its 

quality to acceptable levels. The difficulties linked with the behaviour of reactive contaminants in 

waterways, inform the need for simplified interpretive models. It is essential that the model does 

not need extensive data input for calibration, and that the necessary data can be obtained with 

reasonable resource allocation. 

 

Vast research involving modelling of the transport of reactive substances have been carried out. 

Initial attempts focused on predictions of in-stream pollutant concentration, the fate of in-stream 

fluxes and the threat of nutrient pollution in rivers generated from point sources (Voβ et al., 2012). 

However, not much has been done when it concerns contributions from non-point sources since it 
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is cumbersome to predict when compared to point source pollution (Abon et al., 2009). This forms 

the motivation for this work, bearing in mind as earlier stated, that significant quantities of 

nutrients and reactive pollutants generated from agricultural lands and informal settlements find 

their way into surface water through rainfall run-off, otherwise classified as non-point sources 

(Corriveau et al., 2010; Oliveira et al., 2012; Gavrilescu et al., 2015; Yuceer et al., 2016, 

Nuruzzaman et al., 2017). Consequently, the development of a simulation tool for water quality 

management for streams and rivers susceptible to reactive pollutant build-up from non-point 

sources is necessary. Such a tool is necessary to understand the movement of such pollutants along 

natural watercourses for effective pollution management. 

3.4.2    Scope for development of the new model component to simulate decaying pollutant 

Decay is generally presented by a first order kinetic equation, where concentration with respect to 

time and distance is expressed as equation (3.57) (Bear, 1972) 

 

 
 2

, exp
42 LL

x x ut
C x t kt

D tt D t

  
  

 
   (3.57) 

Equation 3.56 is the analytical solution of the classical ADE model for impulse injection of 

reactive pollutants for steady and uniform flow conditions in rivers (Bear, 1972; Abon et al., 2009; 

Cherubini et al., 2014). A major challenge, however, lies in estimating the dispersion coefficient. 

Fischer (1968) used the routing method in estimating dispersion coefficients, by matching 

predicted concentration-time profiles with measured concentration-time profiles for assumed 

values of the dispersion coefficient. This is done until a minimal difference between both patterns 

as measured by the sum of squared differences is achieved. This method however is cumbersome 

and in practice difficult to measure (Benedini and Tsakiris, 2013). Also, according to Benedini 

and Tsakiris, (2013), the ADE does not entirely represent the on-site observations of the behaviour 

of pollutants in natural rivers accurately. The shortcomings of the traditional fickian based models, 

led to several modelling attempts including the HCIS model (Ghosh, 2001). Since a significant 

proportion of pollutants from non-point sources have been found to be susceptible to decay, the 

HCIS-NPS model will be further extended to include a decay component. Therefore, without 

targeting any specific type of pollutant, this section looks to incorporate a first-order kinetic 

component to the current HCIS-NPS model, henceforth referred as HCIS-NPSk model, for the 

simulation of non-conservative contaminants in rivers. This will contribute to understanding the 

in-stream processes of non-conservative pollutants in water bodies with non-point source inflows. 
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3.4.3    Hybrid Cells in Series (HCIS) Model 

The HCIS model developed by Ghosh (2001) as an alternative model to the Fickian based ADE 

and other associated models for pollutant transport in natural rivers and streams has been further 

developed over the years with the inclusion of other components. Kumarasamy et al. (2013) 

developed a HCIS model to simulate pollutant transport with first-order decay kinetics to predict 

the concentration of non-conservative point source pollutants in a natural river. In the model, 

Kumarasamy et al. (2013) considers that the decay process of pollutants in a water body is 

governed by the Streeter-Phelps first-order reaction kinetics equation (3.58) (Fischer et al., 1979). 

  

 
 

,
,a

dC x t
k C x t

dt
             (3.58)  

 

ka (per min) is the first order decay constant, and C(x,t) (mgl-1) is the concentration of the pollutant 

in the water (Kumarasamy et al., 2013; Kahil, 2016). The negative sign in the equation indicates 

pollutant abatement or decay (Fischer et al., 1979; Ki et al., 2009: Kahil, 2016). The conceptualised 

HCIS-NPSk model, which incorporates decay processes of first-order reaction kinetics is presented 

in figure 3.4. The proposed HCIS-NPSk model consists of a plug flow cell and two mixing cells 

connected in series and with unequal residence time, decided by the volume (V) and the flow rate 

(Q) within each cell. As the non-conservative pollutant moves through the plug cell, the moving 

plume is replaced in α time by pure advection with minimal drop in pollutant concentration due to 

decay. The effluent flows into the first mixing cell with residence time T1 where thorough mixing 

takes place; through the joint process of advection and dispersion. Within this cell decomposition 

of the pollutant takes place. After T1 time, the effluent flows into the second mixing cell with 

residence time T2, where continuous mixing and decay also occur. 
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Figure 3. 3: HCIS-NPS unit with in-stream first order kinetic reactions 

 

3.4.3.1    Derivation of Pollutant Concentration through the Plug Flow Zone 

The Initial and boundary conditions which expresses the initial state of pollution and concentration 

at the boundary of the river are set as C (x, 0) = 0; x > 0, C (0, t) = CR; t ≥ 0 and C (αu, t) = 0; 0< t 

< α. The initial boundary concentration of pollutants in each cell changes from zero to CR with 

time.  

 

The plug flow cell of the HCIS-NPSk model which has a conceptualised control volume V and 

length ∆x, subject to advection processes, first-order decay and lateral inflow of pollutant is 

expressed as shown in the mass balance equation. 

 

   
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, ,
, ,L

L a

C x t C x t q
u C C x t k C x t

t x A

 
    

 
                  (3.59) 

 

C (x, t) is the pollutant concentration in the water body (mgl-1), u is flow velocity of the water 

body (ms-1), t is time interval of solute displacement (s), x is distance from source (m), qL is lateral 

inflow (m3s-1m-1), CL is pollutant concentration in lateral inflow (mgl-1), ka is the first order decay 
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constant (s-1) while A is the cross-sectional area of water channel (m2). Henceforth, qL/A is denoted 

as ψ while ϵ = ѱ + ka. 

  

Taking the Laplace transform of all terms in equation (3.59) reduces to 

 

*
* * L

dC
u SC C C

dx
             (3.60) 

 

Simplifying equation (3.60) yields 
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         (3.61) 

 

Equation (3.61) is solved by integration, when x = 0, C = CR + CL and C* = CR/S + CL/S. Then, 

solving by inverse Laplace transforms equation (3.61) yields 

 

       , exp exp exp expt t

Pk R L L LC u t C U t C U t C U t C                        (3.62) 

 

Equation (3.62) stands for the concentration of the pollutant leaving the plug flow cell, for 

pollutants subject to decay at conditions when t ≥ α. While U (t - α) is the step function which 

ranges from 0 when t < α to 1 when t ≥ α. 

3.4.3.2    Derivation of Pollutant Concentration through the First Mixing Cell 

Outflow from the plug flow cell, equation (3.62), having travelled through the cell over α time, 

forms the influent to the first mixing cell. In the mass balance equation, the change in solute 

concentration within the cell and the effluent mass leaving the plug flow cell into the first mixing 

cell are accounted for. Also considered are the effluent moving through the first mixing cell, the 

uniformly distributed lateral inflow into the cell and the mass decayed within the cell. All terms 

mentioned follow the same sequence in the presentation of the equation. The mass balance 

equation for the first mixing cell is presented as equation (3.63). 

 

 1 1 1 1 1 1 1
L

Mk Pk Mk L Mk a Mk

q
V C C Q t C Q t C C V t k C V t

A
                            (3.63) 

 

where V1 is the volume of the mixing cell, and Q is the flow rate within the cell. The fill time of 

the cell is T1 =V1/Q. Thus, rewritten in differentials, equation (3.63) becomes; 
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              (3.64)  

 

The solution of equation (3.64) gives the concentration of pollutants exiting the first mixing cell 

with decay occurring as expressed in equation (3.65). And is valid when t ≥ α. 
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 (3.65) 

  

3.4.3.3    Derivation of Pollutant Concentration through the Second Mixing Cell 

Similarly, effluent from the first mixing cell, CMK1, becomes infeed to the second mixing cell, with 

a fill time of T2 = V2/Q, where V2 is volume of the second mixing cell. Subsequently, the mass 

balance for the cell is; 
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Divide equation (3.66) through by and written in differential form yields 
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   (3.67) 

Integrating equation (3.67) with respect to “t” yields 
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Where; 
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Equation (3.68) is the effluent concentration and step response KHCIS-NPSk, at the end of the first 

hybrid unit. Valid when t ≥ α. α is the residence time in the plug flow cell.  

 

The response to unit impulse perturbation kHCIS-NPSk at the end of the first hybrid unit is derived 

when KHCIS-NPSk is differentiated with respect to “t” as given in equation (3.69) to yield equation 

(3.70). 
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hence: 
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where: 
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Equation (3.70) describes the temporal variation in concentration which corresponds to the unit 

impulse input at the boundaries valid for t ≥ α.  

 

To find the fate of the pollutants at downstream locations of the river channel in subsequent hybrid 

units, the method of convolution is applied by the discrete kernel method. 
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And by numerical integrals equation (3.71) reduces to equation (3.72) 
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Equation (3.72) produces the response at the 𝓂th hybrid unit, when 𝓂≥ 2 for any number of 

hybrid units along the river reach.  
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3.4.4    Performance of proposed HCIS-NPSk model in comparison with ADE-NPSk Model 

To further evaluate the adequacy of the proposed HCIS-NPSk model, the model is compared with 

the ADE model. Which is numerically solved with the Explicit Finite difference method, equation 

(3.73). The equation is inclusive of decay and non-point source components to the classical ADE 

and is denoted as ADE-NPSk. The numerical solution is compared with the results obtained from 

the HCIS-NPSk model when all boundary conditions are maintained and satisfied. 
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C(x,t) (mgl-1) is the pollutant concentration in the water body, u (ms-1) is flow velocity of the water 

body, t (s) is time interval of solute displacement, x (m) is distance from source, DL (m2s-1) is the 

Longitudinal Dispersion coefficient, qL (m3s-1m-1) is lateral inflow, A (m2) is the cross-sectional 

area of the stream, CL (mgl-1) is lateral inflow concentration, while ka (s-1) is the first order decay 

constant. Equations. (3.74, 3.75 and 3.76) which represent the forward difference in time, 

backward upwind for advection, and central difference in space for dispersion were used to solve 

equation (3.73).  
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The solution of equation (3.73) is the step response of the ADE-NPSk given as equation (3.77). 
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Equation (3.76) is numerically differentiated with respect to time, to obtain the impulse response 

of the ADE-NPSk. Synthetic data as previously mentioned, was used for the simulation of both 

models. While ensuring that in selecting a uniform space step and time step for the ADE-NPSk 

model, the Courant number did not exceed 1 to reduce oscillations and ensure numerical stability.  

 

1.2 3.5   Summary and Conclusion  

In this chapter, a HCIS-NPS model is proposed for simulating pollutant transport in water bodies 

affected by NPS pollution. A NPS component is incorporated to the general HCIS model which 

has been tested for its flexibility and adaptability for varying water quality processes and is found 

to overcome the flaws and complexities associated with the fickian based and other mixing cell 

models. In the second section of the chapter, the derivation of a HCIS-NPShez model for 

simulation of pollutant fate and transport in natural streams and rivers subject to NPS inflows and 

in-stream retardation through hyporheic exchange is presented. The presence of hyporheic zones 

in streams has been observed to be accountable for the long tails in breakthrough curves produced 

from field measurements. A clear majority of non-conservative/reactive pollutants are known to 

be sourced from non-point sources especially from agricultural settlements and urban areas 

situated within close proximities to open water channels. In view of this, a Hybrid cells in series, 

Non-point source model with an added component for simulation of first-order reaction kinetics 

(HCIS-NPSk) is proposed and presented in the third section of the chapter.  

 

Mass balance equations are developed for the three models representing the processes which occur 

within water bodies. The equations are solved through Laplace transforms to derive the 

mathematical solution of the models.  FORTRAN program is used to compute the mathematical 

solution and simulate the river process. 
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CHAPTER 4:   RESULTS AND DISCUSSION 

 

4.1  Preamble 

The performance of the three components of the HCIS model developed in section 3.3, 3.4 and 

3.5 are analysed and discussed in sections 4.2, 4.3 and 4.4 of this chapter to establish the suitability 

of the proposed model as an effective tool in water quality management. The models in section 

3.3 and 3.4 were tested with synthetic data and field data provided by Prof Ken Bencala and Rob 

Runkel on request. The model in section 3.5 is tested with synthetic data, this is due to the absence 

of data for reactive substances from Non-point source tracer tests. According to Mishra and Jain 

(1999), in the absence of relevant and appropriate data the efficacy of a model can be determined 

using synthetic data, as demonstrated by Ki et al (2009). Thus, synthetic data is used in testing the 

proposed model to validate its capability in accounting for NPS loading and in-stream simulations. 

Detailed data as extracted from Bencala et al (1990) and provided by Prof Kenneth Bencala and 

Robert Runkel of USGS, hydrological center, Colorado USA are presented in Appendix B. 

 

4.2  Testing of Model Component 1 (the HCIS-NPS Model)  

4.2.1 Testing with Synthetic Data 

The developed model is tested under five scenarios to demonstrate its response to NPS loading. 

Data sets are generated based on real but random river geometries. The data is used to calibrate 

the size of each hybrid unit and to estimate the resident time α, T1 and T2 in each cell of the hybrid, 

using equations (3.1 - 3.3). Values for lateral flow (qL) and pollutant concentrations (CL) are 

assumed. In-stream background concentration and point source influent (CR) is set at 1.0mgl-1. 

The detailed parameters used for validation of the model is given in Table 4.1.  

The simulated concentration profiles for both step and impulse response at end of the 1st through 

5th hybrid units of the conceptualised river reach for all NPS input conditions are presented as 

figure 4.1 and 4.2 respectively. In all five scenarios, the C-t profiles demonstrate a drop in peak 

concentrations as the pollutant moved downstream from the near field, producing a long tail in the 

falling limb. The C-t profiles for scenario 1, is consistent with profiles produced for natural in-

stream flows from point sources. In this situation instream conditions are constant and exclude 
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lateral inflow. Scenario 2 is simulated with inclusion of lateral inflow free of pollutants. The C-t 

profile presents immediate instream dilution with drop in background pollutant concentration. 

Table 4.1: Synthetic data used for simulations of proposed HCIS-NPS Model 

Scenarios    Q 

(m3s-1) 

    U 

(m/min) 

    DL 

(m2 /min) 

 A 

(m2) 

Δx 

(m) 

   α 

 (min) 

 T1 

(min) 

T2 

(min) 

  CR 

 (mgl-1) 

  CL 

(mgl-1) 

   qL 

(m3s-1m-1) 

1 6.67    20 1000 20 250    2.5 3.13 6.88    1.0   0.0    0.0 

2 6.67    20 1000 20 250    2.5 3.13 6.88    1.0   0.0    0.16 

3 6.67    20 1000 20 250    2.5 3.13 6.88    1.0   0.8    0.16 

4 6.67    20 1000 20 250    2.5 3.13 6.88    1.0   0.8    1.6 

5 6.67    20 1000 20 250    2.5 3.13 6.88    1.0   1.8    0.16 

 

 

 

 

Figure 4. 1: Unit step response of HCIS-NPS model at end of 1st (n=1) and 5th (n=5) hybrid units 

when CL= 0 mgl-1, qL= 0 m3s-1m-1; CL= 0.8 mgl-1, qL= 0.16 m3s-1m-1; CL=0.8 mgl-1, qL=1.6 m3s-

1m-1 and CL=1.8 mgl-1, qL=0.16 m3s-1m-1. 
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In Scenario 3, lateral inflow contains some amount of pollution and is used as a reference point 

for performance variation of both lateral inflow and concentration. For scenario 4, lateral inflow 

is increased while the pollutant concentration of scenario 3 is kept constant. In this case, the c-t 

profile first experiences a spike in pollutant concentration due to CL after which dilution occurs. 

Increase in qL raises instream flow rate, resulting to dilution within the water body. Attenuation 

in this instance is not associated with decay or reactions taking place in the water body considering 

the pollutant is conservative. Consequently, the concentration profile of pollutant downstream the 

river is not solely dependent on its characteristics, but on timescales and in-stream flows occurring 

in the waterbody. In Scenario 5, qL.is held constant as in scenario 3, while CL is increased beyond 

the boundary concentration CR. This is adequately depicted in the C-t curve produced. The C-t 

curves produced by the model simulation proves that inclusion of NPS flows in a river, results to 

variations in pollutant concentration from the near to the far field of a river. The response of the 

proposed HCIS-NPS model to different lateral flow rates qL alongside pollutant concentration of 

the flow CL is consistent with expected patterns. 

 

 

 

Figure 4. 2: Unit impulse response of HCIS-NPS model at end of 1st (n=1) and 5th (n=5) Hybrid 

units when CL=0 mgl-1, qL=0 m3s-1m-1; CL=0 mgl-1, qL=0.16 m3s-1m-1; CL=0.8 mgl-1, qL= 0.16 m3s- 

1 m-1; CL=0.8 mgl-1, qL=1.6 m3s-1m-1 and CL=1.8 mgl-1, qL=0.16 m3s-1m-1. 
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4.2.2    Validation of the HCIS-NPS model using Field Data 

The performance of the proposed HCIS-NPS model is tested using the well-documented field data 

for the Snake River, Colorado, USA. Figure 4.3 (Bencala et al., 1990).  

 

 

Figure 4. 3: Snake River (Colorado State, USA) study area map used in McKnight and Bencala 

(1989) showing Injection point, selected sampling and simulation points and delineation of hybrid 

units. Source: Google Map. 

 

Table 4.2 presents selected data extracted from Bencala et al (1990) for the four sample points 

considered. The data as documented in Bencala et al (1990) and presented in table 4.2 includes; 

the selected reach lengths downstream of the injection point, stream cross-sectional area, 

dispersion coefficient DL, lateral inflow qL and lateral pollutant concentrations CL. Table 4.3 

presents data used in simulating the proposed HCIS-NPS model. The proposed model does not 

   400m 
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include a transient storage component therefore, data for transient storage presented in Bencala et 

al (1990) is excluded. Detailed data as provided in Bencala et al (1990) is presented as Appendix 

B. The C-t profiles generated using the HCIS-NPS is compared with that reproduced with 

observed data from the Snake River (Bencala et al., 1990). The field data used in reproducing 

the C-t profile of the TS model presented in (Bencala et al., 1990) was provided by Prof Ken 

Bencala and Prof Rob Runkel of U.S. Geological Survey (USGS) department, Denver, Colorado, 

USA. 

 

In the field experiment conducted by McKnight and Bencala (1989) 10.49 moLl-1 of Lithium 

chloride, a conservative salt, is injected continuously over a 6-hour period into the Snake River at 

a rate of 86.6mLmin-1 starting at 09:00hrs. The discharge rate at inception is 0.224m3s-1, with a 

Lithium background concentration of zero. Further downstream after the confluence with Deer 

creek as shown in figure 4.3 an increase in discharge rate of 0.81m3s-1 occurs due to inflows from 

Deer Creek and consecutive distributed inflows. All field procedures and data are detailed in 

McKnight and Bencala (1989) and Bencala et al (1990). The HCIS-NPS model simulation is 

performed for sampling points 628m and 2845m from first point of tracer injection. Further 

downstream, after the Deer Creek confluence, sampling points 3192m and 5231m as shown in 

figure 4.3 are also simulated. Each reach length is divided into hybrid process units of size ∆x, 

which is determined from the given DL and computed U = Q/A when the condition of Pe=∆xu 

/DL≥ 4 is satisfied. The residence time parameters α, T1 and T2 of the hybrid unit are determined 

by use of equations (3.1 -3.3). All other parameters are as presented in Table 4.2. Since there are 

variations in flow along the river reach, the model parameters vary from reach to reach. Flexibility 

of the HCIS-NPS model lies in adopting flow variations through varying model parameters. This 

can be achieved by selecting hybrid unit sizes in each river reach as presented in Table 4.3. 

 

Table 4. 2: Excerpts of field data of tracer tests for selected points of Snake River and Deer Creek 

Sampling 

points 

(m) 

Stream cross 

sectional area 

A (m2) 

Computed 

flow rate U 

(ms-1) 

Dispersion 

coefficient 

DL (m2s-1) 

Lateral Inflow 

 qLx 10-3 

 (m3s-1m-1) 

Lateral solute 

inflow 

CL (µM) 

Before Confluence 

628 0.61 0.37 0.75 0.062 5 

2845 0.70 0.32 0.20 0.028 5 

After Confluence 

3192 1.08 0.75 0.20 0.176 4 

5231 1.60 0.51 0.20            0.090 4 

Source: Bencala et al (1990) 
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Table 4. 3: Parameters used for the HCIS-NPS simulations of Snake River and Deer Creek 

Resident Time ∆x(m) RL(m) ∆t(s) U(ms-1) DL(m2s-1) Pe No of 

Hybrid units 
α(s) T1(s) T2(s) 

Before Confluence 

27 33.65 0.619 22 628 0.5 0.37 0.75 11 28 

9.453 11.816 0.214 7 2845 0.5 0.32 0.20 11 316 

After Confluence 

1.721 2.151 0.039 3 3192 0.5 0.75 0.20 11 115 

3.772 4.652 0.086 4 5231 0.5 0.51 0.20 11        509 

 

The simulations in Bencala et al (1990) were interpreted in square pulses of arrival time zero with 

a rapid increase in concentration. Figures 4.4 and 4.5 present the C-t curves of the observed data 

and simulated results from HCIS-NPS model downstream after the injection point and further 

downstream after the confluence. While figure 4.6 shows a comparison of peak concentrations as 

the pollutants travel to the far field from the near for all four sampling points. The simulated results 

of the proposed HCIS-NPS model compare well and are in good agreement with the measured 

field data as shown. Although the observed measurements had some irregular peaks more 

prominent in the first reach, the simulated and observed concentration curves for 628m match 

satisfactorily with the leading and trailing edges of the arrival time produced accurately. At 2845m 

the HCIS-NPS model presents a late arrival time which rapidly peaks consistent with the observed 

data. This lag could be due to the boundary conditions used and a difference in the time and space 

discretization in the HCIS-NPS model since each sampling site is split into several hybrid units. 

Figure 4.5 shows that irrespective of increased and varying discharge flows downstream the Snake 

River and after the confluence with Deer Creek, simulated to observed C-t curves for both 3192m 

and 5231m compared well. However, the falling limb of the simulated curve at 3192m arrived 

earlier than the observed curve, while at 5231m there was a minimal lag in arrival time. In all 

cases nevertheless, pollutant concentrations increased sharply to plateau levels at initial arrival to 

sampling sites, exhibiting characteristic trends. The peak levels of the pollutant decreased in 

consecutive sampling sites downstream the injection point. The performance of the observed to 

simulated data is tested at a confidence level of 95percent for all reaches. The Coefficient of 

determination (R2) is 0.9842 and 0.9382 for 628m and 2845m, while for reaches 3192 and 5231, 

R2 is 0.8352 and 0.9712. Further, the standard error (SE) for reaches 628m and 2845m are 2.279E-
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2 and 2.697E-2 while 3192m and 5231m are 2.321E-2 and 9.35E-3 respectively. The results show 

a good correlation between the C-t profile of the observed data and the simulated data. The results 

indicate that the proposed model is capable to simulate pollutant transport in rivers from non-point 

sources with variation in flow rate as shown downstream. The output of the proposed HCIS-NPS 

model was not compared with the simulations of TSM undertaken in Bencala et al (1990). The 

purpose of using the field data in simulating the model is to establish its suitability and capability 

for NPS in-stream simulation with limited available data. 

 

 

Figure 4. 4: Comparison of C-t profiles from Observed data (solid lines) Bencala et al (1990) with 

results simulated by proposed HCIS-NPS model (broken lines) at 628m and 2845m downstream 

from tracer injection point. 
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Figure 4. 5: Comparison of C-t profiles from Observed data (solid lines) Bencala et al (1990) with 

results simulated by proposed HCIS-NPS model (broken lines) at 3192m and 5231m from tracer 

injection point after Deer creek confluence. 
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Figure 4. 6: Comparison of peak concentrations for measured data (solid lines) Bencala et 

al (1990) and simulated peak concentrations with proposed HCIS-NPS model (broken 

lines) at 628, 2845, 3192 and 5231m downstream. 

 

4.3  Testing of Model Component 2 (the HCIS-NPShez Model) 

4.3.1  Verification of the Model Considering Hyporheic Exchange using Synthetic Data  

Spatio-temporal variance of pollutant concentration in a hypothetical river is simulated using 

synthetic data sets to confirm the potentials of the proposed model. A 2 km River Channel with a 

20m2 cross sectional area and flow rate of 400m3/min is conceptualised. The River is divided into 

several hybrid units with ∆x size of 200m and is obtained when peclet number Pe = Δxu /DL ≥ 4. 

Values of Dispersion coefficient (DL) of 1000m2/min and flow velocity (u) of 20m/min satisfies 

this condition. The retention time parameters α, T1, and T2 are derived from the relationships where 

α = 0.04∆x2/DL, T1 = 0.05∆x2/DL and T2 = (∆x/u) – (0.09∆x2/DL) provided that the dimensionless 

relationship of (α + T1 + T2) u/∆x ≈1 (Ghosh 2001; Ghosh et al., 2004, 2008). NPS in-flow rate 
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and concentration qL and CL are set as 0.016m3/min/m and 0.08 mgl-1 respectively. A hyporheic 

zone depth of 0.72m is estimated, while porosity (ϕ) values of 0.0 and 0.3 are considered for 

comparative purposes. The stream hydraulic radius is 0.53m, while the proportionality constant is 

set at 0.5 (Rutherford, 1994). Inputting the data into equation 3.35 gives a retardation factor (R) 

of 1.0 and 1.2 for the varying values of the HZ porosity. A conservative pollutant of no specific 

type is used; while, the initial and boundary pollutant concentration CR is set as 1.0 mgl-1. The 

simulated impulse response of the model at the end of the first, third, seventh and tenth hybrid 

units when R = 1.0 and 1.2 is presented in figure 4.7. The break through curve (BTC) presented in 

figure 4.7 clearly shows that with a retardation factor of 1.0 which represents a HZ medium 

porosity of 0.0 there is no exchange between the HZ and the stream overflow. This means that 

retardation does not occur when R = 1.0 (Coles, 2007; Buragohain et al., 2018) and is correctly 

described by equation 3.35.  

 

 

Figure 4. 7: Unit impulse responses of the HCIS–NPShez model at the end of 200m (n = 1), 600m 

(n = 3), 1400m (n = 7) and 2000m (n = 10) hybrid units when R = 1.0 and 1.2. 
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When R = 1.0, the BTC produced presents steep concentration gradients and shorter tails as 

expected. However, with increased porosity when R = 1.2, the BTC accurately describes the 

skewness of the curve and elongated arrival and trailing tails as seen from stream tracer tests. In 

comparing both curves, there is a marked drop in pollutant concentration when R = 1.2, as the 

solute travels from the near to the far field. Considering that the pollutant is conservative in nature, 

the reduction in pollutant concentration can only be attributed to the retention of pollutants in the 

HZ and gradual release of the pollutants back into the main stream with increased flows. Since 

both simulations are performed under the same conditions of lateral inflow, this could be the only 

possible reason for the drop in solute concentrations and subsequent longer tails. Though it is 

observed that for the first hybrid unit both curves arrive at the same time, it however, presents a 

delay in the trailing tail at R=1.2. Subsequent curves however, show late arrival and trailing edges 

for R=1.2 compared to R=1.0.  

4.3.2 Testing of the Model Considering Hyporheic Exchange using Field Data 

To further validate the model, field data obtained from Bencala et al (1990) for the Snake River, 

Colorado, USA shown in figure 4.3 is utilised. In testing the HCIS-NPShez model the conservative 

salt Chloride concentration data is considered. The data used for the simulation is as presented in 

Tables 4.2 and 4.3. However, the background concentration of the Chloride tracer is 5μM. The 

study area is a mountainous area, mostly underlain by Precambrian rocks, plume granite and 

Swandyke hornblende gneiss (Hornberger et al., 1994). The porosity of the underlying bed is 

estimated as 0.2 (Morin et al., 1993; Leeman et al., 2009). Therefore, the estimated retardation 

factor is 1.3 which is used to simulate C-t profiles for the entire study reach as there are no other 

information available for varying this parameter. The C-t profiles for both the measured and 

simulated values for reach lengths of 628m and 2845m before the Deer Creek confluence and 

3192m and 5231m after the confluence are presented in figure 4.8.  

The results show that the C-t profiles for the first reach 628m, is in good agreement with the 

measured data. However, for the other reaches, the model presented late arrivals. This could be as 

a result of the time and space discretization of the proposed model. Also, the HCIS-NPShez model 

presently simulates equilibrium conditions only therefore interactions between the storage zone 

and overflowing stream is minimal. The performance of the model is evaluated at 95 percent 

confidence using regression analysis. The R2 and SE for the four reaches is 0.9724 and 1.462E-1 

for 628m, 0.8468 and 2.227E-1 for 2845m, 0.9341 and 7.616E-2 for 3192m while for 5231m is 
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0.7577 and 1.224E-1. The results show a good correlation between both measured and simulated 

results for the river. For all the reaches R2 is relatively high with corresponding low SE.  

Further, the performance of the proposed model component was also tested without retardation 

processes by taking R=1.0 and corresponding C-t profiles for 628m and 2845m were produced 

and presented in figure 4.8. An early arrival of pollutants was observed in case of no retardation 

as shown in figure 4.8 which is consistence in both reaches as expected and agree with McKnight  

and Bencala, 1989; Bencala et al., 1990; Runkel and Chapra, 1993; Runkel et al., 2003; Kumar 

and Dalal, 2014.  

 

Figure 4. 8: Comparison of C-t profiles from Observed data (symbols only) Bencala et al (1990) 

with results simulated by proposed HCIS-NPShez model (solid lines) at 628m and 2845m 

downstream from tracer injection point and 3192m and 5231m after the Deer Creek confluence 

when R=1.2. And simulated C-t profiles by HCIS-NPShez model for reaches 628m and 2845m 

when R=1.0 (dashed lines). 
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4.3.3    Performance of Proposed HCIS-NPShez in Comparison with ADE-NPShez 

From figure 4.9, the BTCs produced by both models show similar trends in time to peak. However, 

a difference in peak concentrations is observed. This could likely be due to truncations in grid 

sizes applied in the numerical solution of the ADE-NPShez and the space discretization of the 

HCIS-NPShez. Figure 4.9 also shows that the first hybrid unit presents a right skewed curve. 

However, further downstream, the curves tend towards normal distributed skewed curves. This is 

understandable as the first hybrid unit represents point of first injection to the control volume.  

The HCIS-NPShez model demonstrates longer arrival and trailing tails and more rounded 

concentration peaks consistent with tracer tests results. As such the resultant effects of change in 

concentration gradients between the storage zone and the overflowing stream is well captured by 

the proposed model. Hence HCIS-NPShez model can be used in simulation and prediction of 

pollutant transport in Natural Rivers. 

 

 

Figure 4. 9: Unit impulse response of ADE-NPShez model and HCIS-NPShez model with 

Retardation Factors R= 1.2, at the 1st, 3rd, 7th and 10th hybrid units, being downstream locations 

of 200, 600, 1400 and 2000m respectively from injection source 
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4.3.4    Validation of Retardation Equation 

Results from Knapp et al. (2017) and the proposed model for varying values of porosity is 

presented in figure 4.10. From the curves obtained in figure 4.10. The retardation factor at 0.39 

porosity falls within the range of 1.45 as obtained by Knapp et al. (2017). The trends of both curves 

are similar. Both curves show that at zero porosity retardation is 1.0 irrespective of river 

parameters considered. Consequently, retardation effects vary with respect to porosity. Large 

pores result to decreased retardation due to a reduced adsorbing surface area which results to the 

main stream flowing right through. However, when the pores are smaller, higher adsorbing surface 

area per unit volume of solution is present, hence, an increase in retardation. This trend is clearly 

shown in figure 4.10. Equation (3.35) can be used for estimation of the retardation factor. 

 

 

Figure 4. 10: Retardation factor due to varying Porosity values derived from Knapp et al. (2017) 

(broken lines) and from data used for proposed HCIS-NPShez (Unbroken lines) 

 

4.4  Testing of the Model Component 3 (the HCIS-NPSk Model) 

4.4.1   Testing of the HCIS-NPSk Model using synthetic data 

In testing the proposed model, an artificial situation is considered to demonstrate its potentials for 

simulating non-conservative pollutants with NPS inflows. A conceptualised 3km river is assumed 

to have a cross-sectional area of 20m2, with a flow rate Q given as 400m3/min. The dispersion 
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coefficient DL is 1000m2/min while the flow velocity u is 20m/min. the values for lateral inflow 

qL and pollutant concentration from lateral inflow CL are set at 0.016m3min-1m-1 and 0.08mgl-1. ∆x, 

the size of the hybrid unit is 200m, while the decay rate coefficient ka is varied between 0, 0.01 

and 0.003 per min. The resident time parameters were estimated using equations (3.1 - 3.3). The 

unit step and unit impulse responses for the first hybrid unit at varying decay rates of 0, 0.01 and 

0.003 are clearly presented in figures 4.11 and 4.12. The impulse responses generated for the first, 

third, seventh and tenth hybrid units with respect to time at different sections of the river from the 

near field were simulated using equations (3.70 and 3.71). and is presented as figure 4.13. From 

the figure presented, it is observed that all the graphs illustrate a bell-shaped distribution curve 

with elongated tails. As the pollutant plume moves downstream the river, attenuation of the C-t 

curve occurs and peak concentrations and time to peak reduces with increase in hybrid units. The 

profiles of the impulse response show that with higher decay rate of 0.01 per min, there is a slight 

reduction in peak concentration within the first hybrid. Which is clearly seen in figure 4.11. 

However, reduction in peak concentrations is well defined as the plume arrives 600m downstream 

and further downstream. Within the first hybrid unit, however, the lower decay rate of 0.003 per 

min was not that obvious as it matched the profile without any decay. It, however, showed a 

marked decrease in concentration levels in subsequent hybrid units. In general, it is obvious that 

the C-t profiles with decay show rapid attenuation as the pollutant moves farther downstream when 

compared with that without decay. Consequently, the higher the decay constant, the lower the 

pollutant concentration with respect to time becomes. Figure 4.15 shows peak concentration of 

pollutants in relation to the distance along the river reach at 200, 600, 1400 and 2000m for varied 

kinetic constants. The response of the model to varying kinetic constants observed from the C-t 

profiles clearly shows that the model is able to simulate Non- conservative pollutants in streams 

with inclusion of non-point source pollution.  

 

The model is also tested for varying NPS inputs and decay constants to further demonstrate its 

response to in-stream conditions. First it is simulated without inclusion of NPS inflows and decay 

of pollutants occurring. Further simulation, a NPS input of 1.8mg-1 of CL and qL of 0.16 m3min-

1m-1 with a decay constant ka of 0.01 is introduced. Subsequent simulations alternate NPS input 

and decay reaction. The response of the model to these variations is presented in figure 4.14. The 

response of the model shown in figure 4.14 is consistent with expected response of model for the 

varying conditions. 
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Figure 4. 11: Variation in pollutant concentration in response to unit step impulses of HCIS-NPSk 

model with varied decay rate constants of ka = 0, 0.01 and 0.003 per min, at the end of the first 

hybrid unit. 
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Figure 4. 12: Variation in pollutant concentration in response to unit impulse of HCIS-NPSk 

model with varied decay rate constants of ka = 0, 0.01 and 0.003per min, at the end of the first 

hybrid unit. 
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Figure 4. 13: Concentration of pollutants in response to unit impulses of HCIS-NPSk model with 

varied decay constants ka = 0, 0.01 and 0.003 per min, at the 1st, 3rd, 7th and 10th hybrid units, 

which stands for different points of x at 200, 600, 1400 and 2000m respectively 
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Figure 4. 14: Concentration of pollutants in response to unit impulses of HCIS-NPSk model under 

varying conditions of NPS inputs of CL=0 mgl-1, qL=0 m3s-1m-1, and CL=1.8 mgl-1, qL =0.16 m3s-

1m-1, ka = 0, 0.01 per min, for the 1st and 7th hybrid units. 
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Figure 4. 15: Peak concentration of pollutants along the river reach at x = 200, 600, 1400 and 

2000m for varied kinetic constants. 

 

4.4.2   Performance of the HCIS-NPSk in comparison with ADE-NPSk Model 

The response of both models at downstream locations of 200m, 600m, 1400m and 2000m for a 

3km river reach, represented as 1st, 3rd, 7th and 10th hybrid units is presented in figure 4.16. Both 

models were simulated in response to first order decay of 0.01per min at the same distance 

downstream the river. For each simulation run, peak concentration and time to peak were 

compared. It is noted that both models show a steep rising limb and right-skewness in the first 

hybrid unit, which subsequently reduces to a normal distribution with an increase in hybrid units. 

However, the HCIS-NPSk model had elongated tails when compared to the ADE-NPSk model as 

the pollutant travelled downstream. Also, with an increase in distance from the location of 

pollutant release, both models produce C-t Profiles with time to peak occurring at approximately 

the same time. Differences, however, in peak concentrations of the C-t profiles for ADE-NPSk 

and HCIS-NPSk models were observed as the pollutant travelled downstream as seen in figure 
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4.16. Peak concentrations attenuate more rapidly with the HCIS-NPSk model than the ADE-NPSk. 

Hence the response of the HCIS-NPSk model is consistent with investigations of solute transport 

in rivers. At 95% confidence level, the performance of HCIS-NPSk to the ADE-NPSk was tested. 

The coefficient of determination (R2) and the standard error (SE) were within the range of 0.895 

to 0.996 and 2.52E-3 to 4.24E-4 respectively. This result is indicative of a good correlation 

between both models. Both models respond to the effect of the first order kinetic reaction taking 

place within and down-stream the water channel. 

 

 

Figure 4. 16: Comparison of pollutants Concentration unit impulse response of ADE-NPSk model 

and HCIS-NPSk model with decay rate coefficient ka = 0.01 per min, at the 1st, 3rd, 7th and 10th 

hybrid units, which stands for different downstream locations of x at 200m, 600m, 1400m and 

2000m 

 

4.5   Summary 

The proposed HCIS-NPS model is tested with the use of synthetic and field data obtained from 

Bencala et al. (1990) and directly from Prof Kenneth Bencala and Robert Runkel. The response 
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of the C-t curves produced for both synthetic and field data are in good relationship. The 

performance of the model to field data is tested at a 95 percent confidence level for all reaches. 

And the results show a good correlation between both. Hence the performance of the proposed 

model shows its ability to effectively simulate pollutant transport in a natural river inclusive of 

NPS pollution. It also demonstrates its ability to simulate in-stream processes with varying 

discharge rates. It is concluded therefore, that the simplicity of the HCIS-NPS model, with respect 

to its ease of operation, parameter estimation and reduced data requirements, makes it suitable, 

convenient and easy to use. Thus, taking into consideration the difficulties associated with 

available NPS models, HCIS-NPS model is proven to be a useful tool for predicting pollutant 

transport in water bodies inclusive of non-point source pollution.  

 

With the inclusion of hyporheic exchange, the proposed HCIS-NPShez model is tested with field 

data from literature and synthetic data using varying retardation factors representative of non-

porous and porous conditions in the hyporheic zone of a river control volume. The model is further 

compared with the numerical solution of a modified ADE model. In both cases the proposed model 

proves its ability to capture the behaviour of pollutant fate as observed in field tracer tests. It also 

matches the numerical response of the Modified ADE model. The equation developed by 

Kumarasamy, (2011) is also tested and found suitable for estimating the retardation factor for 

varying medium porosities in the hyporheic zone along natural rivers. The Proposed HCIS-NPShez 

model has proven its capability of predicting the fate of pollutants along a natural river fed with 

inflows from non-point sources and affected by mass exchange occurring in the hyporheic zone. 

And therefore, is considered a useful tool in water quality management. 

 

Considering that most pollutants inflows from agricultural fields are non-conservative in nature, a 

decay component is introduced in the HCIS-NPS model. And presented as HCIS-NPSk model.  

The proposed model is tested using synthetic data generated based on physical properties of 

conceptualized river channels, while decay rates are varied. It is seen that with increase in decay 

rate of the pollutants, there is a visible drop in in-stream concentration. The simulations obtained 

through the proposed model is compared to that of the numerical solution of ADE inclusive of 

Non-point source and first-order reaction kinetics components (ADE-NPSk). The c-t profiles of 

the HCIS-NPSk, matches that of the ADE-NPSk but with a long tail which adequately interprets 

experimental results as expressed in literature. Thus, the overall response of the proposed model 

with differing decay rate coefficients, proves its ability to adequately simulate decay in natural 
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rivers with non-point source inflows. Also, the. simplicity of the HCIS model makes it a useful 

tool for simulation of decay prone contaminant transport from non-point sources.  
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CHAPTER 5: CONCLUSION AND RECOMMENDATIONS 

 

5.1 Conclusion 

Non-point source pollution has for long been mentioned as a main cause of water pollution, 

responsible for deterioration in the eco-system and a leading source of a host of water related 

diseases and infections. Although many developed countries have sought out ways of eradicating 

or reducing this source of pollution, the attempts have seldom been successful. On the other hand, 

developing countries are still faced with the enormity of this situation, with depleted water sources 

due to increased pollutant loads in rivers. Although many models exist and have been developed 

to simulate non-point source pollution, they have been found to be cumbersome to use as they 

need extensive calibration and high-level competences in operational skills. They also require 

large data sets and expensive. Further, they are predominantly watershed based and are incapable 

of simulating in-stream processes. More so, their use is mainly restricted to areas where they had 

originally been developed. Thus, their use in other regions would require several changes which 

could compromise on their accuracy. 

 

The present study stems from the need to develop a simple water quality model capable of 

simulating in-stream non-point source pollution for diverse rivers. This is to enhance the proper 

monitoring and remediation of water sources affected by non-point source pollution especially in 

developing countries with scarce data. The ability to easily predict the water quality status of 

streams and rivers would ease water quality treatment and management processes which by 

extension would curb the scarcity of usable water. The model must be user-friendly, have less data 

requirements, be time-efficient through reduced simulation run time and cost effective.  

 

In this thesis, a hybrid cells in series, non-point source model is developed to predict transport of 

pollutants from non-point sources in a river, including in-stream point sources. The proposed 

model is a three-parameter model which consists of three zones, where pure advection through 

time delay takes place in a plug zone, while advection and dispersion occur in two other thoroughly 

mixed unequal zones linked in series. The model equations are analytically derived using Laplace 

transforms and appropriately coded with FORTRAN programming language (Algorithm for 

programme is presented in Appendix C). Other components such as first order kinetic reaction and 

hyporheic exchange are incorporated into the proposed model to test is capability to simulate first 
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order decay and hyporheic exchange in rivers. The capability of the model in simulating non-point 

source pollution in rivers has been demonstrated using synthetic data and field data from literature.  

 

The overall findings from this research are highlighted thus: 

1. This study aimed to answer two questions. Can the hybrid cells in series model be modified 

to effectively simulate non-point source pollution, and would the developed model be a useful 

tool for simulation of non-point source pollutants in rivers irrespective of the nature of 

pollutants? These questions are successfully answered in the affirmative. A Hybrid cells in 

series, non-point source model is developed and tested for the simulation of conservative 

pollutants. Also, a first order kinetic equation is added to the equation, and the model 

adequately simulated non-conservative pollutants. The outcomes of both simulations are 

positive.  

2. The first objective is achieved. A hybrid Cells in Series non-point source model for simulation 

of conservative pollutants in a river channel is presented. The model is tested for varying non-

point source inflows. The response of the model is consistent with expected trends for such 

inflows.  

3. The second objective which seeks to enhance the developed HCIS-NPS model for simulation 

of hyporheic exchange for conservative pollutants is achieved. The hybrid cells in series, non-

point source model adequately simulates the effects of hyporheic zones in a water channel 

for conservative pollutants. The model is tested for different medium porosities and is 

compared with the classical advection dispersion model. The presence of hyporheic zones 

and the exchange that takes place between the zone and the main stream accounts for the long 

tails observed in breakthrough curves for field tracer tests. This is successfully simulated by 

the proposed model. 

4. The third objective aimed to enhance the model to simulate non-conservative pollutants with 

inclusion of a first order kinetic equation for no specific pollutant is achieved. The model is 

seen to respond well to varying decay constants as expected. Further, it is tested with the 

numerical solution of the classical advection dispersion equation model. The results show 

that the proposed model adequately presents the breakthrough curves observed in field tracer 

test better than that produced by the classical advection dispersion model. 

5. The fourth objective is achieved. Field data obtained from Bencala et al (1990) is used for 

the simulation of the developed hybrid cells in series, non-point source model. Simulations 

are carried out on specific points of the study area. The concentration time profiles generated 
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by the proposed model is compared to the curves produced from original field data, provided 

by Prof Ken Bencala and Rob Runkel, for the selected locations. The C-t profiles produced 

by the proposed model correlates well with the field data. The performance evaluation of the 

simulated to field data is tested at a confidence level of 95 percent with an average coefficient 

of determination of 0.932 and Standard error of 2.058E-2 for all four sampled locations. 

6. In achieving objective five, the analytical solution of the proposed models as presented in 

chapter three, are compared with the numerical solution of the classical Advection Dispersion 

model. In all cases, the proposed models compared well with the classical advection 

dispersion model but produced better skewness and longer tails as observed in field tracer 

tests. Therefore, the proposed model can be considered an effective alternative to the classical 

ADE model. 

 

In general, the breakthrough curves obtained from the proposed model shows its capability to 

simulate non-point source pollution transport in natural rivers effectively. The simplicity of the 

hybrid cells in series, non-point source model makes it a practical model for simulating 

contaminant transport from non-point sources. It can be concluded therefore, that the responses 

produced by the hybrid cells in series non- point source model, makes it a suitable, reliable and 

useful tool for predicting the water quality status of a river subject to non-point source inflows. 

This study has adequately addressed and attempted to develop, validate a new model for 

simulating non-point source pollutant transport processes in streams and rivers.   

5.2  Limitations of the Study 

With all research work limitations are confronted. The major limitation encountered in this work 

is the unavailability of localised field data to test the components of the model. Hence, synthetic 

data and field data provided by Profs Kenneth Bencala and Robert Runkel of the United States 

Geological Survey (USGS) was utilised in testing and validating the model. 

5.3 Recommendations for Continuation of the Study  

The proposed model has been validated using recorded data collected from the field for a specific 

tracer injection event and considered suitable for simulation of non-point source pollution 

transport in rivers. Based on this, the following recommendations are made for further study 

1. It is imperative to carry out investigation on changes in model time parameters (α, T1 and T2) 

before, during and after storm events.  
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2. A catchment interface through remote sensing should be added to adequately capture, quantify 

and characterise the non-point source inflows into the river for effective data collection. 

3. A HCIS-NPShez model for the simulation of non-equilibrium mass exchange in streams 

should be considered. 

4. The model should be tested in localised rivers within South Africa in a bid to curb the 

prevailing water scarcity and pollution problem in the country. 
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APPENDIX B 

B1. Data for Snake River tracer test adopted from Bencala et al (1990) 

 
Source: Bencala et al., 1990 

 

 
Source: Bencala et al., 1990 
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Source: Bencala et al., 1990 
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B2. Field tracer test results from Snake River (provided by Profs Kenneth Bencala and 

Robert Runkel). 

The following sets of data from Snake River have been availed from Prof Bencala on request. 

These sets of data have been used for comparing model simulation as presented in Fig. 4.4, 4.5, 

4.6 and 4.8 

 

Data for Lithium Before Confluence 

Title Text: Lithium (h) @ 628 m (8/30/83) 

X Unit Text: Time [hour] 

Y Unit Text: Concentration [mg/l] 

S/No Time of Day 

(hrs) 

Lithium Concentration 

(mg/l) 

1 9.000000 0.000000 

2 9.116667 0.000000 

3 9.266667 0.000000 

4 9.350000 0.012000 

5 9.433333 0.223000 

6 9.533333 0.372000 

7 9.616667 0.384000 

8 10.000000 0.391000 

9 11.000000 0.391000 

10 12.000000 0.412000 

11 12.166667 0.397000 

12 12.333333 0.397000 

13 12.666667 0.403000 

14 12.833333 0.412000 

15 13.000000 0.397000 

16 13.166667 0.412000 

17 14.000000 0.384000 

18 14.250000 0.405000 

19 14.500000 0.391000 

20 14.750000 0.385000 

21 15.000000 0.398000 

22 15.250000 0.398000 

23 15.500000 0.015000 

24 15.750000 0.012000 

25 16.000000 0.012000 
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Title Text: Lithium (h) @ 2845 m (8/30/83) 

X Unit Text: Time [hour] 

Y Unit Text: Concentration [mg/l] 

S/No Time of Day 

(hrs) 

Lithium Concentration 

(mg/l) 

1 9.000000 0.000000 

2 10.00000 0.000000 

3   10.116667 0.000000 

4  10.266667 0.000000 

5 10.400000 0.000000 

6 10.550000  0.000000 

7 10.700000 0.009000 

8 10.816667 0.048000 

9 10.966667 0.119000 

10 11.100000 0.158000 

11 11.266667 0.190000 

12 11.433333 0.206000 

13 11.633333 0.225000 

14 11.800000 0.229000 

15 12.016667 0.229000 

16 12.216667 0.245000 

17 12.566667 0.253000 

18 12.766667 0.253000 

19 13.066667 0.253000 

20 13.250000 0.261000 

21 13.433333 0.261000 

22 13.650000 0.270000 

23 13.850000 0.261000 

24 14.000000 0.269000 

25 14.250000 0.269000 

26 14.550000 0.269000 

27 14.716667  0.206000 

28 15.000000 0.277000 

29 15.250000 0.269000 

30 15.516667 0.237000 

31 15.766667 0.269000 

32 16.500000 0.258000 

33 16.750000 0.239000 

34 17.083333  0.104000 

35 17.250000 0.080000 

36 17.500000 0.055000 

37 17.750000 0.037000 
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Data for Lithium After the Confluence 

Title Text: Lithium (h) @ 3192 m (8/30/83) 

X Unit Text: Time [hour] 

Y Unit Text: Concentration [mg/l] 

S/No Time of Day 

(hrs) 

Lithium Concentration 

(mg/l) 

1 9.000000 0.000000 

2 10.500000 0.000000 

3 10.666667 0.000000 

4 10.833333 0.032000 

5 11.166667 0.076000 

6 11.333333 0.102000 

7 11.533333 0.115000 

8      11.666667 0.120000 

9 11.833333 0.129000 

10 12.000000 0.129000 

11 12.166667 0.133000 

12 12.333333 0.141000 

13 12.533333 0.145000 

14 12.666667 0.149000 

15 13.000000 0.149000 

16 13.533333 0.154000 

17 14.000000 0.158000 

18 14.500000 0.158000 

19 15.000000 0.163000 

20 15.500000 0.158000 

21 16.000000 0.163000 

22 16.500000 0.163000 

23 17.000000 0.118000 

24 17.500000 0.043000 
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Title Text: Lithium (h) @ 5231 m (8/30/83) 

X Unit Text: time [hour]  

Y Unit Text: Concentration [mg/l]   

S/No Time of Day 

(hrs) 

Lithium Concentration 

(mg/l) 

1 10.866667 0.000000 

2 11.016667 0.000000 

3 11.116667 0.000000 

4 11.250000 0.000000 

5 11.250000 0.000000 

6 11.400000 0.000000 

7 11.500000 0.000000 

8 11.600000 0.000000 

9 11.750000 0.000000 

10 11.900000 0.000000 

11 12.083333 0.015000 

12 12.333333 0.048000 

13 12.566667 0.071000 

14 12.700000 0.082000 

15 12.850000 0.088000 

16 13.000000 0.094000 

17 13.166667 0.100000 

18 13.333333 0.106000 

19 13.500000 0.107000 

20 13.666667 0.111000 

21 13.833333 0.117000 

22 14.000000 0.111000 

23 14.333333 0.117000 

24 14.500000 0.117000 

25 14.666667 0.120000 

26 14.833333 0.123000 

27 15.000000 0.123000 

28 15.166667 0.123000 

29 15.333333 0.126000 

30 15.500000 0.126000 

31 15.833333 0.129000 

32 16.083333 0.129000 

33 17.083333 0.132000 

34 17.333333 0.129000 

35 17.583333 0.129000 
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Data for Chloride Before Confluence 

Title Text: Chloride (h) @ 628 m (8/30/83) 

X Unit Text: time [hour] 

Y Unit Text: Concentration [mg/l] 

S/No Time of Day 

(hrs) 

Chloride Concentration 

(mg/l) 

1 9.116667 0.195000 

2 9.266667 0.180000 

3 9.350000 0.229000 

4 9.433333 1.232000 

5 9.533333 2.023000 

6 9.616667 2.103000 

7 10.000000 2.177000 

8 11.000000 2.215000 

9 12.000000 2.248000 

10 12.166667 2.274000 

11 12.333333 2.248000 

12 12.500000 2.245000 

13 12.666667 2.227000 

14 12.833333 2.189000 

15 13.000000 2.189000 

16 13.166667 2.256000 

17 14.000000 2.150000 

18 14.250000 2.165000 

19 14.500000 2.177000 

20 14.750000 2.147000 

21 15.000000 2.153000 

22 15.250000 2.162000 

23 15.500000 0.263000 

24 15.750000 0.208000 
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Title Text: Chloride (h) @ 2845 m (8/30/83) 

X Unit Text: Time [hour] 

Y Unit Text: Concentration [mg/l] 

S/No Time of Day  

(hrs) 

Chloride Concentration 

(mg/l) 

1 9.000000 0.275000 

2 10.000000 0.166000 

3 10.116667 0.164000 

4 10.266667 0.157000 

5 10.400000 0.163000 

6 10.550000 0.158000 

7 10.700000 0.193000 

8 10.816667 0.371000 

9 10.966667 0.649000 

10 11.100000 0.854000 

11 11.266667 1.063000 

12 11.433333 1.168000 

13 11.633333 1.272000 

14 11.800000 1.488000 

15 12.016667 1.358000 

16 12.216667 1.417000 

17 12.566667 1.447000 

18 12.766667 1.492000 

19 13.066667 1.488000 

20 13.250000 1.499000 

21 13.433333 1.533000 

22 13.650000 1.533000 

23 13.850000 1.581000 

24 14.000000 1.592000 

25 14.250000 1.462000 

26 14.550000 1.493000 

27 14.716667 1.505000 

28 15.000000 1.560000 

29 15.250000 1.501000 

30 15.516667 1.509000 

31 15.766667 1.537000 

32 16.000000 1.545000 

33 16.250000 1.541000 

34 16.500000 1.537000 

35 16.750000 1.423000 

36 17.083333 0.583000 

37 17.250000 0.494000 

 

 

 



 

116 

 

Data for Chloride After Confluence 

Title Text: Chloride (h) @ 3192 m (8/30/83) 

X Unit Text: Time [hour] 

Y Unit Text: Concentration [mg/l] 

S/No Time of Day 

(hrs) 

Chloride Concentration 

(mg/l) 

1 9.000000 0.175000 

2 10.500000 0.165000 

3 10.666667 0.159000 

4 10.833333 0.172000 

5 11.000000 0.285000 

6 11.166667 0.491000 

7 11.333333 0.630000 

8 11.500000 0.676000 

9 11.683333 0.692000 

10 11.833333 0.730000 

11 12.000000 0.770000 

12 12.166667 0.773000 

13 12.333333 0.805000 

14 12.500000 0.827000 

15 12.666667 0.869000 

16 13.000000 0.898000 

17 13.500000 0.895000 

18 14.000000 0.927000 

19 14.500000 0.949000 

20 15.000000 0.975000 

21 15.500000 0.930000 

22 16.000000 0.940000 

23 17.000000 0.714000 

24 17.500000 0.361000 
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Title Text: Chloride (h) @ 5231m (8/30/83) 

X Unit Text: Time [hour] 

Y Unit Text: Concentration [mg/l] 

S/No Time of Day 

(hrs) 

Chloride Concentration 

(mg/l) 

1 10.866667 0.171000 

2 11.016667 0.183000 

3 11.116667 0.128000 

4 11.250000 0.160000 

5 11.400000 0.158000 

6 11.500000 0.151000 

7 11.600000 0.151000 

8 11.750000 0.147000 

9 11.900000 0.140000 

10 11.900000 0.158000 

11 12.083333 0.219000 

12 12.333333 0.366000 

13 12.566667 0.506000 

14 12.700000 0.565000 

15 13.000000 0.574000 

16 13.166667 0.599000 

17 13.333333 0.603000 

18 13.500000 0.630000 

19 13.666667 0.684000 

20 13.833333 0.706000 

21 14.000000 0.697000 

22 14.166667 0.675000 

23 14.500000 0.680000 

24 14.666667 0.698000 

25 14.833333 0.738000 

26 15.000000 0.756000 

27 15.166667 0.736000 

28 15.333333 0.759000 

29 15.500000 0.711000 

30 15.666667 0.716000 

31 15.833333 0.714000 

32 16.083333 0.727000 

33 16.333333 0.734000 

34 16.583333 0.730000 

35 16.833333 0.738000 

36 17.333333 0.731000 

37 17.583333 0.741000 

38 17.833333 0.752000 

39 18.083333 0.699000 
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APPENDIX C 

Flow Chart of Modelling Process Using FORTRAN 

Model components were developed using FORTRAN for all the processes namely NPS, 

Retardation and decay. Flow chart below shows the model development process steps, model 

parameters estimation and outputs. 

 

Determine and input all river 

dimensions 

and flow parameters 

including A, Q, qL, CL, CR, 

DL, u, RL etc 

Simulate NPS pollution 

transport at the end of first 

hybrid unit for conservative 

pollutants 
Simulate NPS pollution 

transport at the end of first 

hybrid unit for 

conservative pollutants 

with hyporheic exchange 

 

Estimate hybrid unit size Δx, 

when Pe = ∆xu /DL ≥4 

Estimate residence time 

parameters for the model 

parameters (α, T2 and T3)  

 

Simulate NPS pollution 

transport with first order 

kinetics for non-

conservative solute at the 

end of first hybrid unit 

use convolution techniques to 

simulate Downstream 

concentrations 

 

Output 

 


