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“…separating the e-science technology & standard hypes from 

e-science production infrastructure reality today and tomorrow…”
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A Design Pattern in e-Science



© 2010 Open Grid Forum – Morris Riedel (m.riedel@fz-juelich.de) Indianapolis, Indiana, 11th Dec. 2008 – Morris Riedel et al.

Different Approaches for e-Science

[3] Riedel and Kranzlmueller et al., 

‘Classification of Different Approaches for e-Science Applications in Next Generation Computing Infrastructures ‘

Simple Scripts & Control

Interoperability of HTC & HPC

Infrastructures

Application Plug-ins

Complex Workflows Interactive Access 
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A Design Pattern in e-Science

[1] Riedel et al. ‘E-Science Infrastructure Interoperability Guide’

a new „toolset‟

is given…1

4

2

3
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Two Case Studies / Use Cases

• WISDOM workflow implements design pattern
• Case study of the bio-informatics domain

• e-Scientists use HTC infrastructures (EGEE/EGI) 

• … and HPC infrastructure (DEISA)

• Molecular docking on HTC first, then molecular dynamics on HPC

• EUFORIA workflow implements design pattern
• Case study of the ITER fusion domain

• e-Scientists use HTC infrastructure (EGEE/EGI) 

• …and HPC infrastructure (DEISA)

• Massive parallel fusion app. on HPC, other fusion app. on HTC

[5] Riedel et al. ‘E Improving e-Science with Interoperability of the e-Infrastructures EGEE and DEISA’

[4] Memon and Riedel et al. ‘Lessons learned from jointly using HTC- and HPC-driven e-science infrastructures in Fusion Science’



© 2010 Open Grid Forum – Morris Riedel (m.riedel@fz-juelich.de) 8

Interoperability Approaches
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Approaches: Reference Models

[1] Riedel et al. ‘E-Science Infrastructure Interoperability Guide’

• No reference model exists addressing all relevant factors
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Approaches: Transformation Logic

Client Layer Approach Neutral Bridge Approach

Mediator Approach Adapter Approach Middleware Co-Existence

Gateway Approach

[2] Riedel et al., ‘Research Advances by using Interoperable e-Science Infrastructures –

The Infrastructure Interoperability Reference Model applied in e-Science ‘
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Transformation Logic

[2] Riedel et al., ‘Research Advances by using Interoperable e-Science Infrastructures –

The Infrastructure Interoperability Reference Model applied in e-Science ‘

Approaches that require transformation logic

Transformation Logic

protocol A or schema A

protocol B„ or schema B„

• Time consuming & error-prone

• Difficult to maintain (n*n versions)

• Production deployment dimension

• Protocol B„  implies result is 

often only a subset of protocol B
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The Seven Steps
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• ‚Seven Steps to e-Science Infrastructure Interoperability„

• Standards are key to success – but not enough

The Seven Steps Process

[1] Riedel et al. ‘E-Science Infrastructure Interoperability Guide’

a new „mindset‟

is required…
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Step 1: Reference Model

• Open standards are key to 
success – no transformation logic!

• Many standards defined for 
special purposes only (security, 
data, information, compute)

• Standard-based reference models 
(or profiles) can bring a set of 
those standards into context
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Step 1: Standards from many areas
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Step 1: Reference Model Example

[2] Riedel et al., ‘Research Advances by using Interoperable e-Science Infrastructures –

The Infrastructure Interoperability Reference Model applied in e-Science ‘
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Step 2: Right Set of Vendors

• Closest possible collaboration 
among vendors required – why?

• Different interests from vendors, 
collaboration leads to sociology: 
„communication among individuals‟

• Collaboration as early as possible 
to get the buy-in from vendors!

• When a sub-fraction of known 
vendors in the field create a 
reference model & others joining
later: this leads to numerous 
discussions and higher efforts
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• Initial OGSA-Basic Execution Service (BES) specification
• Commercial and academic vendors have been involved 

(Microsoft, Platform, UNICORE, initially also Globus etc.)

• Several others in the e-science community have been out of the 
process (initially ARC not involved, gLite later, etc.) 

• Production deploymens of OGSA-BES still rare (e.g. not in EGEE)

• Production Grid Infrastructure (PGI) Working Group
• More than a standardization group: collaboration between the

‚right set of vendors„ in the e-science community

18

Step 2: Example within OGF

Grid Technology Vendor/Project Production e-science Infrastructure

ARC NDGF

gLite EGEE / EGI / OSG (as part of VDT)

UNICORE DEISA / PRACE

Globus (IGE project) TeraGrid

OMII-UK Software Stacks NGS

NAREGI NAREGI Infrastructure

EDGES/EDGI BOINC-based infrastructures (i.e. Desktop Grids)

GENESIS US Campus Grids

[1] Riedel et al., ‘E-Science Infrastructure Interoperability Guide’
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Step 3: Reference Implementations

• Standards are the cornerstone

• But many missing links between 
standard specifications exist

• Reference implementations need 
to implement together standards 
(e.g. compute with security)

• Numerous lessons learned how 
standards work together in order 
to fill missing links

• Enables consistent standard use
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Step 3: Using Reference Impl.
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Step 3: Using GLUE2 and/in JSDL

[6] Riedel et al., ., Improvements of Common Open Grid Standards to Increase HTC and HPC Computing Effectiveness‘
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[6] Riedel et al., ., Improvements of Common Open Grid Standards to Increase HTC and HPC Computing Effectiveness‘

Step 3: Using GLUE2 in JSDL!
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Step 4: Standardization Feedback

• Experience tells us: Missing links 
and many missing functionalities 
in early open standard versions

• Important: Give experience back 
to the standardization groups!

• Work required to analyse the 
production lessons learned 
in order to understand which 
standards need to be improved

• Goal: Improve the standards! 
Already 2nd iteration makes a 
major difference!
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Step 4: Example OGF GIN & PGI
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Step 4: Numerous lessons learned
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Step 4: Numerous lessons learned
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Step 4: Numerous lessons learned
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Step 5: Aligned Future Roadmaps

• Future strategies alignment 
between technology provider
is essential

• Not only for standardization 
endeavors, also general 
technology development plans

• Better harmonization – reduce 

costs and service duplication

• Enable the use of components 

from one provider by different 

components from another
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Step 5: Example EMI 

Today

Tomorrow

Common 

roadmaps and 

aligned 

strategies

http://www.eu-egee.org/
http://images.google.co.uk/imgres?imgurl=http://www.man.poznan.pl/research/balticgrid/logo.png&imgrefurl=http://www.man.poznan.pl/research/balticgrid/index.html&usg=__-N_pGioXSkr22u8JOywkyQPOfyg=&h=220&w=220&sz=42&hl=en&start=12&um=1&tbnid=P3RRHqk91QkTXM:&tbnh=107&tbnw=107&prev=/images?q=balticgrid&hl=en&sa=N&um=1
http://images.google.co.uk/imgres?imgurl=http://sgsuf.ceng.metu.edu.tr/public/conferences/2/homeHeaderLogoImage_en_US.jpg&imgrefurl=http://sgsuf.ceng.metu.edu.tr/index.php?conference=sgsuf&schedConf=sgsuf09&page=schedConf&op=accommodation&usg=__og2AjBjRdCZjY3_y3Tmy_7sYXIQ=&h=90&w=101&sz=8&hl=en&start=13&um=1&tbnid=W_O6fMcdVBVzhM:&tbnh=74&tbnw=83&prev=/images?q=see-grid-sci&hl=en&sa=N&um=1
http://web.eu-egi.eu/
http://images.google.co.uk/imgres?imgurl=http://www.isgtw.org/images/2008/prace_logo.gif&imgrefurl=http://www.isgtw.org/cms/?pid=1001585&usg=__akmKKjqwNJB8LEk5qOWeim6yLy4=&h=198&w=277&sz=36&hl=en&start=4&um=1&tbnid=6fkXKZ2kFUR3MM:&tbnh=81&tbnw=114&prev=/images?q=prace&hl=en&sa=N&um=1
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Step 6: Harmonized Operations

• Important aspect are policies

• Difference between what 

technology-wise possible …

…and what policies allow

• Negotiated and developed on 

case-by-case basis make sense

• Fine-granular policies for 

dedicated projects/groups based

on technology improvements
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Step 6: EUFORIA Example

EUFORIA

Framework

Clients & 

Scientific

Gateways

Scientific

Fusion Applications

EIRENE

HELENA

ILSA

Pre-production

& Other

Deployments
EGEE

gLite

(proxies)

DEISA

Production

Deployments

(work in 

progress)DEISA

UNICORE 6

(proxies)

JUMP @ FZJ

VSGC Interop Server

UNICORE 6

(proxies)

JUMP @ FZJ

Global

Storage

Global

Storage

Other Grids

UNICORE 6

(proxies)

ALTAMIRA 

@ IFCA

UNICORE 6

(proxies)

RZG

UNICORE 6

(proxies)

CINECA

UNICORE 6

(proxies)

IDRIS

UNICORE 6

(proxies)

LRZ

UNICORE 6

(proxies)

BSC

BIT1

[4] Memon and Riedel et al. ‘Lessons learned from jointly using HTC- and HPC-driven e-science infrastructures in Fusion Science’
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Step 7: Cross-project Coordination

• Key for sustained interoperability

• Funding sources and cross-
project coordination…

• Ideal would be one joint funding 
source and/or non-project-based 
fundings
• Many short-term solutions because

of 2 to 3 years running projects

• Standards definition take this time 
alone

• Funding sources collaboration,
e.g. NSF and EC
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Step 7: Example coordination

• SIENA Initiative coordinates the creation of an roadmap between
currently funded DCI projects by creating a standards roadmap

• EU requires a common deliverable of DCI projects towards
an aligned vision
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Summary
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• Traditional use: one infrastructure

• Design pattern using HTC and HPC 

• Interoperability is desired: How?

• Standards not enough but important

• Think differently: think process!

• The seven steps provides ‚ways„
achieving sustainable interoperability

• Conclusion: We need a new skillset 

• Capabilites for social processes

• Broader understanding in technologies

Summary

a new „skillset‟

is required…

a new „mindset‟

is required…

a new „toolset‟

is given…
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