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Different Approaches for e-Science...clrorun
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[3] Riedel and Kranzlmueller et al.,

‘Classification of Different Approaches for e-Science Applications in Next Generation Computing Infrastructures *




A Design Pattern in e-Science OpenGidForum

Begin

a new ‘toolset’

Begin GridInformationProvisioning

Grid Information Prowviders (GIPs) publish pieces of iS; i\/EBr]
information about infrastructures (HPC and HTC resources) g; =
End
scoienceworkflowfinished = fal=e

WHILE (scienceworkflowfinished)
Begin Brokering
End-user uses client techmoleogy (CT) and performs application setup
and defines HPC or HTC requirementz for next scientific workflow step
Compute rescurce (CR) of corresponding HPC and HTC infrastructure is
found based on the information exposed by GIPs
End

Begin JobSubmitToResource
If CR.type iz HTC then
End-user of CT submits HTC job to a HTC rescurce
using middleware MA of the corresponding infrastructure IA
End If
If CR.type is HPC then

End-user of CT submits HPC job to a HPC resocurce
uzing middleware MB of the correszsponding infrastructure IB
End If

Begin AnalysisScienceComplets

If end-user need no further computing then
scienceworkflowfinished = true
End

End While

[1] Riedel et al. ‘E-Science Infrastructure Interoperability Guide’




Two Case Studies / Use Cases opené;.déo,-um

- WISDOM workflow implements design pattern

Case study of the bio-informatics domain

e-Scientists use HTC infrastructures (EGEE/EGI)

... and HPC infrastructure (DEISA)

Molecular docking on HTC first, then molecular dynamics on HPC

[5] Riedel et al. ‘E Improving e-Science with Interoperability of the e-Infrastructures EGEE and DEISA’

« EUFORIA workflow implements design pattern

Case study of the ITER fusion domain

e-Scientists use HTC infrastructure (EGEE/EGI)

...and HPC infrastructure (DEISA)

Massive parallel fusion app. on HPC, other fusion app. on HTC

[4] Memon and Riedel et al. ‘Lessons learned from jointly using HTC- and HPC-driven e-science infrastructures in Fusion Science’
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Approaches: Reference Models opené;.déo,-um

* No reference model exists addressing all relevant factors

Relevant OGSA EGA CAA CSA CPN
Factors

Service Ves Ves Ves ves 1o
based
e-Science Ves 1o Ves no Ves
Context

Detailed no no yes Ves no
enough

Realistically no no yes no no
implementable

Standards Ves Ves yes Ves no
based

Adoption no no no no 1no
in e-science
production
technologies

Relationships | no Ves no Ves no
between func-
tional areas

[1] Riedel et al. ‘E-Science Infrastructure Interoperability Guide’




ApprOaCheS TranSfOrmatlon LogiCOpenGndForum
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[2] Riedel et al., ‘Research Advances by using Interoperable e-Science Infrastructures —
The Infrastructure Interoperability Reference Model applied in e-Science *




Transformation Logic OpenGridForur

protocol A or schema A

Protocol A Grid Middleware A Client
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Middleware A Middleware B Grid Middleware A
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[2] Riedel et al., ‘Research Advances by using Interoperable e-Science Infrastructures —
The Infrastructure Interoperability Reference Model applied in e-Science *
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The Seven Steps Process

OpenGridForum

« ,Seven Steps to e-Science Infrastructure Interoperability’
- Standards are key to success — but not enough

a new ‘mindset’
IS required...

(>

[1] Riedel et al. ‘E-Science Infrastructure Interoperability Guide’




Step 1: Reference Model OperiGildForum

(>

© 2010 Open Grid Forum — Morris Riedel (m.riedel@fz-juelich.de)

Client Layer

Today's
Standard Protocols

Grid Grid
Middleware A Middleware B

Grid type Grid type
A B

Open standards are key to
success — no transformation logic!

Many standards defined for
special purposes only (security,
data, information, compute)

Standard-based reference models
(or profiles) can bring a set of
those standards into context

14 www.ogf.org



Step 1: Standards from many areas...cdrorun

Middleware Services in EGEE Middleware Services in 05G

(i)
i B Traditionally
| HTC-driven
u e-Science
Infrastructures

(ii)
Traditionally
HPC-driven
e-Science
Infrastructures

Middleware Services in DEISA ‘/ Middleware Services in TeraGrid ‘/

Legend: i Data Resource [ Compute Resource [l Services in middleware —— Individual Infrastructures
© 2010 Open Grid Forum — Morris Riedel (m.riedel@fz-juelich.de) 1o www.ogf.org



Step 1: Reference Model Exampleope.éia
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[2] Riedel et al., ‘Research Advances by using Interoperable e-Science Infrastructures —

The Infrastructure Interoperability Reference Model applied in e-Science *




Step 2: Right Set of Vendors openkc%imm

Closest possible collaboration
among vendors required — why?

Different interests from vendors,
collaboration leads to sociology:
‘communication among individuals’

Collaboration as early as possible
to get the buy-in from vendors!

When a sub-fraction of known
vendors In the field create a
reference model & others joining
later: this leads to numerous
discussions and higher efforts

17 www.ogf.org



Step 2: Example within OGF openiﬁmm

 Initial OGSA-Basic Execution Service (BES) specification

« Commercial and academic vendors have been involved
(Microsoft, Platform, UNICORE, initially also Globus etc.)

« Several others in the e-science community have been out of the
process (initially ARC not involved, gLite later, etc.)

« Production deploymens of OGSA-BES still rare (e.g. not in EGEE)

* Production Grid Infrastructure (PGIl) Working Group

- More than a standardization group: collaboration between the
,right set of vendors’ in the e-science community

Grid Technology Vendor/Project Production e-science Infrastructure

ARC NDGF

gLite EGEE / EGI / OSG (as part of VDT)

UNICORE DEISA / PRACE

Globus (IGE project) TeraGrid

OMII-UK Software Stacks NGS

NAREGI NAREGI Infrastructure

EDGES/EDGI BOINC-based infrastructures (i.e. Desktop Grids)
GENESIS US Campus Grids

[1] Riedel et al., ‘E-Science Infrastructure Interoperability Guide’




Step 3: Reference ImpIementationzspenf;)ﬁ)rum

Standards are the cornerstone

But many missing links between
standard specifications exist

Reference implementations need
to implement together standards
(e.g. compute with security)

Numerous lessons learned how
standards work together in order
to fill missing links

Enables consistent standard use

19 www.ogf.org



[ ] o
Step 3: Using Reference Impl. OpenGridForurr
) ‘ Different
[ﬁ Scientific gateway or scientific-area specific client ﬁ ‘i{‘{rf ’@] client
A technologies
control and monitoring of scientific workflows
using HPC & HTC as well as required data repositories
[ [ | |
- - n n
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| v -
I_ o r ! ]
‘ | | |
! i | | Individually
Network W™ . T
Resources | W i} virtual
esources Infrastructures
‘ q Traditional
| _ physical
DEISA / PRACE TeraGrid NorduGrid e-science
infrastructures

Legend:

. CPUs / cores a component ff‘s standard i Data




Ste p 3 U Sl ng G L U E2 an d/l N \] S D LOpenGrld};orum
[IE Scientific Gateway ](—)[Q; ) JSDL Creation Entity
A A

|
| (JSDL + AX) based submits I

] Grid
Clients

re-using (GLUEZ2 + AY)

| Including (GLUE2 + AY)

B elements |
M DEISA / PRACE il l l EGEE /EGI Grid
il Wi Infrastructures
| |
v ! <
— - OGSA-BES (JSDL + AX ) Application i V (GLUE2+AY) L : Grid
Interface |1>D Parsing Type Di} Instance > Grid S
— e d Entity Analysis S0  Entity JInformation ervers
Grid middleware ™ . .\ System
T ¥ I
manages jobs | '(JSDL + AX) optimized executions | describes
————— | using (GLUE + AY) elements C—— - - -,
¥ j
Ji \_‘\ Job execution of a compiled executable % Software |
;j@j‘ or execution of a pre-installed executable (e.g. libraries) ‘lv Computational
— - Grid
Jobsandbox ; Stdln | StdErr Stdout ~ g Preinstalled Resources
::1,4 Scientific
HPC-based Grid resource " Application

Legend:

s CPUs / cores % complute jobs ‘i component € ~ standard JSDL

[6] Riedel et al., ., Improvements of Common Open Grid Standards to Increase HTC and HPC Computing Effectiveness’




Step 3: Using GLUE2 in JSDL!

<jsdl>
<jsdl:JobSpecification>
<jsdl:JobIdentification> ...

<jsdl:Application>

<]s ‘Software>

<glue?2 :AppName> PEPC </glue?2:AppName>

<glue?:AppVersion> 2.4 </glue?:AppVersion>

<glue2dy:ApplicatioenFamily> LINUX </glue2dy:ApplicationFamily

jsdldx:Software>

<jsdldx:Executable>
<jsdldx:ExecutableName> pepc poweré </jsdldx:ExecutableName>
<jsdldx:ExecutablePath> /bin_k/jsdldx:Executahlepath>
<jsdldx:ExecutableArgument> particles </jsdldx:ExecutableArgument>
<jsdldx:ExecutableArgument> 4000 </jsdldx:ExecutableArgument>

</jsdldx:Executable>

<jsdldx:ApplicationType>
<glue2dy:ComputingActivityType>
workflownode

Application Software
Statement (can be used without
an executable definitionfor pre-
installed software) thatre-uses
parts of the GLUE2 specification

Revised Application Executable
Definition

(must be used with above
software statement)

</glueldy:ComputingActivityType> _'J_
</jsdldx:ApplicationType>
<jsdldx:JoinStdOutErr> true </jsdldx:JoinStdOutErr>
</jsdl:Application>
<jsdl:Resources>
<jsdldx:Software>
<glue?:AppName> VISIT </ApplicationName>
<ApplicationVersion> 1.3 </ApplicationVersion>
<ApplicationFamily> LIBRARY </ApplicationFamily
</jsdldx: Software>

R

<jsdl:Resources>
</jsdl:JobSpecification>

Application Type classification
re-using refined elementsof the
GLUE2 specification

Boolean value that indicates
standard out & errorjoins

</jsdl>

Application Software
Requirements

(re-use of the same construct
used above for describing the
main application)

(i) Listing: Example of JSDL + AX instance with more meaningful Grid job descriptions, also based on GLUE2 + AY.

OpenGridForum

[6] Riedel et al., ., Improvements of Common Open Grid Standards to Increase HTC and HPC Computing Effectiveness’




Step 4: Standardization Feedback openkc%imm

Experience tells us: Missing links
and many missing functionalities
In early open standard versions

Important. Give experience back
to the standardization groups!

Work required to analyse the
production lessons learned

In order to understand which
standards need to be improved

Goal: Improve the standards!
Already 2nd iteration makes a
major difference!

23 www.ogf.org



Step 4: Example OGF GIN & PG| opené%omm

End-useraccess
to e-science
infrastructures

using standards

Standards
Knowhow




Step 4: Numerous lessons Iearnedopené;.déomm

Although we used several standards in this drug
discovery use case (OGSA-BES, JSDL, GLUE2,
GTidFTPL security profiles, etc.) their usage in
conjunction together as a whole ecosystem so to
say was rather unclear. This mainly includes com-
puting, data, security standards as well as infor-
mation flow aspects and standards. A reference
model or greater realistic architecture would be
important.

éPro duction Grid-driven rea-
élistic reference model based
on open standard

Gﬂd Application
Improvements

Grid application job descriptions satisfied basic
needs in this use case but were not satisfactory
enough to describe an application in this multi-
Grid setup. Some improvements covering but are
notlimited to applicationtypes classification (e.g.
parallel, etc.), application type refinements (e.g.
pre-installed, submitted, etc.), revised application
executable definition, application software state-
ments, application family extension (e.g
LIBRARY), application software requirements,
application output joins, etc.

In this workflow, we had several challenges in the
execution environment itself. Thus we need better
support scientific application executions with
standard-based information aspects on the lowest:
possible level (i.e. resource management system:
level) covering but are not limited to common en-
vironment variables, common execution modules,

execution module characteristics
c www.ogf.org

Application Execution
Adjacencies




Step 4: Numerous lessons Iearnedopenég.déomm

]—Ilgh Performance
Computing Extensions to
open standards

While executions using CREAM-BES on EGEE
) ad been relatively ok, submission with
UNICORE-BES to DEISA lacked important HPC
specific information. Therefore, we seek to submit
and execute applications more efficiently than
possible currently with GLUE2, JSDL, or OGSA-
BES covering aspects but not limited to network
topology (torus, global tree, Ethernet, etc.), shape
reservation (x X y X z ), network information en-
hancements, available shape characteristics, high
message support, task/core mapping definition:
available task/core mappings, etc.

Sequence  Support  for

Computational Jobs

analysis of lessons learned obtained from the
ISDOM use case leads to specific missing fea-
tures encountered during production Grid intero-
perability with respect to the support of automati-
cally  started pre- and post-processing
functionplities within JSDL using different appli-
cation execution modes. AMBER. for instance|
consists of a set of applications (~80 executables)
and some of them are used to transform input data
in a suitable format for production runs and/or
transform outputs in several other formats neces-
sary for further analysis. Of course, these trans-
formation and short running pre-processing steps
should be executed in a serial mode, while the ac-
tual corresponding molecular dynamic simulation
is executed in a parallel mode. Pre-job sequences
(pre-processing. compilation), Post-job sequences

© 2010 Open Grid For .
(post-processing).

www.ogf.org




Step 4: Numerous lessons Iearnedopenég.déomm

se cases revealed that in many cases the scien-
tists require a more flexible mechanism during da-
ta-staging processes in order to better coordinate
distributed data and computation. This is true, ir-
respective of whether data is transported to where
the computational resource resides, or if computa-
tion is decomposed and job submissions are per-
formed towards the location of data or even a hy-
brid of both methods is adopted. One example
was the careful manual data input selection (aka
manual data-staging) from the outcome of the
EGEE workflow step in order to use only good re-
sults for the time-constrained workflow step in
DEISA.

Manual Data-staging support

© 2010 Open Grid Forum — Morris Riedel (m.riedel@fz-juelich.de) 27 www. ng.org



Step 5: Aligned Future Roadmaps openﬁﬁm

Future strategies alignment
between technology provider
IS essential

Not only for standardization
endeavors, also general
technology development plans

Better harmonization — reduce
costs and service duplication

Enable the use of components
from one provider by different
components from another

www.ogf.org



Step 5 Example EMI Openﬁ)rum

Tt W

ik FA 5

European Middleware Initiative

G oo e
ey UNICERE olite

* * Applications

KnowARC

= NORDUGRID dCache.ORG 5 )

Grid Solution for Wide Area
Computing and Data Handling

ccee

Enabling Grids
for E-scienck

© 2010 Open Grid Forum — Morris Riedel (m.riedel@fz-juelich.de) 29 www.ogf.org
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Step 6: Harmonized Operations openiﬁm

Important aspect are policies

Difference between what
technology-wise possible ...
...and what policies allow

Negotiated and developed on
case-by-case basis make sense

Fine-granular policies for
dedicated projects/groups based
on technology improvements

30 www.ogf.org



Step 6: EUFORIA Example =

-]
EUFORIA
Framework
LRSS

OpenGridForum

EIRENE Clients &
| HELENA Cusion A SI‘_Cier?“ﬁC Scientific
4 t
. 4 BIT1 ILS/ ‘. ; usion Applications Gateways
Nl S
1 S "~
II } S ~-_~~~~
71 1 S ‘~-~~
A | S Ssao
! 1 \\ ~~~~
] 1 \\ ~-~~
1 1 ~ ~~~~
/4 { \\ -~ -
! So ALTAMIRA ~—eo
j JumP Ssel __@IFcA ~>
/ @, UNICORE6 Global ~ERL) P |
1 (proxies) Storage gLite "z« U Pre-productlon
I UNICORE 6 (proxies)
II (proxies) & Other
i VSGC Interop Sery, Other Grids Deployments
/
I
4
RZ DEISA
JUNMP @ F2) E Production
Deployments
UN'E)O.REG Global  UNICORE6 UNICORE6 UNICORE6 UNICORE 6 UNICORE 6 (work in
DElSA(p xies) Storage (proxies) (proxies) (proxies) (proxies)  (proxies) progress)

[4] Memon and Riedel et al. ‘Lessons learned from jointly using HTC- and HPC-driven e-science infrastructures in Fusion Science’




Step 7: Cross-project CoordinatiC)nopeféﬁ>rum

Key for sustained interoperability

Funding sources and cross-
project coordination...

|Ideal would be one joint funding
source and/or non-project-based
fundings

 Many short-term solutions because
of 2 to 3 years running projects

* Standards definition take this time
alone

Funding sources collaboration,
e.g. NSF and EC

32 www.ogf.org



Step 7: Example coordination OpenGridForum

- SIENA Initiative coordinates the creation of an roadmap between
currently funded DCI projects by creating a standards roadmap

« EU requires a common deliverable of DCI projects towards
an aligned vision

European Commission

za)

siena

Standards and Interoperability for
elnfrastructure implemeNtation initiAtive

© 2010 Open Grid Forum — Morris Riedel (m.riedel@fz-juelich.de) 33 www. ng.Ol‘g
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Summary

- Traditional use: one infrastructure
» Design pattern using HTC and HPC
 Interoperability is desired: How?

- Standards not enough but important
» Think differently: think process!

- The seven steps provides ,ways’
achieving sustainable interoperability

« Conclusion: We need a new skillset
» Capabilites for social processes
» Broader understanding in technologies

OpenGridForum

a new ‘toolset’
IS given...

a new ‘mindset’
IS required...

a new ‘skillset’
IS required...

www.ogf.org
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