
Evaluation of a new data staging framework
for the ARC middleware

Staging data to and from remote storage services on the Grid for users’ jobs is a vital component of the ARC computing element. A new 
data staging framework for the computing element has recently been developed to address issues with the present framework, which has 

essentially remained unchanged since its original implementation 10 years ago. This new framework consists of an intelligent data transfer 
scheduler which handles priorities and fair-share, a rapid caching system, and the ability to delegate data transfer over multiple nodes to 

increase network throughput. We use data from real user jobs running on production ARC sites to present an evaluation of the new 
framework. It is shown to make more efficient use of the available resources, reduce the overall time to run jobs, and avoid the problems 

seen with the previous simplistic scheduling system. In addition, its simple design coupled with intelligent logic provides greatly increased 
flexibility for site administrators, end users and future development.

Data required by jobs is split into Data Transfer 
Requests (DTRs) per file.

Data staging is split into 3 layers:

● The Generator accepts tasks and creates DTRs

● The Scheduler prioritises DTRs and sends them 
to different components, including a Pre- and Post-
Processor for pre and post transfer operations such 
as replica catalog interaction and preparing files 
using SRM

● The Delivery layer performs the physical transfer

The ARC Computing Element (CE) connects 
computing resources to the Grid. Before the 
job is submitted to the worker node, required 

input data is staged in by the CE, and after 
the job has finished output data is staged out. 

Input data can be cached to avoid repeated 
downloading.

The old system of data staging used a simple FIFO queue 
of jobs. Using a site-wide queue of files and splitting 

meta-operations such as catalog lookups and preparing 
transfer URLs from the physical transfer results in 

increased network throughput and quicker job processing.

For very large files the performance is similar to the old 
system, but as file sizes decrease the physical transfer 
becomes a smaller part of the whole process. The new 

framework greatly reduces staging time in these cases by 
separating physical transfer from other operations.
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To increase network throughput, extra staging hosts 
running a Data Delivery Service can be added to the 
system to which physical transfers can be off-loaded.

Dataset No files Ave file size Total size

Dataset A 600 500 KB 320 MB

Dataset B 39 15 MB 622 MB

Dataset C 200 50 MB 10 GB

Dataset D 20 1.5 GB 29 GB

A priority and fair-share system ensures that 
both users and site administrators get the 

important jobs done first.

The time was measured to run jobs requiring several 
different datasets using the old and new system.
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