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Abstract: Video-based surveillance systems cansee tor early fire detection and localization inl@rto minimize
the damage and casualties caused by wildfires. Menveeliability of these systems is an importessiie
and therefore early detection versus false alatmhas to be considered. In this paper, we presem@wv
algorithm for video based flame detection, whicanifies spatio-temporal features of fire such alewur
probability, contour irregularity, spatial enerdlckering and spatio-temporal energy. For eachdideate
region of an image a feature vector is generatéduard as input to an SVM classifier, which disanates
between fire and fire-coloured regions. Experimergaults show that the proposed methodology pes/id

high fire detection rates with a reasonable falamvaratio.

1 INTRODUCTION

Wildfires are considered one of the most dangeratsral disasters having serious ecological, ecanamd
social impacts. Beyond taking precautionary meastweavoid a forest fire, early warning and immégia
response to a fire breakout is the only way to mipé its consequences. Hence, the most importaitigdire
surveillance is quick and reliable detection armhlization of fire. Video-based forest surveillang®ne of the
most promising solutions for automatic forest filetection, offering several advantages such aschst and
short response time for fire and smoke detectibilityato monitor large areas and easy confirmatidrthe
alarm by a human operator through the surveillanoaitor (Ko, 2011). However, the main disadvantafje
these optical based systems is increased falsa aée due to atmospheric conditions (clouds, siaddust
particles), light reflections etc (Stipaaiv, 2006).

Video-based flame detection techniques have bedelwinvestigated during the last decade. The main
challenge that researchers have to face is thetictewd complex nature of the fire phenomenon &eddrge
variations of flame appearance in video. In (Taney@005), Toreyin et al. proposed an algorithm imol
flame and fire flicker is detected by analyzing thideo in the wavelet domain, while in (Toreyin,0B) a

hidden markov model was used to mimic the tempoeahvior of flame. Zhang et al (Zhang, 2008) prepos



contour based forest fire detection algorithms gidiT and Wavelet, whereas Celik and Demiral (Celik
2009) presented a rule-based generic color moddireaflame pixel classification. More recently,oket al
(Ko, 2010) used hierarchical Bayesian networks fii@-flame detection and a fire-flame detection noet
using fuzzy finite automata (Ko, 2011).

Despite of extensive research results listed @rdiure, video flame detection remains an opereisBhis
is due to the fact that many natural objects hawdla colours as those of the fire (including e, various
artificial lights or reflections of them on variossirfaces) and can often be mistakenly detectdthaes. In
this paper, we present a new algorithm for videsedaflame detection, which identifies spatio-tenapor
features of fire such as color probability, coumtotegularity, spatial energy, flickering and spatemporal
energy. More specifically, we propose a new cokmalysis approach using non-parametric modellirtyvaa
apply a 2D wavelet analysis only on the red chanhé@hage to estimate the spatial energy. In aoldito the
detection of flickering effect, we introduce a néature concerning the variance of spatial enemgy fiegion
of the image within a temporal window in order tothier reduce the false alarm rate. Finally, a Supyector

Machine (SVM) classifier is applied for the dischiration between fire and non-fire regions of angma

2 METHODOLOGY

The proposed algorithm initially applies backgrowsubtraction and colour analysis processing totifien
candidate flame regions on the image and subsdygugistinguishes between fire and non-fire objdzdsed
on a set of extracted features as shown in Figuféé different processing steps of the proposgadrahm are

described in detail in the following sections.
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Figure 1: The proposed methodology.

In the first processing step moving pixels are cte# using a simple median average backgroundasiom
algorithm (McFarlane, 1995). The second processieg aims to filter out non-fire coloured movingeds.

Only the remaining pixels are considered for blablgsis, thus reducing the required computatioinadt To



filter out non-fire moving pixels, we compare thealues with a predefined RGB colour distributioaated by
a number of pixel-samples from video sequencesaaung real fires.

Let X3, %,......% be the fire-coloured samples of the predefinedridigion. Using these samples, the
probability density function of a moving pixe] can be non-parametrically estimated using the keikpe
(Elgammal, 2000) as:

PrX) = DKy ~X)

If we choose our kernel estimator functiéf, to be a Gaussian kern&,=N(0,S) whereS represents the
kernel function bandwidth, and we assume diagooaktation matrixS with a different kernel bandwidtlg
for thej™ colour channel, then the density can be estimased

104 -%;)?

Priog) =~ > [ e’ 71
N = j:le/[O'jz

Using this probability estimation, the pixel is sidered as a fire-coloured pixel B (x;)<th, where the
thresholdth is a global threshold for all samples of the pfiedel distribution and can be adjusted to achieve a
desired percentage of false positives. Hencegipikel has an RGB value, which belongs to theidigtion of
Figure 2(b), then it is considered as a fire-catalupixel. After the blob analysis step, the colptobability of

each candidate blob is estimated by summing threucgirobabilities of all pixels in the blob.

Figure 2: (a) RGB color distribution and (b) flame
color distribution with a global threshold arourack

sample.

The next processing step concerns the countouneoblob. In general, shapes of flame objects aenof
irregular, so high irregularity/variability of thblob contour is also considered as a flame indicalbis
irregularity is identified by tracing the objectrtour, starting from any pixel on it. Thus a diientarrow is
defined for each pixel on the contour, which canspecified by a label, where 0<L <8, assuming 8-
connected pixels, as shown in the figure below.

The variability of the contour for each contour glixxan be measured by calculating the difference
(distance) between two consecutive directions (flamd to the specific pixel) using the following riula

returning a distance between 0 and 4 for each:pixel



d:{ dmax — A min if diax —dpin <4
8+ d i, —dmax Otherwise
Whered,j,=min(d;,d,), dna=max(d;,d;) and d, d, are the codes of two consecutive directions.

The average value of this distance function candesl as a measure of the irregularity of the cordad is
used as the second extracted feature in the prd@ggeoach.

The third feature concerns the spatial variatioa llob. Usually, there is higher spatial variatiomegions
containing fire compared to fire-coloured objedts.this end, a two-dimensional wavelet is appliediwe red
channel of the image, and the final mask is obthlne adding low-high, high-low and high-high wauedeb-
images. For each blob, spatial wavelet energy tismated by summing the individual energy of eackepi
However, the spatial energy within a blob regioarayes, since the shape of fire changes irreguliaiyto the
airflow caused by wind or the type of burning materFor this reason, another (fourth) feature xgacted
considering the spatial variation in a blob witaitemporal window of N frames.

The final feature concerns the detection of fliokgrwithin a region of a frame. In our approach, wge a
temporal window of N frames (N equals 50 in in experiments), yielding an 1-D temporal sequenc#l of
binary values for each pixel position. Each binaajue is set to 0 or 1 if the pixel was labeled'ras flame
candidate” or “flame candidate” respectively aftee background extraction and color analysis st&jps.
quantify the effect of flickering, we traverse thimmporal sequence for each “flame candidate” paed
measure the number of transitions between “flanmelidate” and “no flame candidate” (0->1). The numbk
transitions can directly be used as a flame flicigefeature, with flame regions characterized tsuficiently
large value of flame flickering.

For the classification of the 5-dimensional featueetors, we employed a Support Vector MachinesMpV
classifier using RBF kernel. The training of theNb¥¢lassifier was based on approximately 500 featexors

extracted from 500 frames of fire and non-fire Widequences.

3 EXPERIMENTAL RESULTS

To evaluate the performance of the proposed metriddps containing fire or fire-colored objects wersed.
Figure 3(a)shows the detection of flame along with the intediate feature masks (background, color, spatial
wavelet, spatiotemporal and temporal map), whilEigure 3(b), an example with a video containingaving
fire-coloured object is presented. As can be gfesebn from the intermediate masks, feature vauesigher

in case of flame detection due to the random behafifire.

Fourteen test videos were used for the evaluatidheoalgorithm. The first seven videos contairuatfires,
while the remaining seven contain fire colored mgvobjects e.g. car lights, sun reflections, ette&nshots
from these videos are presented in Table 1 (tsedolumn presents flame detection results infiemakcenes,

while the second column contains screenshots fraaog with fire colored moving objects). Resultg ar



summarized in Table 2 and Table 3 in terms of the positive, false negative, true negative anskfglositive

ratios, respectively.

(b)

Figure 3: (a) True detection of fire and (b) Tregection

of a fire-colored object (First row: Frame alonghwihe
detected fire region, background subtraction meslqur
analysis mask. Second row: Spatial wavelet analysis

spatio-temporal mask and flickering mask).

Table 1: Test videos used for the evaluation offoposed algorithm.
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Video 1 Fire
Video 1

Fire Non

Video 2 Fire
Video 2

Fire Non

Video 3 Fire
Video 3

Fire Non

Video 4 Fire
Video 4

Fire Non

Video 5 Fire
Video 5

Fire Non

Video 6 Fire

Video 6




Non
Fire
Video 7

Experimental results show that the proposed mefinodides high detection rates in all videos coritegjn
fire, with a reasonable false alarm ratio in videasthout fire. The high false positive rate in
“Non_fire_video3” is due to the continuous reflects of car lights on the road, however, we belighat the
results may be improved in the future with a bett@ining of the SVM classifier. The proposed methons at
9 fps when the size of the video sequences is 3BDXPhe experiments were performed with a PC thateh
Core 2 Quad 2.4 GHz processor with 3GB RAM. In thutire, the speed of the algorithm can be further

improved by dividing the image in blocks insteadising blob analysis, which increases the procgdsine.

Table 2: Experimental results with videos contagrfines

Video Name | True Positive (%) | False Negative (%)

Fire Video 1 98.89 1.11

Fire Video 2 93.46 6.54

Fire Video 3 99.59 0.41

Fire Video 4 99.03 0.97

Fire Video 5 90.00 10.0

Fire Video 6 99.50 0.50

Fire Video 7 99.59 0.41
Total 97.65 2.35

Table 3: Experimental results with videos contagrfine coloured objects

Video Name True Negative False Positive
(%) (%)
Non Fire Video 1 100.00 0.00
Non Fire Video 2 97.41 2.59
Non Fire Video 3 74.37 25.63
Non Fire Video 4 100.00 0.00
Non Fire Video 5 99.68 0.32
Non Fire Video 6 100.00 0.00
Non Fire Video 7 97.96 2.04
Total 98.01 1.99

4 CONCLUSIONS



Early detection of fire is crucial for the suppiiessof wildfires and minimization of its effects.idéo based
surveillance systems for automatic forest fire diégb@ is a promising technology that can providal-teme
detection and high accuracy. In this paper, wegmiesl a flame detection algorithm, which identifigstio-
temporal features of fire such as color probabilityuntour irregularity, spatial energy, flickeriagd spatio-
temporal energy. The final decision is made by¥M classifier, which classifies candidate imaggioas as
fire or non-fire. The proposed technique was evallign a database of 14 video sequences and demaeuaist

increased detection accuracy.
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