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Abstract:  

In this study we first evaluate the small-scale spatial variability of particulate export, using a set of 
synoptic thorium-234 activity observations sampled within a one-degree radius. These data show 
significant variability of surface thorium activity on scales of the order of 100 km (~270–550 dpm m-3). 
This patchiness of export potentially affects the robustness of point observations and our interpretation 
of them. Motivated by these observations we subsequently couple an explicit model of thorium-234 
dynamics to a coupled physical–biogeochemical basin model capable of resolving these small-scales. 
The model supports the observations in displaying marked thorium variability on spatial scales of the 
order of 100 km and smaller, with highest values in the regions of large eddy kinetic energy and large 
primary productivity. The model is also used to quantify the impact of small-scale variability on export 
estimates. Our model shows that the primary source of error associated with the presence of small-
scale spatial variability is related to the standard assumptions of steady state and non-steady state 
(>40% during bloom condition). The non-steady state method can misinterpret variations due to 
patchiness in thorium activity as temporal changes and lead to errors larger than those introduced by 
the simpler steady state approach. We show that the non-steady state approach could improve the 
flux estimates in some cases if the sampling was conducted in a Lagrangian framework. 
Undersampling the spatial variability results in further bias (>20%) that can be reduced when the 
sampling density is increased. Finally, errors due to the dynamical transport of thorium associated with 
small-scale structures are relatively low (<20%) except in regions of high eddy kinetic energy. 
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1. Introduction 

The magnitude and variability of the sinking particle flux are fundamental to understanding 

the total carbon distribution in the ocean and thus the ocean-atmosphere partitioning of carbon 

and global climate (Siegenthaler and Sarmiento, 1993). Ocean biology and biogeochemistry 

are strongly influenced by ocean physics, since dynamical transport and mixing redistribute 

nutrients and particles horizontally and vertically. Although numerous observational and 

modelling studies have demonstrated that ocean dynamics at the mesoscale (scales of the 

order of 100 km) and below introduce spatial and temporal heterogeneities in the nutrient 

distribution and primary production (see Lévy, 2008 for a review), very little is known about 

their impact on the downward export of the resulting particulate matter. These studies have 

shown that enhanced vertical motion, lateral stirring and restratification associated with small-

scale physical features affect the local structure and dynamics of the planktonic ecosystem 

(Fielding et al., 2001, Martin et al., 2001, Martin 2003, Painter et al., 2010, d’Ovidio et al., 

2010) and the carbon and nutrient exchanges between the ocean interior and the upper water 

column (Lévy et al., 2001, Allen et al., 2005, McGillicuddy et al., 2007, Lathuilliere et al., 

2010, Karleskind et al., 2011). As the particulate export directly depends on primary 

production, ecosystem dynamics and ocean transport processes, it is also likely to be affected 

by small-scale physics.  

 

Particle flux can be measured directly by intercepting sinking material in sediment traps 

(Buesseler et al., 2007, Lampitt et al., 2008), or indirectly using methods such as those based 

on biological rates (Boyd et al., 1999), budgets of nutrients, oxygen or radioisotopes (Jenkins, 

1982, Sanders et al., 2005, Rutgers van der Loeff et al., 2006), or by underwater imaging of 

particulate matter (Bishop et al., 2004, Guidi et al., 2007). Both direct and indirect approaches 

have revealed preliminary evidence for small scale spatial variability in export. Sediment 

traps have captured episodic fluxes of particulate material associated with open-ocean eddies 

(Newton et al., 1994, Honjo et al., 1999, Beaulieu, 2002, Sweeney et al., 2003, Alonso-

Gonzalez et al., 2010). The observation program POMME (Programme Ocean 

Multidisciplinaire Meso Echelle) showed that a large quantity of particulate organic matter in 

the northeast Atlantic is exported downward in spatially limited areas surroundings eddies 

(Guidi et al., 2007). Moreover, studies based on thorium-234 disequilibria reveal that 

particulate export varies spatially and temporally within eddies (Benitez Nelson 2007, 2008, 

Buesseler et al. 2008, Maïti et al. 2008). Finally, thorium-234 observations sampled in the 



north Pacific as part of the Hawaii Ocean Time-series and the VERTIGO (VERtical Transport 

In the Global Ocean) study have captured spatial variability greater than the previously 

observed seasonal variability (Buesseler et al., 2009). Although these observations strongly 

suggest that rapid biological and physical processes occurring at small spatial scales may be 

involved in the transfer of surface production to the deep ocean, their spatial resolution is still 

insufficient to quantify and explain the processes leading to such localised fluxes. 

The difficulty of measuring particle flux at high spatial resolution using observational 

methods makes the use of a model particularly attractive for understanding the impact of 

small-scale dynamics on export. As previously mentioned, numerous modelling studies have 

investigated the role of small-scale dynamics on the transport of tracers (including nutrients 

and dissolved organic matter) and on primary production. Some models coupling ocean 

dynamics with biogeochemical modules have demonstrated enhanced subduction of 

phytoplankton due to small-scale dynamical structures (Lévy et al., 2001, Plattner et al., 2005, 

Lathuillière et al., 2010), which has also been observed in situ (Fielding et al., 2001; Allen et 

al. 2005). Martinez and Richards (2010) showed that the spatial heterogeneities induced by 

lateral stirring in the euphotic zone may impact the temporal and spatial distribution of the 

particle flux out of the mesopelagic zone. However, to date, no study has specifically 

investigated the impact of small-scale dynamics on particulate export with a dedicated 3-D 

biogeochemical model including the mid-water column.  

In this study, an existing biogeochemical model in a simplified setting of the north Atlantic 

(Lévy et al. 2010) is used to explore how small-scale dynamics influence estimates of particle 

export. To constrain particle export, 234Th, which is the measuring method that provides 

highest spatial resolution of export estimates at present, was introduced into this 

biogeochemical model. This paper is structured as follows. In section 2 the model setting is 

presented. In section 3 the basin-scale and seasonal variability in the model are evaluated 

against available observations. Section 4 investigates the small-scale spatial variability in 

particle export using observations of thorium activity and evaluates the model’s ability to 

reproduce such variability. Section 5 uses the model to examine how accurately field studies 

using thorium-234 can estimate export, given limitations on the temporal and spatial sampling 

coverage that can be achieved during cruises. Specifically, the impact of physical transport on 

thorium-234-derived export estimates is assessed (a factor that is often disregarded in 

thorium-234 studies), as are the impacts of undersampling and of assuming that the thorium-



234 activity is in steady-state. Section 6 discusses the main results and gives a synthesis of the 

mechanisms impacting export estimates. 

 

2. Model setting and evaluation  

2.1 Model configuration 

The setting is a double-gyre representing an idealized North Atlantic basin. The model 

geometry is a closed rectangular domain on the β-plane of dimension 3180 × 2120 × 4 km, 

centered at 30°N and rotated by 45° anti-clockwise. We used output from the physical model 

run described in Lévy et al (2010). In this run, the horizontal resolution was 1/54° (2km). 

There were 30 z-coordinate vertical layers, varying in thickness from 10 to 20 m in the upper 

100 m and increasing up to 300 m at the bottom. The level-coordinate free-surface primitive 

equation ocean model NEMO (Madec, 2008) was used. The circulation was forced with 

seasonally varying zonal profiles of wind, solar radiation, heat and salt fluxes. The 

atmospheric forcing generates a strong jet (the model equivalent of the Gulf Stream), which 

runs diagonally across the domain, separating a warm subtropical gyre from a colder subpolar 

gyre (Fig. 1). The jet is baroclinically unstable, leading to strong mesoscale turbulence, 

particularly in the band around the jet.  

Analysis of the spectral properties of the model’s submesoscale turbulence reveals that the 

effective resolution of the model is of the order of 10 km i.e. 5 to 10 times larger than the 

numerical resolution (Lévy et al., 2012a). This means that scales below ~10 km are strongly 

dissipated in the physical model. A practical consequence is that tracer transport can be 

performed off-line on a grid degraded down to the effective resolution, which is of 10 km 

(more details are provided in Lévy et al., 2012a). Thus the solution obtained with the physical 

model at 1/54° was degraded down to 1/9° in order to run the biogeochemical model off-line 

(with a gain of 103 in the off-line computating time). This degradation preserves the strength 

of the submesoscale horizontal and vertical velocities produced by the original model. As 

shown by Lévy et al. (2012a) with an off-line passive tracer experiment, the biogeochemical 

model is only slightly sensitive to the physical solution degradation. 

2.2 Biogeochemical and thorium model  



The biogeochemical and thorium model equations and parameters are provided in the 

Appendix (Table A2 to A5). The LOBSTER biogeochemical model (Resplandy et al., 2009) 

was used to calculate the biogeochemical tracer evolution. LOBSTER originally solved the 

evolution of six biogeochemical variables: phytoplankton (P), zooplankton (Z), detritus (D), 

semi-labile dissolved organic material (DOM), nitrate (NO3) and ammonium (NH4) (Fig A1 

in Appendix).  To account more fully for the range of particle sinking velocities observed in 

the ocean (Trull et al., 2008), we added a size-fractionated particle model that distinguishes 

between small slowly sinking particles (D) and rapidly sinking large particle (DD). To allow 

comparison with observations we estimated chlorophyll (Chl) concentration from 

phytoplanktonic nitrogen concentration using a constant N:Chl ratio equal to 1.32 g of 

chlorophyll per mol of nitrogen, which corresponds to a chlorophyll to carbon mass ratio of 

1:60 and a C:N Redfield ratio of 6.6. 

The model explicitly calculates the primary production of phytoplankton (calculating the 

uptake of nitrate and ammonium by phytoplankton separately), grazing of phytoplankton by 

zooplankton, and a simplified remineralisation network, which involves excretion by 

zooplankton, dissolution of detritus, accumulation of semi-labile DOM with subsequent 

remineralisation into ammonium, and ultimately, nitrification of ammonium into nitrate. The 

large detritus added to the model allows us to represent the increase of sinking speed with 

depth (Berelson, 2002; Gehlen et al., 2005) and the aggregation-disaggregation processes, 

which are necessary for reproducing the observed increase in the relative abundance of large 

particles with depth and the presence of small particles at depth (Murnane et al., 1994;  

Buesseler et al., 2009). Aggregation and disaggregation formulations were taken from the 

PISCES biogeochemical model (Aumont et al. 2003). Their rates are taken to be proportional 

to a prescribed turbulence parameter (noted shear in Appendix) and to the concentrations of 

DOM and small and large detritus. This non-linear formulation takes into account differential 

settling and turbulence coagulation mechanisms. The (dis-)aggregation coefficients (φ) were 

calculated from a power law size spectrum particle model (Kriest, 2002). Sensitivity tests 

showed that simulated values of export are sensitive to the large particles sinking speed 

parameter. However, the spatio-temporal variability of export (relative to the mean export 

value) changed only by 3% when decreasing the large particles minimum sinking speed from 

200 to 50 m.d-1, which gives confidence in the results presented here that mainly discuss the 

small-scale spatial variability. 



We coupled the biogeochemical model described above with a model of thorium-234 (234Th) 

dynamics. 234Th is a particle-reactive radioisotope produced naturally by the decay of 238U. Its 

relatively short half-life (24.1 d) makes it suitable to study processes such as particle export 

occurring over time-scales of weeks (Bacon and Anderson, 1982, Cochran and Masque, 

2003). The temporal evolution of the total 234Th activity (ATh) in the water column results 

from the balance between the radioactive production from 238U (λAU), the radioactive decay 

of 234Th (λATh), the export of 234Th adsorbed onto sinking particles (E) and the dynamical 

advective and diffusive transports (Dyn): 

       (1) 

where AU and ATh are the activities of 238U and 234Th respectively and λ is the decay 

constant of 234Th (λ = 0.02876 d-1). Measurements of 234Th:238U activity ratios less than 1 are 

taken to indicate loss of 234Th via sinking particles. The combination of the 234Th:238U 

disequilibrium in the water column with POC/234Th ratios measured on particles (Buesseler et 

al., 1992) are extensively used to constrain the particulate organic carbon (POC) export 

(Buesseler et al., 2006, Morris et al. 2007, Lampitt et al, 2008, Buesseler et al., 2009).  

To represent the processes affecting 234Th concentration (equation 1), we implemented a five-

box model of 234Th cycling (Fig. A1 and tables A1 to A5 in Appendix). The radioactive decay 

of 238U supports the pool of dissolved 234Th (Thw) that undergoes a reversible adsorption to 

become particulate 234Th (Thpart). Thw  and Thpart  are both lost by radioactive decay. Thpart is 

distributed between the four particulate pools in direct proportion to their concentration: ThP 

and ThZ are respectively associated with suspended phytoplankton and zooplankton, ThD with 

slowly sinking detritus and ThDD with rapidly sinking detritus. In situ measurements indicate 

that the adsorption rate of 234Th onto particles depends on the particle concentration, whereas 

the desorption rate is thought to be invariant with particle concentration (Bacon and 

Anderson, 1982; Honeyman et al., 1988; Dunne et al., 1997). In the model, 234Th adsorption 

is therefore calculated with a second order kinetic law (Clegg et al., 1991, 1993; Murnane et 

al., 1994) and desorption with a first order kinetic law (see Appendix). We assume here that 

the rate constants for 234Th adsorption and desorption (k1 and k-1 respectively) are identical for 

all four particulate pools (phytoplankton, zooplankton, small and large detritus). Hence the 

reactive surface area of particles and the variability in adsorption that could arise from organic 

matter composition is not accounted for. We used values of k1 and k-1 (see Tables in 



Appendix) previously estimated from observations and an inverse model of the northwest 

Atlantic Ocean (Murnane et al., 1994). The model sensitivity to desorption and adsorption 

rates has been tested within the range of published values (Clegg and Whitfield, 1993; 

Cochran et al., 1993; Murnane et al., 1994; Murnane et al., 1996). Whereas the thorium model 

is insensitive to the desorption rate, it is quite sensitive to the value chosen for the adsorption 

rate. However, this sensitivity to the adsorption rate affects the absolute simulated values but 

does not influence their relative spatio-temporal variability. For example, the mean annual 

thorium deficit integrated between the surface and the equilibrium depth changes from 15200 

dpm.m-2 to 45060 dpm.m-2 when the adsorption rate is increased from 2.104 to 9.104 m3.Kg-

1yr -1 but its spatio-temporal variability (estimated by its standard deviation) relative to the 

annual mean value only changes by 1%. 

2.3 Model experiment 

The offline biogeochemical model was run on the 1/9° resolution grid over three 

climatological annual cycles. Some of our results are presented as depth-integrals between the 

surface and the equilibrium depth (hereafter noted Zeq), which we define as the depth where 

AU- ATh < 50 dpm.m-3. Zeq is therefore variable in time (Fig 4 b) and space (Fig 7 c). In 

equation (1), E is the thorium flux across the equilibrium depth. Note that this study examines 

the impact of physical processes only and that other key processes, such as the impact of the 

ecosystem assemblage on the remineralisation and organic matter export, are not considered 

here. 

 

3. Basin-scale, seasonal variations and model evaluation  

We first present the basin-scale distribution and seasonal cycle of simulated dynamical and 

biogeochemical fields that are most relevant for particle and thorium cycling. The physical 

solution has been analyzed in more detail in Lévy et al. (2010). The seasonal cycle and the 

large to small-scale variability of the biological system were presented in Kremeur et al. 

(2009) and Lévy et al. (2012b) respectively. Note, however, that these studies did not 

simulate the large detritus compartment or the thorium cycling.  

3.1 Biogeochemical basin-scale contrast and seasonal cycle 



The model simulates a cyclonic subpolar gyre in the north and an anti-cyclonic subtropical 

gyre in the south that are separated by a jet (model equivalent of the Gulf Stream) that flows 

eastward (Fig 1 a). This double-gyre structure primarily arises from the large-scale wind-

forced Ekman upwelling and downwelling, which is combined with a marked latitudinal 

change in seasonal insolation and mixed layer depth (MLD). The simulated annual mean 

distribution of sea surface temperature (SST) and surface chlorophyll (Chl) is strongly 

influenced by the gyre circulation (Fig 1 a and c). In the subpolar gyre, deep winter MLDs 

and shallow thermocline and nutricline maintain cold, nutrient-rich waters close to the surface 

and promote phytoplanktonic production. In contrast, shallow MLDs and deep thermocline 

and nutricline in the subtropical gyre explain the presence of warm and nutrient-poor surface 

waters associated with low chlorophyll concentrations. Our experiment is idealized in many 

ways, which makes a point-by-point direct comparison with observations difficult. 

Nevertheless, the SST and surface Chl simulated in the model are very similar to those 

observed by satellite imagery in the North Atlantic (Fig 1).  

The annual mean basin-scale distribution is modulated by the seasonality of the mixed layer, 

which largely depends on the region considered. In order to understand those differences, we 

consider three regions with different productive regimes that can be identified from surface 

Chl concentrations in both the model and observations: a “subtropical province” in the 

oligotrophic subtropical gyre ([Chl]<0.15 mg.m-3, contour on Fig 1 c, d); a “subpolar 

province” in the northern subpolar gyre ([Chl]>0.3 mg.m-3, contour on Fig 1 c, d); a 

“transition region” of intermediate Chl concentration where the jet flows (0.15<[Chl]<0.3 

mg.m-3, contour on Fig 1 c, d). Note that a fourth region of eastern boundary upwelling can be 

identified in the southeast ([Chl]>0.15 mg.m-3, contour on Fig 1 c, d). However the model 

geometry is too simple to represent the complexity of the boundary upwelling system; this 

region will therefore only be briefly discussed in this work. In the subtropical province, the 

MLD remains fairly shallow (<100 m) preventing the input of nutrients and phytoplankton 

growth in the euphotic layer (Fig 2 a). The total particle concentration (phytoplankton, 

zooplankton and detritus averaged over 0:120 m) is therefore low all year round. In the 

transition region and the subpolar province, deeper ML input nutrients into the euphotic layer 

(Fig 2 b and c). Phytoplankton abundance increases in winter as the mixed layer deepens and 

brings nutrients into the euphotic layer (Fig 2). The bloom first develops in the transition 

region in January-February (Fig 2 b). It then propagates in the subpolar province while 

intensifying and following the large-scale mixed layer restratification that reaches the highest 



latitudes in April (Fig 2 c). In response to the northward propagation of ML restratification, 

the bloom peaks in March in the transition region and in April in the subpolar province. The 

total particle concentration reaches its maximum two weeks after the bloom, when 

zooplankton and detritus are the most abundant (Fig 2 c). The bloom is then followed by a 

six-month period of low phytoplankton and total particle concentration. 

3.2 Thorium model evaluation 

To evaluate the model’s ability to represent thorium dynamics, we use observations of total 
234Th activity (ATh) gathered in the open-ocean regions of the North Atlantic (see Fig 2 d for 

stations positions) during the following cruises: North Atlantic Bloom Experiment 89 

(Buesseler et al., 1992), North Atlantic Bloom 08 (Martin et al., 2011); RRS Discovery 306, 

RRS Discovery 296 and Poseidon 300 (Lampitt et al., 2008); AMT12-14 (Thomalla, 2007; 

Thomalla et al., 2006); RRS Discovery 321 (Sanders et al., 2010), RRS Discovery 341 (Le 

Moigne et al., in revision). All available data were sampled between March and September. 

To account for the seasonal evolution and the northward propagation of the bloom, model 

results and data are compared over two periods (spring – March to May and summer/autumn 

– June to September) and in the three regions defined previously from the annual mean Chl 

concentration in observations and the model (Fig 3, refer to Fig 2 c and d for definition of 

regions). The thorium model is evaluated using the deficit in total 234Th activity (ATh deficit 

= AU-ATh), which primarily reflects the magnitude of 234Th scavenging (E in Eq. 1). To first 

order, a large deficit in ATh indicates substantial export of 234Th on sinking particles (Fig A1-

model chart), whereas low deficit values are associated with low particle fluxes. Note that a 

deficit in ATh of ~2500 dpm.m-3 indicates complete depletion of 234Th, as AU in the 

observations and the model ranges from 2450 to 2600 dpm.m-3.  

Although the physical and biogeochemical models are highly idealised, the model range of 

ATh deficit is reasonably comparable to the one observed (symbols on Fig 3). ATh deficit 

values are generally higher toward the surface, where particulate concentrations are large and 

decrease with depth as particles are degraded. Subsurface excesses in ATh (deficit<0) occur 

due to release of 234Th into the dissolved phase when thorium-rich sinking particles are 

remineralised. At greater depths, where particle concentrations are low, AU and ATh are in 

equilibrium and the ATh deficit is close to zero. The exact shape of the ATh deficit profiles 

varies latitudinally and seasonally (Fig 3). ATh deficits in the particle-poor environment of 

the subtropical province are small (< 500 dpm.m-3) from spring to autumn (Fig 3 e and f). In 



the transition region, observed surface deficit values (~2000 dpm.m-3) are highest in spring 

when the particle concentration peaks and decrease (< 1500 dpm.m-3) in summer/autumn 

when the particle concentration drops (Fig 3 b and d). In contrast, observed ATh deficits in 

the subpolar province show an increase from spring to summer/autumn (Fig 3 a and b). The 

range of ATh deficit simulated in the model reproduces the main observed features (black 

lines on Fig 3). The sharp latitudinal contrast in ATh deficit between the oligotrophic 

subtropical province and the two productive regions is simulated. The model also indicates a 

seasonal decrease (increase) of ATh deficits in the transition region (subpolar province) 

between spring and summer/autumn. Another interesting feature captured by observations is 

the change in the shape of the ATh profiles between spring and summer/autumn in the two 

productive regions (Fig 3 a-d): subsurface gradients are sharpened and the depth of 

equilibrium between AU and ATh is shallowed by approximately 200-300 m. The model also 

simulates this change, which gives us confidence that it is to first order forced by a dynamical 

process and not associated with an internal shift in the ecosystem (plankton assemblage, 

particle size and composition etc.), since these factors are not included in the model. Between 

spring and summer the water column stratifies further. Deep spring mixed layers mix ATh 

vertically, whereas summer shallow mixed layers confine large ATh deficit values created at 

the surface to the upper water column.  

However, some shortcomings of the model are noteworthy. The model fails at representing 

the range of values seen below 300 m in observations (Fig 3). This misfit cannot be explained 

by a decrease of spatial and temporal variability in physical processes at depth but more likely 

by the model simplicity in representing biogeochemical processes in the water column (two 

particle sizes, one remineralisation rate etc.). Also, ATh deficits simulated in the subtropical 

province are larger than in observations (Fig 3 e and f). It is possible that part of this bias is 

due to the undersampling of this region (Fig 1 d). However, it is very likely that the simplicity 

of the biogeochemical model also explains a large part of this misfit. Indeed, our 

biogeochemical model includes only one phytoplankton and one zooplankton (with one set of 

parameters for each), which limits the ability to reproduce in details the contrasted regimes 

(oligotrophic to productive) found in the domain.  

In summary, the model’s performance in capturing the phytoplankton (Chl) concentration and 

Th activity mean state is adequately realistic in the three different regions identified in the 

North Atlantic. The model simplicity most likely leads to an overestimation of ATh deficits in 

the subtropical province and to an underestimation of the range of ATh deficits below 300 m. 



However, it is found that the model faithfully reproduces the contrast between the three 

regions and the seasonal changes captured by the observations. The simplicity of the model 

geometry and biogeochemistry is indeed mandatory to perform high-resolution simulations 

that reproduce the sub-mesoscale spatial variability. 

4. Observed and simulated spatial variability at the (sub-)mesoscale 

We illustrate the spatial variability at small-scale in the model with snapshots on the 18th of 

March (Fig 4). On this date the bloom and the particle export at the equilibrium depth peak at 

mid-latitudes but has not yet reached the northern part of the subpolar gyre where ML are 

deeper (Fig 4 a, c and d). The adsorption and export of 234Th onto the particles associated with 

the bloom has lowered the surface ATh at mid-latitudes, whereas it is higher in the particle-

poor regions of the subtropical gyre and the northern part of the subpolar gyre (Fig 4 b and d). 

Note that the spatial offset between the export and the 234Th flux at the equilibrium depth is 

discussed in section 6. The basin-scale distribution of particles and 234Th variables are all 

modulated by structures at the mesoscale and submesoscale (1-100 km) (Fig 4). Because 

eddies in the model are mostly generated through baroclinic instability of the main jet (30-

35°N), the spatial distribution of eddies and filaments is highly heterogeneous (Lévy et al, 

2010). Large eddies (100-200 km diameter) predominantly appear close to the western 

boundary, where the jet is most intense, and propagate into the two gyres. The emergence of 

the smaller eddies and the filamentary structures that significantly influence the 

phytoplankton concentration, the export and the thorium distribution across the domain result 

from the non-linear interactions between these large eddies (Fig 4). 

To assess the model’s ability at representing small-scale spatial variability, we compare the 

eddy kinetic energy (EKE) and the surface Chl spatial variability at small-scale in the model 

and in observations (Fig 5). To quantify the spatial variability of surface Chl, we calculate a 

diagnostic, denoted SV100km, that quantifies the mesoscale spatial variability within a radius of 

1° (~100 km). The SV100km of X, calculated at each point i and time t, corresponds to the 

spatial standard deviation (noted std) of X within a 100x100 km box: 

SV100km(Xi,t)=std(Xi,t,100 km)      (2) 

where, at each point i and time t, (Xi,t, 100 km) is the set of variable values in a 100x100 km 

box centred on i. This measure can be interpreted as follows: if a region is homogeneous at 



scales up to ~100 km, the SV100km will be low; if the spatial variability is large at these scales 

the standard deviation, and consequently SV100km, will be large.  

Because eddies are mostly generated through baroclinic instability of the Gulf Stream, the 

observed spatial distribution of the EKE is highly heterogeneous (Fig 5 b). The region of 

highest EKE (> 0.15 m2.s-2) is located in the offshore extension of the jet. Areas of moderate 

EKE (> 0.05 m2.s-2) also develop on the southern and northern flanks of the jet in the 

subtropical and the subpolar gyres. The model reproduces the amplitude of EKE in the jet 

region and the subpolar gyre but overestimates the variability in the subtropical gyre (Fig 5 a). 

The small-scale spatial variability of SeaWiFS Chl (SV100km, Fig 5 d) increases with Chl 

concentration (Fig 1 d). In both observations and the model, the annual mean SV100km is lower 

than 0.05 mg.m-3 in the subtropical province, lower than 0.1 mg.m-3 in the transition region 

and reaches 0.3 mg.m-3 in the subpolar province (Fig 5 c and d). Although mean Chl 

concentrations are relatively well represented (Fig 5 c and d), the model underestimates the 

Chl spatial variability in the eastern part of the transition region and in the southern part of the 

subpolar province (Fig 5 c and d). 

Although SV100km cannot be calculated from in-situ ATh due to the lack of observations, there 

is some data that shows variability at small-scale. The study of Buesseler et al. (2009) used an 

extensive 234Th data set to explore the spatial (10-100 km) and temporal (days to weeks) 

variability of particle flux at two sites in the north Pacific; the oligotrophic Hawaii Ocean 

Time-series (HOT) and the mesotrophic HNLC K2 site part of the VERTIGO program. This 

study displays variability in the 234Th flux of about 215 dpm.m-2.d-1 at HOT and 1540 dpm.m-

2.d-1 at K2 (defined as the standard deviation of the data set) on spatial scales of the order of 

200-300 km, which represents a variability of 35-40%. Since the variability shows no clear 

N/S or W/E gradient, it was interpreted as variability related to the mesoscale (see Fig 3 of 

Buesseler et al., 2009), though submesoscale variability may equally be involved. The study 

also demonstrated an intense temporal variability of thorium related to the bloom decay at the 

mesotrophic site K2, which led to considerably different 234Th flux estimates when 

accounting for these temporal changes or not (i.e. using a non-steady state or a steady-state 

approach, Fig 2 of Buesseler et al., 2009). One could argue that this large temporal variability 

and the asynopticity of the data sets, which were sampled over periods of ∼20 days, may have 

biased the estimation of the spatial variability. 



Here we present a quasi-synoptic data set sampled in the north Atlantic that further supports 

the existence of such spatial variability in 234Th. As part of a NERC-funded UK research 

cruise on RRS Discovery (D341), 234Th activity at 25 m, 50 m and 100 m depth was measured 

at high resolution with 10 stations located 25 km apart and within a 100 km radius around the 

productive PAP site (49.5°N, 16.5W). This data set is considered to be synoptic because the 

10 stations were sampled in less than 72 hours (3rd August 2009, 17:00 – 6th August 2009, 

06:00). See Table A1 in appendix and Le Moigne et al. (in review) for details on the data set. 

The spatial variability at small-scale estimated from this dataset ranges from 270 to 550 

dpm.m-3 (435 dpm.m-3 at 25 m; 550 dpm.m-3 at 50 m and 270 dpm.m-3 at 100 m), which 

corresponds to a variability of the order of 25-50%. This estimate is very similar to the results 

of Buesseler et al. (2009), although the three sites considered (PAP, HOT and K2) contrast 

strongly in terms of latitude, seasonal cycle, ocean physics and ecosystem assemblage. Also 

note that Buesseler et al. (2009) calculated the spatial variability of the thorium flux, whereas 

the observations presented here are thorium activities. Indeed, to achieve such a high 

horizontal resolution sampling in a synoptic manner thorium activity was sampled at a low 

vertical resolution (three depths), from which the thorium flux cannot be inferred.  

To explore the source of this small-scale spatial variability in thorium activity at PAP, the 

backward trajectories of the water parcels, located at each of the 10 stations where thorium 

was sampled, were computed from altimetric surface velocities (Fig 6, see Resplandy et al. 

(2009) for details on the method of backward trajectories calculation). Backward trajectories 

were calculated over 25 days because this is the maximal response time of thorium (∼ 234Th 

half life). The sampling site is located in a region of large strain resulting from the interaction 

of five large eddies (A1, A2 and C1 to C3 in Fig 1). Although the 10 stations are located 

within a 100 km radius, two clusters can be identified from their trajectories: one with a 

northwest-southeast trajectory between eddies A1 and C2, characterised by rather high 

thorium activities (in blue); one with a circular trajectory that followed the southern flank of 

eddy C2 and then the northern flank of eddy C3 (in red), characterised by lower thorium 

activities (in red). The interaction between the eddies generates filaments, stirring together the 

two water masses, placing side by side waters with biogeochemical characteristics of a larger 

scale gradient. This suggests that the spatial variability captured by the 234Th dataset is 

derived from the patchiness in particle export arising from the stirring of gradients from the 

large-scale to the small-scale by mesoscale oceanic structures. Furthermore, this dataset 

provides evidence that the degree of horizontal spatial variability varies vertically (40% at 25 



m; 50% at 50 m and 25% at 100 m), though, as only three depths were sampled, no trend can 

be inferred. 

The spatial variability of thorium in the model is explored by analysing the spatial patterns of 

the SV100km (Fig 7). SV100km is calculated on a specific date during the bloom (on March 18th, 

Fig 7 a and b), which allows a comparison of the simulated spatial variability with the 

estimates from observations and over an annual mean (Fig 7 c and d), which smoothes out 

specific structures and provides an integrated view of the patterns. During the bloom, the 

simulated SV100km for the Th flux roughly ranges from 0 to 1000 dpm.m-2.d-1 with values 

larger than 1000 dpm.m-2.d-1 in the northern part of the domain (Fig 7 b). The spatial 

variability on scales of 100 km is about 100-300 dpm.m-2.d-1 in the oligotrophic region and 

about 200-1000 dpm.m-2.d-1 in the more productive regions, which is comparable with the 

estimates derived from observations in the North Pacific (∼215-1540 dpm.m-2.d-1 on spatial 

scales of 200-300 km in Buesseler et al., 2009). The SV100km for surface ATh deficit in the 

model ranges from 30 to 300 dpm.m-3 (Fig 7 a). In the region where the PAP site is located 

(north of the subpolar province), the spatial variability is of the order of 100-200 dpm.m-3 on 

spatial scales of 100 km, which although it is comparable is significantly lower than the 

spatial variability found in observations (270-550 dpm.m-3).  

For the annual mean, surface ATh and thorium flux at Zeq present similar SV100km patterns 

(Fig 7 c and d). The small-scale spatial variability of thorium fields (Fig 7) is primarily 

explained by the patterns of eddy kinetic energy (Fig 5 a). Highest values of SV100km are 

located in the highly energetic region of the jet. Moreover, the patterns in SV100km for thorium 

fields reflect the contrast between the oligotrophic subtropical province, where the surface 

Chl SV100km is low and the productive subpolar province where the Chl SV100km is higher (Fig 

7 c). The model also simulates a region of high small-scale variability along the southeastern 

border where the upwelling occurs (Fig 7). In this region, the EKE is not particularly intense 

but large horizontal gradients are created by sub-mesoscale filaments emanating from the 

productive upwelling and extending into the low productivity subtropical gyre (Fig 4 a).  

The model ability at representing the mean state but also the spatial variability at small-scale 

has been evaluated using both satellite (EKE, Chl) and in-situ observations (ATh deficit and 

Th flux).  Although the model is highly idealised in terms of geometry, atmospheric forcing 

and biogeochemistry, it reproduces most of the features characteristics of the three different 



biogeochemical provinces. Hence we expect that the model is suitable to examine the 

influence of (sub-)mesoscale physics on 234Th and on the export estimates derived from it. 

5. Impact of small-scale dynamics on 234Th flux estimates 

The model demonstrates strong spatial variability in physical (Fig 5 a), biological and thorium 

dynamics at scales less than 100 km (Fig 4, Fig 5 and Fig 7). Does this variability affect the 

robustness of export estimates made using conventional field methods? To tackle this 

question, we focus on export obtained from in-situ thorium measurements because it is at 

present the proxy used to estimate export at small spatial and temporal scales. Standard 

assumptions made when estimating export from thorium include steady-state and minor 

contribution from ocean dynamics. In this section we use the model to quantify the 

contribution of ocean physics to the thorium budget and to estimate the errors associated with 

spatial and temporal undersampling. We then test the impact of assuming that thorium 

activity is in steady-state and of sampling in a Eulerian manner at a fixed location over time. 

5.1 Contribution of physical processes to the thorium budget 

From equation (1), the thorium flux (E) across the equilibrium depth (Zeq) can be expressed 

as: 

      (2) 

The dynamical transport (Dyn) includes horizontal and vertical advection and diffusion. The 

vertical turbulent diffusion term is mostly accounted for by mixing. In contrast, the horizontal 

turbulent diffusion of ATh is assumed to parameterise the horizontal transport by small-scale 

transport due to sub-grid processes, which by definition are not resolved by the model. It is 

therefore included in the horizontal advective term here. The total physical transport of ATh 

(Total) and the contributions of horizontal advection (Ha), vertical advection (Za) and mixing 

(Mix) are integrated between the surface and the equilibrium depth (Zeq):  
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with K the turbulent diffusion coefficient and u the velocity in horizontal (H) and vertical (Z) 

directions. Fig 8 a shows the annual 95% confidence interval of the dynamical contributions. 

Note that a 95% confidence interval of 200 dpm. m-2.d-1 means that 95 % of the time (i.e. 

95*365/100 ≈ 346 days a year), the dynamical transport contribution to the thorium flux is 

≤200 dpm.m-2.d-1. Note that Mix is found to be one order of magnitude lower than Ha and Za 

and is not presented in Fig 8. 

Physical transport contributes to the thorium budget mainly in the jet region where it 

modulates the thorium activity by 120 to 600 dpm. m-2.d-1. Outside the jet region, the physical 

transport of ATh is weaker, ranging from 60 to 180 dpm. m-2.d-1 in the subtropical gyre and 

the northern flank of the subpolar gyre and being lower than 60 dpm.m-3 in the centre of the 

subpolar gyre (Fig 8 a). This correlates with the EKE pattern, clearly indicating that physical 

transport significantly impacts the thorium budget in regions populated with energetic (sub-

)mesoscale structures (Fig 5 a and Fig 8 a). The contribution of horizontal advection is 

relatively low (≤120 dpm. m-2.d-1, Fig 8 b) and the major contribution is by vertical advection 

of thorium across the equilibrium depth (Fig 8 c). The importance of vertical advection in the 

region of high EKE is consistent with the results of Lévy et al. (2012b) which show that this 

region has high vertical velocities. Note that the vertical advection of ATh across the 

equilibrium depth is low in the upwelling region (south-east boundary, Fig 10c). In this 

region, vertical advection brings subsurface waters with low deficit in ATh close to the 

surface and therefore shallows the equilibrium. Vertical velocities (uz) generally decrease 

toward the surface (uz(z=0)=0), which explains the low values of the vertical advection across 

the shallow equilibrium depth.  

5.2 Impact of undersampling 

Strong horizontal gradients and variability at small spatial scales can bias regional estimates 

derived from in situ measurements that undersample the spatial variability (Resplandy et al., 

2009). Here we quantify the impact of undersampling by comparing the regional (5°x5°≈ 



550x550 km box) thorium flux predicted by the model (noted Emodel) to an estimate derived 

from sub-sampling of this region (noted Esample). The size of the regions (5°x5° boxes) is 

relevant to an area that may include several mesoscale structures but still be amenable to 

sampling during a cruise. For each box, the model is sampled randomly by a “cruise”, with a 

number of stations ranging from 2 to 50 stations. To obtain a statistical result, the random 

sampling or “cruises” are repeated 2000 times (using more was found to give the same result) 

in each box and at each sampling density. For each box, the undersampling error is given by 

the 95% confidence interval obtained for the 2000 estimates of Esample –Emodel. An error of 200 

dpm.m-2.d-1 means that 95% of the “cruises” (i.e. 1900 over 2000) gave an estimate of the 

thorium (Esample) flux within 200 dpm.m-2.d-1 of the model regional value (Emodel). 

The undersampling error is of course linked to the amount of spatial variability, regardless of 

sampling resolution (Fig 9 a, Fig 9 b and Fig 7 d). For the annual mean, the error is maximal 

in regions of highest SV100km: the jet region where EKE is the highest and the northern 

subpolar gyre and upwelling region where productivity is more intense. The error decreases 

toward the interior of the gyres. While this pattern is independent of sampling density (Fig 9 a 

and Fig 9 b), the error increases as the sampling density decreases. The sensitivity of this 

model-derived error to the sampling density, to the season when the sampling is performed 

and to the asynopticity of the sampling is shown for boxes A (jet region) and B (subpolar gyre 

interior) on Fig 9 c. If the sampling is dense enough (25-100 stations), the flux is estimated 

with an error smaller than 400 dpm.m-2.d-1 regardless of the region (black crosses vs. 

diamonds) and the season (solid vs. dashed black lines). The estimated error however 

drastically increases when the coverage is scarcer (2-10 stations) and when the flux increases 

at the time of the bloom (dashed lines), in particular in regions of high spatial variability (Fig 

9 c). It should be kept in mind though that while an absolute error of 400 dpm.m-2.d-1 

represents a small error relative to the total flux in regions of high export (north of subpolar 

gyre), it represents a much larger relative error in regions of low export (subtropical gyre). 

It is, however, crucial to consider the time needed to sample 10, 25 or 100 stations, as the 

asynopticity of a cruise may introduce a bias due to temporal changes in ATh. If the cruise 

takes place at a season of high temporal variability, the difference in ATh between stations 

sampled early and sampled late is likely to reflect the temporal evolution of ATh as well as 

the small-scale spatial variability. To estimate the impact of asynopticity, we applied the same 

method of sub-sampling in 5°x5° regions taking into account cruise durations of 30 and 50 

days (Fig 9 c). Note that results obtained with cruise durations between 1 and 30 days are not 



presented, as they do not differ significantly from the synoptic case. The asynopticity has a 

very weak impact on the error (minimal and maximum values) if the cruise duration does not 

exceed ~30 days (which corresponds to the integration time-scale of 234Th, blue lines on Fig 9 

c). In contrast, the maximal error is increased by about 400-600 dpm.m-2.d-1 if the cruise lasts 

longer than ~30 days (green lines on Fig 9 c). However, taking 25 to 100 234Th profiles within 

30 days implies a large sampling effort of 1 to 4 ATh profiles per day. 

5.3 Models for calculating 234Th flux 

ATh in situ data are generally used to estimate the thorium flux (E) by solving equation (1) 

after simplifying assumptions. Physical transport is usually neglected by invoking minimal 

advection and diffusion of ATh relative to the downward flux of particulate thorium (Dyn=0). 

In most studies, Equation (1) is further simplified by assuming steady state conditions 

( ). Using the steady state approach (noted SS), the net thorium flux across Zeq 

is thus proportional to the ATh deficit integrated over that depth:  

       (3) 

Solving equation (1) while accounting for non-steady state conditions ( and 

) requires the study area to be reoccupied over time (t1 and t2). Using a non-steady 

state approach (noted NSS), the thorium flux is most commonly estimated from the linear 

interpolation of ATh between t1 and t2 ( ) as follows (Buesseler et al., 1992): 

     (4) 

By comparing the thorium flux predicted by the model (equation (2)) to the estimates using 

the steady state and non-steady state approaches at each point of the model (equations (3) and 

(4) respectively), we estimate the error associated with these widely used approximations. An 

error of 1000 dpm.m-2.d-1 means that 95% of the time the method gives an estimation of the 

thorium flux within 1000 dpm.m-2.d-1 of the truth. As for the errors estimated in the case of 

undersampling (section 5.2), the model estimated errors presented here thus represent the 

worse case scenario in the model. This means that the difference between the estimated 

thorium flux and the calculated thorium flux will generally be lower or equal to the model-

derived error in particular in regions and periods of low export flux. 



The SS method approximates the thorium flux within 600 to 1000 dpm.m-2.d-1 of the true 

value in the subtropical gyre and the jet region and within 1000 to 2000 dpm.m-2.d-1 in the 

subpolar region (Fig 10 a). When considering the error relative to the Th flux, the north-south 

contrast is smoothed out and the predicted error is of the order of 40-60% over most of the 

domain. However, in the northern subpolar gyre and the upwelling regions that are regions of 

intense blooming and export where 234Th flux shows strong temporal variation, the estimated 

errors reach values larger than 2000 dpm.m-2.d-1 (i.e. 60-80% of the Th flux).  

The NSS approximation is compared to the model Th flux considering two different sampling 

intervals (Δt=t2-t1= 10 days and 20 days). In both cases, the NSS approach always gives errors 

larger or equal to that using the SS. For both time intervals the error is largest in the jet 

region, the subtropical gyre and the upwelling (Fig 10 b and Fig 10 c). The error decreases 

from the 10-day to the 20-day sampling interval. In the subpolar gyre, the 20-day NSS thus 

approximates the thorium flux with an error similar to the SS approach (600-1000 dpm.m-2.d-1 

i.e. ~40-80%) whereas the 10-day NSS gives a poorer estimate (> 1000 dpm.m-2.d-1 i.e. ~50-

150%). Although the estimated errors are still large, the most striking improvement between 

the 10-day and 20-day NSS occurs in the regions of high spatial variability, where errors drop 

from values larger than 2000 dpm.m-2.d-1 to values lower than 2000 dpm.m-2.d-1; these are 

also regions where both NSS estimates do not represent the model flux as well as the SS 

estimate. In these regions of high spatial variability, the change in ATh between t1 and t2 is 

more representative of the small-scale spatial gradients than of the seasonal signal. By 

increasing Δt the impact of small-scale structures is reduced, and the NSS estimate is 

improved.  

A way of limiting the impact of small-scale spatial variability in the NSS approach is to 

perform Lagrangian sampling, optimally in a coherent structure such as an eddy. To test this 

hypothesis, we compared the model thorium flux with the estimates using SS and NSS 

approximations within three eddies located in those regions where the Eulerian NSS approach 

resulted in particularly large errors. To reproduce Lagrangian methods used in situ (Martin et 

al, 2011; Smetacek and Naqvi, 2008), we identified contrasting eddies in the model using SST 

and sea-surface phytoplankton concentrations (Fig 1). The thorium flux simulated at a fixed 

station located at the eddy E1 starting point decreases from March to May because the “large-

scale” bloom at this latitude has already occurred (grey line on Fig 11 a). In contrast, the 

thorium flux predicted along the track of E1 increases in March in response to the 

development of phytoplankton inside the eddy (not shown) and then decreases with 



phytoplankton and particle concentrations in April (black line on Fig 11 a). The first notable 

result is that the thorium flux at a fixed station (starting point of eddies) shows greater 

variations at high frequency (<10 days) than the thorium flux at the centre of E1 (Fig 11 a). 

Second, the comparison of the thorium flux estimated with a NSS method at the fixed station 

(eddy starting point) with the flux predicted by the model at this same station shows errors 

larger than 50% (grey bars on Fig 11 b) and which can reach values above 100% when the 

thorium flux varies rapidly (for example in early April on Fig 11 a). These two results support 

our previous finding that the variability sampled at a fixed station is more representative of 

small-scale spatial gradients than of the seasonal signal and explain the relatively poor results 

of the NSS approximation in a Eulerian context. 

In comparison, the thorium flux calculated with a Lagrangian NSS approach estimates the 

thorium flux predicted by the model along the track of E1 with errors lower than 25%. As 

expected, in this Lagrangian framework the flux estimation is improved when using the NSS 

method instead of the SS approach. However, this result cannot be generalised. Indeed, in 

eddy E2, the Lagrangian SS and NSS approaches both give estimates with errors of the order 

of 25-50%, which is comparable to the Eulerian NSS estimates computed at the fixed station 

(Fig 11b). This substantial difference in the quality of the Lagrangian NSS estimate can be 

explained by the amplitude of the dynamical transport of thorium along the eddy track (Fig 11 

c). Whereas the dynamical contribution to the thorium budget at the centre of E1 is very low, 

it is quite large at the centre of E2 (Fig 11 c). This comparison between two eddies illustrates 

that not all eddies are coherent structures fully isolated from the surrounding waters and that 

they do not necessarily provide a “true” Lagrangian framework.  

 

6. Discussion 

6.1 Spatio-temporal decoupling between phytoplankton, export and thorium  

In the model, the spatial variability of particle export and phytoplankton are very similar at 

small-scales (Fig 4). Observational studies indicate that the variance for phytoplankton 

abundance can be contained at larger (Tsuda et al., 1993) or smaller (Martin and Srokosz, 

2002) spatial scales than that for zooplankton (see Martin 2003 for a review), and this 

uncertainty is much larger for the relationship with export. Nevertheless, the model results are 

consistent with theoretical work on reactive tracers (Neufeld et al., 1999; Hernández-Garcia et 



al., 2002; Tzella and Haynes, 2007). As highlighted by Martin and Srokosz (2002), the 

interactions governing the ecosystem (grazing time lag for example – see Tzella and Haynes, 

2007) and the use of one zooplankton size-class is unlikely to represent the variety of 

biological behaviour observed in-situ. Buesseler et al. (2009) suggested that this decoupling 

between phytoplankton and zooplankton could explain the observed lack of correlation 

between phytoplankton related fields (pigments, production) and particle export estimated 

from thorium. In our model, the patchiness in thorium activity and flux is indeed slightly 

different from the one of phytoplankton (Fig 4). However, this is not related to decoupling 

between phytoplankton and particle export, which show very similar variability in the model. 

The difference is instead caused by the integration time-scale of 234Th. The spatial 

distributions of variables such as phytoplankton and particle export reflect the instantaneous 

dynamical transport (currents, eddies etc.), slightly smoothed out by processes with time-

scales of a few days (primary production, export of large sinking particles). The thorium 

integration time scale is a function of both its half-life and removal time scale (Turnewitsch 

and Springer, 2001). In the model, the removal time scale of thorium is strongly related to the 

export of large sinking particles and can not explain the differences between 234Th and 

particles distribution. The thorium distribution is in contrast smoothed out further because 

radioactive production and decay of 234Th operate on longer time-scales, given its ∼24-day 

half-life. We verified this hypothesis by running an additional simulation of the same model, 

but imposing a thorium half-life of 2 days. In this simulation, the spatial variability of surface 

thorium activity and thorium flux was identical to the variability of phytoplankton and 

particle export, confirming that the difference in spatial variability was due to the longer 

integration time-scale of thorium.  

This difference in the integration time-scales also explains the spatial and temporal offset 

between the maxima in particulate export and in thorium flux (Fig 4). At the time of the 

bloom peak (March 18th), particle and thorium export are both highest in the northern part of 

the domain (Fig 4 c and Fig 4 d). However, the locations of maximum values in thorium flux 

are shifted northward from that of maxima in particulate export. This spatial shift results from 

the northward propagation of the bloom and the different time scales at which thorium and the 

bloom equilibrate with the ocean physics. As the bloom propagates northward, thorium is 

quickly depleted at each latitude, while particle export only peaks a few weeks later. Thorium 

is restored on the timescale of decay, which is much longer than that associated with the 

bloom. This spatial and temporal decoupling between phytoplankton-related fields and 



thorium export in the real ocean could be enhanced or compensated by biogeochemical 

processes not represented in the model, such as the variety of biological interactions 

governing phytoplankton and zooplankton distributions at small-scale (Martin and Srokosz, 

2002). 

 

6.2 Small-scale dynamics and thorium flux  

Thorium activity and thorium flux in the model are strongly variable on spatial scales of 

eddies (mesoscale) and smaller (sub-mesoscale). The strength of this small-scale variability 

(100-300 dpm.m-3 and 100-1000 dpm. m-2. d-1 over 100 km for Th activity and flux 

respectively) exhibited by the model is supported by the few in-situ measurements taken at a 

resolution that can capture the patchiness of thorium activity at these scales (see section 4 and 

Fig 6).  

This study confirms that the thorium flux at the equilibrium depth in the open ocean is quite 

insensitive to the horizontal transport of thorium, which accounts for less than 120 dpm. m-

2.d-1 i.e. a contribution lower than 15% of the thorium flux (Fig 8 b). In previous works, the 

impact of horizontal transport was considered in upwelling and coastal environments where 

large-scale 234Th activity gradients are large. In the Equatorial Pacific, the influence of 

horizontal diffusion of recently upwelled deep 234Th-enriched waters on the thorium flux was 

estimated to ∼30% (Dunne and Murray, 1999). In the Gulf of Maine, the role of horizontal 

advection-diffusion of alongshore 234Th-poor waters (originating from the more productive 

coastal area) and of offshore 234Th-rich waters on thorium flux was evaluated between 30 and 

100% (Gustafsson, et al. 1998; Benitez-Nelson et al., 2000, Charette et al., 2001). Although 

the estimates of horizontal transport in these regions are comparable, the relative contribution 

of horizontal diffusion and advection are a matter of debate. Whereas most studies found a 

dominant impact of horizontal diffusion (Gustafsson, et al. 1998; Dunne and Murray, 1999; 

Benitez-Nelson et al., 2000), advection was found larger than diffusion in Charette et al. 

(2001). This discrepancy is mainly related to the different horizontal resolution considered in 

those studies. Indeed, horizontal turbulent diffusion estimated from model and/or data 

parameterise the transport due to small-scale processes that are not resolved by the model or 

the data (sub-grid processes). While horizontal transport by small-scale processes (10-100 

km) is parameterised by horizontal turbulent diffusion in low horizontal resolution studies, it 

is accounted for by advection in studies resolving those small scales, such as the one of 



Charette et al. (2001) and the present study. In the latter case, strong small-scale gradients are 

mostly caused by the filamentation process also known as the tracer direct cascade (Abraham 

et al., 2000, Lévy and Klein, 2004). Eddies, and submesoscale filaments generated by the 

interactions between these eddies, are delimited by dynamic barriers that allow the transport 

of water masses while limiting mixing with the surrounding waters. Consequently, small-

scale features in thorium activity mainly result from the horizontal cascade, stirring together 

waters with different rates of particle production and export without dissipating them. The 

relatively short time scale of the bloom and thorium cycling (about a month) explains the 

apparent discrepancy between this result and the traditional view that small-scale physics 

tends to homogenise thorium distribution.   

The influence of horizontal transport derived from our model is also in the lower range of 

previous estimates performed for oligotrophic and productive regions of the open ocean. 

Savoye et al. (2006) gave a rough estimate of the impact of horizontal transport combining 

thorium export fluxes found in oligotrophic (500-1000 dpm.m-2.d-1) and productive (>3000 

dpm.m-2.d-1) regions with current speeds typical of low energy (1 cm.s-1) and high-energy (10 

cm.s-1) ocean physics and assuming small-scale changes of the order of 100-300 dpm.m-2.d-1. 

They found an impact of horizontal transport of the order of 15% in oligotrophic areas and of 

20-50% in more productive areas, which is much larger than the result of the present study. 

The discrepancy between their estimate and our model results does not arise from differences 

in the magnitude of small-scale gradients or ocean current velocities. Rather, as described 

above, horizontal advection creates strong small-scale gradients by spatially redistributing 

different water masses within structures (eddies and filaments) that are delimited by transport 

barriers (d’Ovidio et al., 2010). This Lagrangian redistribution transports all properties 

(particles, thorium etc.) of a given water mass equally, while limiting the exchange with other 

water masses – and thus does not affect the thorium budget in any given water mass 

appreciably. Note, however, that the horizontal spatial variability assessed in this study could 

be underestimated: the spatial resolution is insufficient to assess the amplitude of the 

variability at scales of 10 km or smaller and the model is likely to underestimate the spatial 

variability in thorium activity (as well as chlorophyll) in the subpolar region. 

In contrast, our model suggests that vertical advection can change the total thorium activity 

between the surface and the equilibrium depth by 100-600 dpm.m-2.d-1 (Fig 8 c). This is due 

to the sharp vertical gradients of thorium created by downward particle fluxes; vertical 

movement of water across the equilibrium depth therefore allows exchange between surface 



waters low in thorium and subsurface waters high in thorium. The impact of vertical 

advection on the thorium budget is most important in regions of high eddy kinetic energy 

where it represents a change of 30-50% in the thorium export flux (Fig 5 a and Fig 8 c). In 

these regions of high kinetic energy, large vertical velocities are associated with the process 

of frontogenesis. Eddies and filaments are delimited by density fronts that become unstable as 

the eddy field is deformed. The re-stabilisation of these fronts, through frontogenesis, is 

associated with an ageostrophic circulation promoting vertical velocities on either side of the 

front (Klein et al. 1998). In contrast, the impact of vertical advection in the oligotrophic and 

subpolar gyres is much reduced and changes the thorium flux by less than 20% (Fig 8 a). In 

previous work, the role of vertical advection has mostly been considered in upwelling 

environments. Its impact was estimated to be ∼50% in the Equatorial Pacific open-ocean 

upwelling (Buesseler et al., 1995; Bacon et al., 1996) and the Arabian Sea coastal upwelling 

(Buesseler et al., 1998). It is interesting to note that, although the influence of vertical 

advection induced by small-scale structures is weaker in most regions, its magnitude in high-

energetic regions is comparable to the one observed in large-scale upwelling settings. More 

recently, Maiti et al. (2008) estimated the impact of Ekman pumping vertical advection on 

thorium flux estimates along the trajectory of an eddy. They found that 234Th export fluxes 

increased by as much as five-fold (200 to 1500 dpm.m-2.d-1) depending on the upwelling 

velocity (1 to 3 m.d-1). Although vertical velocities in our model are of the same order of 

magnitude or larger (1-3 m.d-1 at the gyres center and 3-10 m.d-1 in the jet region and northern 

subpolar gyre, see Fig 6 a of Lévy et al., 2012b), the impact on thorium flux estimated in the 

model using a eulerian method (Fig 8 c) and at the centre of two eddies using a lagrangian 

method (Fig 11 c) in is in the lower range of the estimation by Maiti et al. (2008). This can be 

explained by the different physical processes considered in both studies. Maiti et al. (2008) 

assumed a constant positive Ekman pumping at the center of an eddy, which results in a 

significant increase in thorium activity in the upper water column. In contrast, although 

Ekman pumping is present in our model, its intensity is lower than vertical advection 

associated with small-scale fronts around eddies (see mechanism of frontogenesis above). As 

these vertical movements are of different sign on either side of the small-scale fronts, their 

impact on thorium activity is lower. The relative importance of Ekman pumping in eddies and 

vertical advection associated with smaller-scale fronts is still a matter of debate and clearly 

requires further research (see Lévy et al., in revision, for a review). 



Our study shows that the impact of the deepening of the mixed layer on the thorium budget is 

very low. This is because the reference depth at which the flux is calculated is based on the 

deficit in thorium activity (the equilibrium depth, where AU-ATh ≤ 50), which varies in time 

and space similarly to the mixed layer depth. For mixing to introduce disequilibrium in the 

thorium budget two conditions are required: 1) the mixed layer must be shallower than the 

equilibrium depth before the mixing event and deeper afterwards; 2) the presence of a vertical 

gradient of thorium created by prior particle export events. However, even if these conditions 

are fulfilled, when the mixed layer deepens, high thorium activity waters from the subsurface 

are mixed with surface waters of lower activity and the equilibrium depth is therefore 

deepened. This correlation between the evolution of the mixed layer depth and the thorium 

equilibrium depth explains why mixing has such low impact. When in situ measurements of 

thorium are used to estimate particle export, the contribution of physical transport is usually 

neglected. Our study indicates that this hypothesis is valid in regions of low eddy kinetic 

energy (Fig 8 a). Typically, the contribution of physical transport to the thorium budget is 

lower than 15% in regions where the annual mean eddy kinetic energy is lower than 0.15 

m2.s-2. In regions of higher eddy kinetic energy, neglecting the contribution of ocean 

dynamics, and in particular of vertical advection associated with mesoscale and smaller 

structures, could introduce errors in the estimated thorium flux of 20-50%. If we generalise 

this result using the eddy kinetic energy derived from altimetry, it appears that the regions 

where the contribution of the ocean dynamics may have a significant impact on the thorium 

budget are mostly associated with western boundary currents and the Antarctic Circumpolar 

Current (Fig 9), regions of considerable primary production.  

 

6.3 In situ observations and error introduced by spatial variability  

In addition to the uncertainty associated with the dynamical transport of thorium, the presence 

of small-scale spatial variability can further bias the thorium flux derived from observations 

in two further ways. First, observed profiles of thorium activity essentially sub-sample the 

spatial variability at the mesoscale and smaller. While such observations give useful 

information on the order of magnitude and large-scale gradients of export (contrast between 

the sub-tropical and sub-polar gyres for example), the sub-sampling of thorium variability 

makes the estimation of the mean regional export difficult. The flux estimated by sub-

sampling model outputs at low resolution departs from the true simulated flux by 400-1000 



dpm.m-2.d-1. Our model suggests that this bias is greatly reduced, to values lower than 200 

dpm.m-2.d-1, by increasing the sampling density from 2 to 25 stations for a 5°x5° region (i.e. 

sampling resolution of the order of 100 km). Increasing the number of stations implies longer 

sampling periods and increases the asynopticity of the data set. In our model setting, errors 

associated with asynopticity are, however, much smaller than the one introduced by spatial 

undersampling, in particular if the sampling period is shorter than ∼30 days. 

A second source of bias can be introduced when the non-steady state approximation is used 

(equation 4). Changes in thorium activity sampled at a station re-occupied over time 

(commonly two profiles taken 5 to 20 days apart) are typically interpreted as temporal 

changes. In agreement with the results of Savoye et al. (2006), we find that the uncertainty on 

the flux is higher over shorter periods between re-occupation (error larger with a 10-day 

period than with a 20-day period). Similar to their results, obtained with a compilation of data 

(data from 12 articles published between 1992 and 2005), we find that the difference between 

the non-steady state and the steady state approaches is reduced when the time delay between 

station re-occupation increases (because when Δt becomes large, e-λΔt tends toward 0 and the 

non-steady state approach (equation 4) tend to the steady-state approach (equation 3) - refer to 

Savoye et al., 2006). A less expected result is that the errors associated with the non-steady 

state approach in our model (Fig 10 c) are generally higher than those obtained with the 

simpler steady state approach (Fig 10 a). This suggests that changes often interpreted as a 

temporal evolution are in fact due to patchiness in thorium activity at scales of the order of 

100 km or below. This means that if the period before re-occupation increases from smaller to 

larger than the typical time needed to advect small-scale spatial structures past a point 

(typically 1-2 weeks in the model), the two samples are more likely to capture temporal 

changes of the mean spatial field rather than those associated with local spatial gradients. In 

contrast, the steady-state approach is unaffected by such spatial ‘contamination’. This result 

puts into perspective the prior assumption that the non-steady state approach is more accurate 

than the steady state approach in regions where the thorium activity varies temporally (such as 

blooming regions). Our study suggests that the non-steady state assumption is more accurate 

than the steady state assumption only if the contribution of temporal variability to the change 

between the two samples is larger than that of spatial variability. For example, our model 

predicts an improvement of the flux estimates when usisng NSS in regions of intense bloom 

and low eddy kinetic energy (northeastern flank of the subpolar gyre, Fig 10 a and c). The 

flux estimates is also improved when the sampling for the non-steady state approach is 



conducted in a Lagrangian framework. The changes in thorium activity within an eddy are 

more likely to represent the temporal evolution of the water mass. Unfortunately, eddies vary 

strongly in their coherency  and their boundaries do not prevent all dynamical exchanges of 

thorium with the surrounding waters, as is apparent in our case study. It is extremely difficult 

to evaluate the “permeability” of an eddy in a model, and much more so in the field, so the 

accuracy of the Lagrangian non-steady state approach remains difficult to estimate. 

This study emphasizes that errors associated either with the sampling method (sampling 

density, Eulerian vs. Lagrangian) or the thorium model (steady state, non-steady state) vary 

spatially with the eddy kinetic energy and the productivity. It is, however, worth noting that 

they also vary seasonally. They are smallest in post-bloom conditions (late summer and fall), 

when the export and, hence, its spatial variability are low, and increase by a third when the 

bloom and the thorium flux peak (spring to early summer). Succinctly, they are largest when 

the flux is largest and of most interest. 

 

7. Conclusion 

The first part of this work was dedicated to the exploring of small-scale spatial variability of 

particle export in the north Atlantic, using surface and subsurface thorium observations. 

Significant spatial variability of the order of 100-1000 dpm.m-2.d-1 over spatial scales of 100 

km and smaller was demonstrated, in agreement with the previous observational study of 

Buesseler et al. (2009). Regions of highest patchiness are associated with high eddy kinetic 

energy and/or high productivity. The second aspect of this study focused on how this spatial 

variability at small-scales impacts the estimation of export derived from thorium 

observations. Results from a physical-biogeochemical model resolving small spatial scales 

highlighted three main sources of bias associated with the fact that most thorium-based 

estimations implicitly assume that there is no patchiness in thorium activity and export. We 

found that the primary source of error in thorium-based export estimates associated with the 

presence of small-scale spatial variability is related to the standard assumptions of steady state 

and non-steady state (>40%). The second largest errors (>20%) can be attributed to the 

undersampling of this patchiness. In contrast, we found that errors due to the dynamical 

transport of thorium associated with small-scale structures are relatively low (<20%) except 

in regions of high eddy kinetic energy such as boundary currents.  



The reader should keep in mind that the estimated errors on the thorium export flux were 

derived from a particular model setting, which is likely to influence the magnitude of these 

errors. The physical and biogeochemical models used here are idealised in many ways. The 

idealised geometry of the domain, the absence of topography and the simple wind forcing 

hinder direct comparison with the real ocean. The simple structure of the ecosystem (one 

phytoplankton, one zooplankton and two detritus size classes) and the assumptions underlying 

some of the thorium dynamics (such as the constant adsorption constant) limit the model’s 

ability to reproduce the wide range of ecosystems and carbon to thorium ratios that are 

observed in-situ. In addition, the model estimated errors represent the worse case scenario in 

the model; they were computed using the 95% confidence interval, which means that the 

difference between the estimated thorium flux and the calculated thorium flux will generally 

be lower or equal to the model-derived error, particularly in regions and periods of low export 

flux. Error estimates for other means of estimating export are still far from reliable or 

thorough, and so care should be exercised in comparing the errors for thorium measurements 

discussed here and those derived from observations. Nevertheless, these results can be used to 

assess the relative size of errors in the different way that thorium measurements could be 

conducted and hopefully provide strong practical assistence to improve the accuracy of field 

measurements. 

We have demonstrated that the estimation of thorium export depends on the spatial variability 

of thorium activity. We therefore recommend a thorough assessment of this spatial variability 

either directly, using observations of thorium activity at relatively high resolution (as 

performed by Buesseler et al., 2009 and in the cruise presented in this study), or indirectly, 

using eddy kinetic energy and the surface chlorophyll concentration derived from satellite 

observations, shown here to be good proxies. Another substantial finding is that the widely 

observed lack of correlation between phytoplankton-related fields and particle export 

estimated from thorium could be explained by the different time scales at which thorium 

scavenging, phytoplankton and particle export flux vary. In the real ocean, processes not 

represented in the biogeochemical model could further modulate this effect. Indeed, the model 

does not represent the spatial variability of export and remineralisation introduced by 

mechanisms other than ocean physics, such as the ecosystem assemblage, ballasting effects 

etc. However, it should be kept in mind that although the patchiness in thorium and the 

entanglement of spatial and temporal scales complicate the estimation of particle export from 

thorium measurements, other methods used to estimate particle export, such as sediment traps 



or nutrient budgets, do not necessarily provide estimates with better spatial coverage and may 

hence suffer from errors whose magnitude needs to be assessed. 
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