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Abstract—Improving the efficiency of type-reduction algo-
rithms continues to attract research interest. Recently, there
have been some new type-reduction approaches claiming that
they are more efficient than the well-known algorithms such as
the enhanced Karnik-Mendel (EKM) and the enhanced iterative
algorithm with stopping condition (EIASC). In a previous paper,
we found that the computational efficiency of an algorithm is
closely related to the platform, and how it is implemented.
In computer science, the dependence on languages is usually
avoided by focusing on the complexity of algorithms (using
big O notation). In this paper, the main contribution is the
proposal of two novel type-reduction algorithms. Also, for the
first time, a comprehensive study on both existing and new
type-reduction approaches is made based on both algorithm
complexity and practical computational time under a variety
of programming languages. Based on the results, suggestions
are given for the preferred algorithms in different scenarios
depending on implementation platform and application context.

Index Terms—centroid, type-reduction, interval type-2 (IT2)
fuzzy set, Karnik-Mendel (KM) algorithm, enhanced KM (EKM)
algorithm, enhanced iterative algorithm with stop condition
(EIASC), direct approach (DA), non-derivative based direct
approach (DAND), COSTRWSR, simplified COSTRWSR (SC).

I. INTRODUCTION

DURING the past few years, there has been a steady
increase of interest in developing type-2 fuzzy logic sys-

tems, and in particular interval type-2 fuzzy logic systems [1].
Interval type-2 fuzzy logic systems have been demonstrated to
have better abilities to handle uncertainties than their type-1
counterparts in many applications [2, 3, 4, 5, 6, 7, 8]. How-
ever, the high computational cost of type-reduction algorithms
makes it more expensive to deploy interval type-2 systems,
especially for certain cost-sensitive real-world applications.
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There have been a lot of type-reduction approaches pro-
posed in the literature [9, 10, 11, 12, 13, 14, 15, 16, 17, 18,
19, 20, 21]. While some of the recent work on type-reduction
approaches is based on continuous algorithms or general type-
2 fuzzy systems [22, 23], this paper focuses on discrete
type-reduction approaches which are based on computing the
centroid of an interval type-2 fuzzy set. The Karnik-Mendel
(KM) algorithm is an iterative approach to determine the
switch points when computing the centroids of IT2 fuzzy sets
[9]. Type-reduction based on the KM algorithm is usually
computationally intensive. Many attempts have been made to
improve the efficiency of the KM algorithm. For example, the
enhanced KM (EKM) algorithms have better initialisations,
which “on average ... can save about two iterations” [11]. They
have been the most well-known algorithms for type-reductions,
and are still being widely used. Another well-known algorithm
is the enhanced iterative algorithm with stopping condition
(EIASC) which was proposed in [13]. The EIASC algorithm
was reported to be superior to the KM and EKM algorithms
when N , the number of discrete points in the universe of
discourse for an IT2 fuzzy set, is small (e.g. N < 100).

Both EKM and EIASC are iterative based algorithms. A
direct approach (DA) for determining the switch points in
the KM Algorithm was introduced in [16]. It was shown
by simulations in the R programming language that DA
clearly outperformed other algorithms regardless of the shapes
of fuzzy sets. An optimised version of the DA algorithm,
termed the DA* algorithm, was later introduced in [20]. A
recent algorithm called center of sets type reducer without
sorting requirement (COSTRWSR) was proposed in [17]. As
highlighted in the name, this algorithm does not utilise sorting
which is required by the other above algorithms. It was
illustrated in [17] that COSTRWSR is more efficient than six
other enhanced variants of the Karnik–Mendel algorithm.

Almost all of the above algorithms were proposed by
claiming better performance based on only time comparisons.
It has been mentioned in [20] that the computational efficiency
of an algorithm is closely related to the platform, and how
it is implemented. In computer science, the dependence on
languages is usually avoided by focusing on the complexity
of algorithms (using big O notation).

In this paper, as a continuation of our previous work
in [16] and [20], two novel type-reduction approaches are
proposed. Also, a comprehensive study is made based on
both algorithm complexity and practical computational time
in order to give explicit recommendations on type-reduction
algorithms. The rest of the paper is organised as follows: Sec-
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tion II summarises four existing related algorithms; Section III
presents two new algorithms; and Section IV compares the
algorithm complexity and the practical running time efficiency
of the well-known algorithms described in this paper; After a
brief discussion in Section V, we draw our conclusions in
Section VI.

II. EXISTING RELATED ALGORITHMS

In this section, we briefly summarise related existing algo-
rithms to establish terminology and notation.

Let an IT2 fuzzy set Ã be based on

xi ∈ X, i = 1, 2, ..., N

Ji ≡ [
¯
ui, ūi], 0 6

¯
ui 6 ūi 6 1

where xi is the primary variable in the discrete universe of
discourse X (note that xi is in ascending order for i from
1 to N ), Ji represents the membership grade interval for the
primary variable xi, and N is the number of discrete points
in the universe of discourse of the IT2 fuzzy set.

For any given embedded type-1 fuzzy set1, with membership
grades ui ∈ Ji for all i, of such an IT2 fuzzy set Ã, the
centroid is defined as:

c =

∑N
i=1 xiui∑N
i=1 ui

. (1)

The centroid interval of Ã is defined to be [cl, cr], where
cl and cr are the minimum and maximum possible values
of c respectively. The EKM [11], EIASC [13] and DA [16]
algorithms are used to compute such a centroid interval as

cl =

∑L
i=1 xiūi +

∑N
i=L+1 xi¯

ui∑L
i=1 ūi +

∑N
i=L+1 ¯

ui
(2)

cr =

∑R
i=1 xi¯

ui +
∑N

i=R+1 xiūi∑R
i=1 ¯

ui +
∑N

i=R+1 ūi
(3)

L and R, which are integer indices in the range of [1, N − 1],
are known to be the switch points to minimise and maximise
cl and cr respectively.

EKM and EIASC are iterative algorithms for determining
the switch points. In contrast, DA (or the optimised version
DA*) is a direct approach based on derivatives. Due to the
space limitation, these algorithms are only briefly reviewed
below. Detailed summarisation can be found in the supple-
mental materials of this paper.

Note that in the commonly used center-of-sets (COS) type-
reduction which concerns more general interval weighted
average, xi may also be an interval denoted by [

¯
xi, x̄i]. In

such cases,
¯
xi and x̄i should be used for computing cl and

cr respectively. However, in this paper, we do not distinguish
between

¯
xi and x̄i for the sake of simplicity.

1The definition of an embedded type-1 fuzzy set can be found in [24].

A. The EKM algorithm

As mentioned in [13], there could be numerical issues or
potential infinite loops for the EKM algorithm. It was clarified
that these issues can be prevented by preprocessing steps or
extra checks (see Appendix A in [13]). However, it should be
noted that these extra steps, especially when they are not well
implemented, may make the EKM significantly slower. In this
paper, we have taken out the inefficient checks that were added
in the implementation of EKM in [16].

B. The EIASC Algorithm

A key difference between EIASC and EKM is that of how
to select the next potential solution to the switch point for each
new iteration. EKM requires a search which obviously costs
more time. In contrast, EIASC is a brute force method which
iterates all the solutions one by one. Note that such strategy of
EIASC is a ‘double-edged sword’. It reduces the complexity
in finding the next solution, but makes EIASC an algorithm
which heavily relies on loops. In fact, the use of loops is
commonly not the first choice for efficient programming. As
clarified in [20], loops are much less efficient in R than they
are in Matlab. This is the key reason for the unsatisfactory
performance of EISAC in [16].

C. The DA* Algorithm

It was found in [16] that the partial derivatives of c with
respect to uj are in ascending order with j from 1 to N . As
illustrated in [16], the switch points are located at the indices
where the sign of partial derivatives changes. Based on this,
DA is a direct approach to find the switch points for type-
reduction. In [20], the implementation of DA is optimised by
eliminating some unnecessary computations and more efficient
vectorisations. The optimised implementation is called DA*.

D. The COSTRWSR algorithm

COSTRWSR, which was proposed in [17], has a different
basis to the above algorithms, not being based on the switch
points. A table which summarises the COSTRWSR algorithm
can be found in the supplemental material of this paper. Note
that a key property of this algorithm is that there is no need
to sort xi in any case. This can save a lot of computations
compared to other algorithms (e.g. EKM) for which sorting is
required in some cases. It has to be mentioned that the original
COSTRWSR algorithm in [17] can be easily and clearly
enhanced (e.g. by moving Step 3 out of the loop declared
in Step 6). Given that another more efficient but simplified
algorithm will be proposed in this paper below, details of the
enhanced COSTRWSR (ECOSTRWSR) algorithm will only
be presented in the supplemental materials.

III. NEW ALGORITHMS

In this section, we propose two new algorithms.
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A. A Simplified COSTRWSR Algorithm

This section introduces a simplified COSTRWSR algo-
rithm (SC). Note that, for the COSTRWSR proposed in [17],
an extra parameter λi ∈ [0, 1] was added to c. The algorithm
COSTRWSR is based on a property of the derivatives. That
is, for example, when the derivative of c with respect to λj is
positive, λj must be 1 in order to get cr, or 0 to get cl.

In fact, such a property of the derivatives, as described
above, can be used to obtain cl and cr without the need to
add the extra parameter λi. Specifically, the derivative of c
with respect to uj ,

∂c

∂uj
=

xj − c∑N
i=1 ui

can be used directly. Note that the denominator
∑N

i=1 ui is
always positive, and hence it will not affect the sign of ∂c

∂uj
.

Let Aj = xj − c, then when Aj is positive, uj must be 1 in
order to get cr, or 0 to get cl; when Aj is negative, uj must
be 0 in order to get cr, or 1 to get cl.
Aj and c can be rewritten as,

Aj = xj −
δ2
δ1

c =
δ2
δ1

where

δ1 =

N∑
i=1

ui

δ2 =

N∑
i=1

xiui

The SC algorithm is summarised in Table I.

B. A Non-derivative based DA Algorithm

Recall that the DA algorithm is a direct approach to find the
switch points for obtaining cl and cr based on the sign change
of derivatives. This section introduces a new direct approach
which is not based on derivatives (DAND) for obtaining cl
and cr.

Essentially, DAND is a brute force method to get cl and cr.
There is no need to find the switch points. For example, by
Equation (2), we use all possible values of the switch point
L from 1 to N to calculate and find the minimum value
of cl. Similarly, by Equation (3), cr can be found with all
possible values of the switch point R from 1 to N . Note that
Equations (2) and (3) can be rewritten as (4) and (5),

cl =

∑N
i=1 xi¯

ui +
∑L

i=1 xi(ūi − ¯
ui)∑N

i=1 ¯
ui +

∑L
i=1(ūi −

¯
ui)

(4)

cr =

∑N
i=1 xiūi −

∑R
i=1 xi(ūi − ¯

ui)∑N
i=1 ūi −

∑R
i=1(ūi −

¯
ui)

(5)

By using cumulative summation for some of the above terms
(e.g.

∑L
i=1 xi(ūi−¯

ui) and
∑L

i=1(ūi−
¯
ui)), the computational

cost to obtain cl and cr can be reduced.
The DAND algorithm is summarised in Table II.

IV. COMPARATIVE STUDY

In this section, we compare the algorithms described above
based on both algorithm complexity and practical2 computa-
tional time.

A. Algorithm Complexity

Four existing algorithms (EKM, EIASC, DA* and
COSTRWSR) and two new algorithms (DAND and SC) are
compared based on the computational complexity. In this
paper, the complexity of each algorithm is determined by the
number of calculations and comparisons for obtaining cl. The
results are presented in Tables III to VI, and summarised in
Table IX.

Note that Step 1 of COSTRWSR and SC is not considered
since it is also used by other algorithms. Also note that the
total numbers are approximations. Constant values are omitted
when calculating the totals. For example, 2N−1 is considered
to be 2N .

As can be observed in Table IX, the results can be sum-
marised as follows: i) all these algorithms have a similar
number of calculations and comparisons, except that SC seems
clearly better than COSTRWSR (SC only needs approximately
one sixth of the calculations of COSTRWSR); ii) regardless
of the difference in the coefficients of N , the asymptotic
time complexity of all these algorithms is linear O(N) in
terms of the big O complexity; iii) EKM and EIASC are also
associated with L and m (the number of iterations), while
other algorithms such as DAND and SC only depend on N
(the number of discrete points).

B. Experimental Comparison

As discussed in [20], regardless of the algorithm used,
the computational time difference between programming lan-
guages is very large. Results in one programming language
cannot be simply extended to all languages. Hence, computa-
tional time comparisons were made under five commonly used
programming languages (R, Matlab, C, Java and Python). Two
example fuzzy sets from [16], and one control surface example
from [25] are used for comparisons.

The test platform was a Macbook Pro (13-inch, 2017)
with 3.10GHz Intel Core i5 processor and 16GB 2133
MHz LPDDR3 memory, running macOS High Sierra ver-
sion 10.13.6. The programming languages and software en-
vironment are R x64 version 3.6.1, Matlab R2017b, Python
3.7, Apple LLVM version 10.0.0 (clang-1000.11.45.5) for
C (compiled with options -O3 and -std=c99), and Java
SE Development Kit 8, Update 202. Computational costs
were measured by the user time returned by the built-in
function(s) proc.time in R, tic and toc in Matlab, clock
in C, System.currentTimeMillis in Java, and time.process time
in Python.

In our experiments, we start with the six algorithms de-
scribed above in the complexity analysis. It was found that
DAND is always more efficient than DA*, which is supported
by the complexity analysis. Similarly, SC is always more

2By practical we mean the user time taken for the comparisons.
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TABLE I
THE SC ALGORITHM FOR COMPUTING THE CENTROID END POINTS (cl AND cr ) OF AN IT2 FUZZY SET.

Step The SC algorithm for computing cl The SC algorithm for computing cr

1 If
¯
ui = 0,∀i ∈ [1, N ], then

cl = min(xj), cr = max(xj),
∀j ∈ [1, N ] with ūj 6= 0. Stop.

2 Initialise δi = 1,∆ui =
¯
ui − ūi, ∀i ∈ [1, N ].

3 Calculate{
δ1 =

N∑
i=1

ūi, δ2 =

N∑
i=1

xiūi,

}
4 flag = 0
5 For j from 1 to N , repeat the following operations of this Step.

Aj = xjδ1 − δ2
If Aj < 0, If Aj > 0,

δ′j = 1, else δ′j = 0.
If δ′j 6= δj , then

If δj = 1,

{
flag = 1, δ1 = δ1 + ∆uj ,

δj = δ′j , δ2 = δ2 + xj∆uj .

}

else

{
flag = 1, δ1 = δ1 −∆uj ,

δj = δ′j , δ2 = δ2 − xj∆uj .

}
6 If flag 6= 0, go to Step 4; else

cl = δ2
δ1

cr = δ2
δ1

Note that there is no need to sort xi, in any case, for the SC algorithm. Also note that Step 1 is included in the pre-processing steps for all the other
algorithms in this paper. Compared to COSTRWSR in Table S-IV of the supplementary material, it is clear that Steps 3 and 5 in this Table need less
computations.

TABLE II
THE DAND ALGORITHM FOR COMPUTING THE CENTROID END POINTS (cl AND cr ) OF AN IT2 FUZZY SET.

Step The DAND algorithm for computing cl The DAND algorithm for computing cr

1 Sort xi (i = 1, 2, ..., N) in ascending order and match
¯
ui and ūi accordingly with their respective xi.

2 Calculate

a =

N∑
i=1

xi
¯
ui

b =

N∑
i=1

¯
ui

a =

N∑
i=1

xiūi

b =

N∑
i=1

ūi

3 Calculate the vector U , that is
U = {ūi −

¯
ui} for i from 1 to N U = {

¯
ui − ūi} for i from 1 to N

4 Calculate vectors A, B and C, that are,
A = a+ cumsum(XU)

B = b+ cumsum(U)

C = A/B
, where X is the vector of xi for i from 1 to N .

5 cl = min(C) cr = max(C)

Note that for the case in Section II, Step 1 is not necessary since xi has already been defined in ascending order.

efficient than COSTRWSR. Hence, to make the results more
concise, only four algorithms (EKM, EIASC, DAND and SC)
are included in the time comparisons in this section. The re-
sults including the original COSTRWSR and DA* algorithms
are presented in the Supplemental Material in Figs. S-1 to S-3.

1) Generalised bell-shaped IT2 fuzzy sets: The fuzzy sets
used in this comparison are the same as those used in [16]. The
vector X , containing xi, is uniformly distributed from 0 to 10.

ūi and
¯
ui are defined by generalised bell-shaped function3:

ūi =
1

1 +
((

xi−c
ā

)2)b
¯
ui =

1

1 +

((
xi−c

¯
a

)2
)b

where
¯
a and b are randomly selected between 1 and 2; ā is

the multiplication of
¯
a with a random number between 1 and

3Sometimes Gaussian MFs are also referred to as bell MFs in the literature.
However, we use the definition used in the Matlab fuzzy logic toolbox, which
is not a Gaussian MF.
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TABLE III
THE COMPUTATIONAL COMPLEXITY OF EKM FOR OBTAINING cl .

Step Pseudo Code Calculations
per Iteration

Comparisons
per Iteration Iterations

1 k = [N/2.4] 1 0 1

2 a =
∑k
i=1 xiūi +

∑N
i=k+1 xi¯

ui 2N 0 1

3 b =
∑k
i=1 ūi +

∑N
i=k+1 ¯

ui N 0 1

4 c = a/b 1 0 1

5 Find k′ ∈ [1, N − 1] 0 N m+ 1
such that xk′ < c 6 xk′+1

6 If k′ = k, set cl = c and stop; 0 1 m+ 1

7 s = sign(k′ − k) 1 0 m

8 a′ = a+ s
∑max(k,k′)
i=min(k,k′)+1

xi(ūi −
¯
ui) 3|k − k′|+ 1 0 m

9 b′ = b+ s
∑max(k,k′)
i=min(k,k′)+1

(ūi −
¯
ui) |k − k′|+ 1 0 m

10 c′ = a′/b′ 1 0 m

11 Set c = c′, a = a′, b = b′ and k = k′. 0 0 m
Go to Step 5;

Note that the total number of calculations from Steps 6 to 9 is approximately 4 |[N/2.4]− L|, regardless of m. Hence, the total number of calculations for
EKM is 3N + 4 |[N/2.4]− L|, and the total number of comparisons is (1 +m)N .

TABLE IV
THE COMPUTATIONAL COMPLEXITY OF EIASC FOR OBTAINING cl .

Step Pseudo Code Calculations
per Iteration

Comparisons
per Iteration Iterations

1 k = 0 0 0 1

2 a =
∑N
i=1 xi¯

ui 2N 0 1

3 b =
∑N
i=1 ¯

ui N 0 1

4 k = k + 1 1 0 L

5 uk = ūk −
¯
uk 1 0 L

6 a = a+ xkuk 2 0 L

7 b = b+ uk 1 0 L

8 c = a/b 1 0 L

9 If c 6 xk+1, set cl = c, L = k and stop; 0 1 L
Otherwise, go to Step 4;

The total number of calculations is 3N + 6L, and the total number of comparisons is L.

2; c is a random number between 0 and 10.
To investigate the performance of algorithms under fuzzy

sets of different size, N (the length of discretised X) is set to
be 4, 16, 36, 64, 100, 144, 196, 256, 324 and 400 (10 different
values). For each value of N , 5000 Monte Carlo simulations
were made and the computational time costs were aggregated
to be compared for each algorithm.

2) Generalised randomly-shaped IT2 fuzzy sets: This ex-
perimental comparison is designed to be similar to the first
comparison in [13]. As mentioned in Chapter 8 of Mendel’s
book [26], all kinds of type-reductions are related to comput-
ing the interval-weighted average, which requires solutions to
two optimization problems, one of which leads to cl and the
other to cr. Hence, this experiment is associated with centre
of sets type-reduction.

It is assumed that vectors X and Ū , containing xi and ūi
respectively, are uniformly distributed from 0 to 1.

¯
ui is the

multiplication of ūi with a random number between 0 and 1.
Similar to the above for generalised bell-shaped IT2 fuzzy sets,
N (the length of discretised X) is set to be 4, 16, 36, 64, 100,
144, 196, 256, 324 and 400 (10 different values). For each
value of N , 5000 Monte Carlo simulations were made and
the computational time costs were aggregated to be compared
for each algorithm.

3) Control Surface Computation: In this comparison, two-
input and single-output IT2 fuzzy logic controllers (FLCs) us-
ing Gaussian membership functions (MFs) are considered [25].
Note that these FLCs are based on Takagi–Sugeno–Kang
(TSK) models. Each input domain of a fuzzy logic controller
has n MFs, and hence there are n2 rules, where n =
2, 4, 6, ..., 20. Each of the n2 rule consequents is represented
by a crisp number. Then, a type-reduction algorithm is required
to compute the output of the IT2 FLC. The set of crisp
consequents of all the rules can be considered as X . Hence,
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TABLE V
THE COMPUTATIONAL COMPLEXITY OF DA* FOR OBTAINING cl .

Step Pseudo Code Calculations
per Iteration

Comparisons
per Iteration Iterations

1 X ′ ← {xi − xi−1, 0 | i = 2, 3, ..., N} N 0 1

2 S1 ← {
∑j
i=1 ūi | j = 1, 2, ..., N} N 0 1

3 S2a ← {
∑j
i=1 ¯

ui | j = 1, 2, ..., N} N 0 1

S2 ← {s2aN − s2ai | i = 1, 2, ..., N} N 0 1

4 TP ← {x ′i · s1i | i = 1, 2, ..., N} N 0 1

5 TN ← {x ′i · s2i | i = 1, 2, ..., N} N 0 1

6

7 dN ←
∑N
i=1 t

N
i N 0 1

8 D ← {
∑j
i=1

(
tPi + tNi

)
| j = 1, 2, ..., N} 2N 0 1

9 Find the smallest k ∈ 1, 2, ..., N − 1 such that dk > dN 0 N 1

10 if k exists then L← k else L← N − 1; 1 1 1

11 if L 6= 1 then ∂c
∂uL

← dL−1 − dN else ∂c
∂uL

← −dN ; 1 1 1

cl = xL − ∂c
∂uL

(∑L
i=1 ūi +

∑N
i=L+1 ¯

ui

)
N 0 1

Pseudo code is taken from [20], where more details can be found. The total number of calculations and comparisons are 10N and N respectively. Note that
Steps 2 to 9 here, which are optimised for better performance in R, add an extra N calculations (in Step 3) compared to original steps of DA. This is not
necessary if DA* is implemented in C or Java, where the total number of calculations can be reduced to 9N by just using the original Steps 2 to 9 of DA.

TABLE VI
THE COMPUTATIONAL COMPLEXITY OF DAND FOR OBTAINING cl .

Step Pseudo Code Calculations
per Iteration

Comparisons
per Iteration Iterations

1 a =
∑N
i=1 xi¯

ui 2N 0 1

2 b =
∑N
i=1 ¯

ui N 0 1

3 U ← {ūi −
¯
ui | i = 1, 2, ..., N} N 0 1

4 A = a+ cumsum(XU) 3N 0 1

5 B = b+ cumsum(U) 2N 0 1

6 C = A/B N 0 1

7 cl = min(C) 0 N 1

The number of calculations for Steps 4 and 5 can be reduced to 2N and N respectively. This can be achieved by adding a and b to the first element of XU
and U respectively before calculating the cumulative sum. Hence, the total number of calculations is 10N , or can be reduced to 8N . The total number of
comparisons is N .

for the defuzzification of the fuzzy controller, N (the length
of discretised X) is equal to n2.

The parameter settings of the fuzzy controller described
above are as follows. The centre of each MF is given by a
random number uniformly distributed from -1 to 1. The uncer-
tain standard deviations of each MF are uniformly distributed
from 0.1 to 0.5. The crisp consequent values of each rule for
the fuzzy logic controller are uniformly distributed from -2 to
2.

To generate the control surface, each input domain is discre-
tised into 10 points from -1 to 1. Hence computing a complete
control surface for one fuzzy logic controller requires 100
(10×10) defuzzifications (computations of centroids). For each
N , 50 fuzzy logic controllers based on the settings described
above are generated for the comparison of algorithms. This
means, for each N , there are 5000 (100× 50) type-reductions

to be performed by each algorithm in the comparisons.

C. Experimental Results

The results of the above three experimental comparisons
are shown in Figs. 1 to 3 respectively. The comparisons for
specified value of N are also presented in Tables X to XII.
Here, one algorithm is considered to be more efficient than
another if its computational time is smaller. Below, we briefly
summarise the results observed.

For all the three cases: i), in Matlab, EIASC performs
mostly the best. We use the word ‘mostly’ here since the
computational time of EIASC is quite close to DAND and
SC. And for some values of N , EIASC does not give the
shortest computational time. ii), in R and Python, DAND is
shown to be the most efficient, while EIASC and SC are much
worse than other algorithms.
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TABLE VII
THE COMPUTATIONAL COMPLEXITY OF COSTRWSR FOR OBTAINING cl .

Step Pseudo Code Calculations
per Iteration

Comparisons
per Iteration Iterations

1

2 Initialise λi = 0.5, ∀i ∈ [1, N ]. 0 0 1

3


δ1 =

N∑
i=1

ūi, δ3 =

N∑
i=1

xi(ūi −
¯
ui)(1− λi),

δ2 =

N∑
i=1

xiūi, δ4 =

N∑
i=1

(ūi −
¯
ui)(1− λi).


12N 0 p

4 flag = 0 0 0 p

5 For j from 1 to N , repeat the following operations of this Step.

Aj = xj − δ2
δ1

+ δ3
δ1
− δ4
δ1
xj 7 0 pN

if Aj < 0 then λ′j = 1 else λ′j = 0; 0 1 pN

if λ′j 6= λj then 0 1 pN{
flag = 1, δ3 = δ3 + xj(ūi −

¯
ui)(λj − λ′j),

λj = λ′j , δ4 = δ4 + (ūi −
¯
ui)(λj − λ′j).

}
9 0 qN

6 if flag 6= 0 then go to Step 3 else 0 1 p

cl = δ2−δ3
δ1−δ4

3 0 1

The total number of calculations and comparisons are (19p+ 9q)N and (2p)N respectively. According to experiments, p is on average 3 with a maximum
of 4, and q is on average less than 1.1. Hence, the total number of calculations and comparisons are on average less than 86N and 8N respectively.

TABLE VIII
THE COMPUTATIONAL COMPLEXITY OF SC FOR OBTAINING cl .

Step Pseudo Code Calculations
per Iteration

Comparisons
per Iteration Iterations

1

2 Initialise δi = 1,∆ui =
¯
ui − ūi,∀i ∈ [1, N ]. N 0 1

3

{
δ1 =

N∑
i=1

ūi, δ2 =

N∑
i=1

xiūi,

}
3N 0 1

4 flag = 0 0 0 p

5 For j from 1 to N , repeat the following operations of this Step.

Aj = xjδ1 − δ2 2 0 pN

if Aj < 0 then λ′j = 1 else λ′j = 0; 0 1 pN

if δ′j 6= δj then 0 1 pN

if δj = 1, then

{
flag = 1, δ1 = δ1 + ∆uj ,

δj = δ′j , δ2 = δ2 + xj∆uj .

}
3 1 rN

else

{
flag = 1, δ1 = δ1 −∆uj ,

δj = δ′j , δ2 = δ2 − xj∆uj .

}
3 1 sN

6 if flag 6= 0 then go to Step 4 else 0 1 p

cl = δ2
δ1

1 0 1

The total number of calculations and comparisons are (2p+ 3r + 3s+ 4)N and (2p+ r + s)N respectively. According to experiments, p is on average 3
with a maximum of 4, and (r + s) is on average less than 0.6. Hence, the total number of calculations and comparisons are on average less than 14N and
9N respectively.

For the first case where sort is not needed for all the four
algorithms (see comparisons in Fig. 1): i), in C, EIASC is
the best except for small N (less than 200) where SC is the
most efficient. ii), in Java, without considering the anomaly
when N is 200, DAND is the quickest for most values of N ;

iii), in Matlab, SC performs as good as EIASC and they are
both more efficient than other algorithms.

For the other two cases where sort is needed for all
algorithms except SC, the results are shown in Figs. 2 and 3:
i), in C and Java, SC performs remarkably better than other
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TABLE IX
A SUMMARY OF THE COMPUTATIONAL COMPLEXITY OF DIFFERENT

ALGORITHMS BASED ON THE NUMBER OF CALCULATIONS AND
COMPARISONS FOR THE CORE PART OF THEIR IMPLEMENTATIONS FOR cl

Calculations Comparisons

EKM 3N + 4 |[N/2.4]− L| (1 +m)N
EIASC 3N + 6L L
DA* 10N or 9N 1N
DAND 10N or 8N 1N
COSTRWSR 86N 8N
SC 14N 9N

L (1 ≤ L ≤ N ) is the index of the switch point for cl, and m (normally 2
to 6) is the number of iterations for the EKM algorithm. Note that the
calculation complexity for DA* and DAND can be simplified to 9N and
8N respectively. However, it does not reduce the computational time clearly
since operations with indices are required for the simplification.

algorithms; ii), in Matlab, SC is more efficient than other
algorithms when N is small (e.g. N < 100 as shown in
Figs. 2 and 3).

V. DISCUSSION

Fundamentally, all algorithms are O(N) whilst EKM and
EIASC are technically O(N+L). As summarised in Table IX,
the number of calculations for DA* and DAND can be simpli-
fied to 9N and 8N respectively. However, such simplifications
do not reduce the practical computational time clearly since
operations with indices are required for the simplifications.
Further, in practice, the computational complexity is not nec-
essarily the only factor affecting the efficiency of algorithms,
especially when they have the same computational complexity,
which is O(N). For example, the practical efficiency of an
algorithm is closely related to its implementation. Also, the
runtime environment is also important for the efficiency of
algorithms. As can be observed from the results above, EIASC
performs the best in Matlab, but much worse in R and Python.
Results could also be different when comparisons are made
under various operating systems or hardware (i.e. the compute
infrastructure on which the codes run). Also note that for real-
time applications results in C are more crucial as C/C++ are
normally used for such applications.

As illustrated in Tables III to IX, the number of calculations
and comparisons for DAND only depends on N . For other
algorithms, they also depend on the number of iterations. For
example, EKM and EIASC also depends on L and m. Note
that L and m vary for each specific case given a fixed number
of N . As discussed in [20], DAND is more desirable for real-
time control problems when the computational time of the
algorithm needs to be known in advance.

In our experiments, the comparison based on generalised
bell-shaped IT2 fuzzy sets is representative of the type-
reduction on ordinary IT2 fuzzy sets. For such type-reductions,
sort is not need for X . The experiments based on gener-
alised randomly-shaped IT2 fuzzy sets and the control surface
computation can be considered as the same scenarios. For
type-reductions in these scenarios, the sorting process for X
is required. It has to be mentioned that sort only needs to be

done one time in many cases. For example, for applications
based on TSK fuzzy models where the rule consequents are
fixed values, sorting only has to be done once and it can be
normally achieved offline (e.g. during the design process).

Note that a key property of SC is that there is no need
to sort xi in any case. This makes a clear difference for the
comparisons made in C and Java. For example, as can be
observed in Fig. 1, SC performs worse than other algorithms
when sort is also not required for other algorithms. But, it is
clearly more efficient than other algorithms which need sort
in Fig. 2. However, the sort process does not make too much
difference for SC in Matlab, R and Python.

In summary, though there are some differences among the
number of calculations and comparisons, the asymptotic time
complexity of all algorithms is O(N). The practical time
efficiency of algorithms varies under different programming
languages. There is no single best algorithm for all cases. An
appropriate algorithm should be selected based on specific
needs (e.g. for which application and on which platform).
Based on our comparisons, it is suggested that: i) EIASC is
in general the best choice in Matlab; ii), DAND is the best to
use in R and Python; iii) In C and Java, SC should be the best
choice when sort is needed for xi (e.g. the type-reduction and
defuzzification process of fuzzy logic controllers), otherwise,
EIASC is preferential (e.g. sort is not needed for the type-
reduction of interval type-2 fuzzy sets); iv) DAND performs
generally as good as EIASC in Matlab, C and Java; v)
Given that the complexity of DAND only depends on N ,
DAND is more desirable for real-time control problems when
the computational time of the algorithm needs to be known
in advance.

VI. CONCLUSION

In this paper, two novel type-reduction algorithms (DAND
and SC) have been proposed. A comprehensive comparison
has been made with other existing algorithms. The compar-
isons were based on both algorithm complexity and prac-
tical time efficiency. Results showed that all the compared
algorithms have the same asymptotic time complexity O(N).
On the other hand, the practical time efficiency of algorithms
varies under different programming languages. All algorithm
code, and experiments are available online [27]. The results
showed that there is no single algorithm which is best for all
cases. Suggestions for the algorithms to be used in different
scenarios have been given based on our comparisons. For
example, the algorithm to be used may be different depending
on whether a sort for X is required. Generally, sorting is not
needed for type-reductions on ordinary fuzzy sets. For type-
reduction in computing the outputs of IT2 TSK fuzzy models,
sorting is required. Note that for many applications (e.g. IT2
TSK fuzzy models where rule consequents are fixed values),
sorting only needs to be done once offline. For such cases,
algorithms can be selected based on the suggestions that are
given for applications without sorting.

Though comparisons have been made under five commonly
used programming languages, future work could be done with
more languages. It has to be mentioned that current sugges-
tions are given mainly based on programming languages. It
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Fig. 1. Practical computational cost comparisons based on bell-shaped fuzzy sets.
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Fig. 2. Practical computational cost comparisons based on random-shaped fuzzy sets.
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Fig. 3. Practical computational cost comparisons based on computing control surfaces.

TABLE X
PRACTICAL COMPUTATIONAL COST COMPARISONS (MIN / AVERAGE / MAX) BASED ON BELL-SHAPED FUZZY SETS WHEN N = 100

Matlab C Java R Python

EKM 0.019 / 0.030 / 0.144 0.001 / 0.003 / 0.027 0.002 / 0.003 / 2.632 0.057 / 0.112 / 6.310 0.099 / 0.183 / 0.692
EIASC 0.009 / 0.010 / 0.045 0.001 / 0.003 / 0.011 0.001 / 0.003 / 0.014 0.099 / 0.147 / 5.523 0.092 / 0.105 / 0.403
DAND 0.015 / 0.019 / 0.896 0.001 / 0.003 / 0.007 0.001 / 0.002 / 0.019 0.042 / 0.076 / 5.343 0.070 / 0.081 / 0.245
SC 0.016 / 0.022 / 1.658 0.002 / 0.004 / 0.023 0.001 / 0.002 / 0.018 0.105 / 0.158 / 5.698 0.343 / 0.463 / 1.720

TABLE XI
PRACTICAL COMPUTATIONAL COST COMPARISONS (MIN / AVERAGE / MAX) BASED ON RANDOM-SHAPED FUZZY SETS WHEN N = 100

Matlab C Java R Python

EKM 0.030 / 0.040 / 0.195 0.007 / 0.009 / 0.031 0.008 / 0.010 / 0.046 0.091 / 0.150 / 4.991 0.080 / 0.159 / 1.688
EIASC 0.020 / 0.022 / 0.151 0.007 / 0.009 / 0.065 0.009 / 0.014 / 0.083 0.136 / 0.191 / 4.517 0.097 / 0.116 / 0.740
DAND 0.027 / 0.034 / 0.320 0.007 / 0.013 / 0.139 0.008 / 0.009 / 0.026 0.083 / 0.129 / 22.84 0.084 / 0.100 / 1.468
SC 0.021 / 0.029 / 0.531 0.005 / 0.008 / 0.069 0.004 / 0.005 / 0.035 0.128 / 0.179 / 6.111 0.431 / 0.646 / 1.721

TABLE XII
PRACTICAL COMPUTATIONAL COST COMPARISONS (MIN / AVERAGE / MAX) BASED ON COMPUTING CONTROL SURFACES WHEN n = 10, WHICH IS

EQUIVALENT TO N = 100

Matlab C Java R Python

EKM 0.030 / 0.046 / 0.189 0.004 / 0.006 / 0.020 0.004 / 0.016 / 0.615 0.096 / 0.158 / 6.505 0.070 / 0.168 / 0.332
EIASC 0.020 / 0.022 / 0.102 0.004 / 0.006 / 0.046 0.005 / 0.012 / 0.239 0.101 / 0.195 / 23.41 0.039 / 0.118 / 0.201
DAND 0.026 / 0.030 / 0.207 0.004 / 0.006 / 0.043 0.003 / 0.006 / 0.052 0.088 / 0.127 / 4.390 0.074 / 0.086 / 0.240
SC 0.017 / 0.023 / 0.118 0.002 / 0.005 / 0.025 0.001 / 0.005 / 0.209 0.121 / 0.218 / 5.148 0.354 / 0.663 / 1.695

may worth a further exploration of the efficiency of these
algorithms in different types of real-world applications or
scenarios in future work. Also, this paper focuses on discrete
type-reduction approaches for interval type-2 fuzzy sets. In the

future, study could be done with other approaches for general
type-2 fuzzy systems.
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