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Abstract

This study attempts to solve the problem of Word Sense
Disambiguation using a combination of statistical,
probabilistic and word matching algorithms. These
algorithms consider that words and sentences have some
hidden similarities and that the polysemous words in any
context should be assigned to a sense after each execution
of the algorithm. The algorithm was tested with sufficient
sample data and the efficiency of the disambiguation
performance has proven to increase significantly after the

inclusion of the concordance methodology.
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Introduction

The task of natural language processing has
reached unforeseen successes in the recent years. The
earliest computers were number processors and one could
substitute them with programmable calculators since
either of them had a similar Input-Process-Output (I-P-
0O) cycle and had similar applications and resources to
work upon. The expected output from a computer was also
not as challengeable as it is today because researchers
weren’t sure about what a computer was capable of.
Research areas like Natural Language Processing (NLP)
which are developing concepts of today were a distant
dream then. Since the inception of the computer, till
today, most computers have represented the linguistic
aspects of computing in a non-linguistic way. So, most
computers that were put into use for natural language
research were just counting machines. They could count
word occurrences and similarities in patterns from much
more text than a human brain could process at a given
time and they never ceased because they were never
tired. Some of the earliest works that came to be known
as computational linguistics did exactly this kind of

counting.
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Early researchers used computers to compile
statistics about texts and also to trace occurrences.
Slowly the research in NLP started branching into more
subsets and now, making a computer understand word
senses from a text, what we call the Word Sense
Disambiguation, has been a significant area of
research. This requires the agent (explained in detail
later in this section) to identify the data from the
input set - sentence by sentence or word by word and
then follow an algorithm to do the required action
which is called disambiguation.

The research described herein is to design an
efficient disambiguation technique for multiple senses
of a word. This text extends from discussion on some
early approaches to disambiguation to the recent
advances and also proposes a unigue concordance
approach towards solving the problem of word sense

disambiguation.
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WSD Applications

Machine Translation

Machine Translation (MT) refers to the process of
translating text or tagged corpora from one language to
another without any alterations to the meaning. In
fact, the implementation of MT is not as easy as its
definition sounds. A typical MT application has three
attributes: two monolingual corpora and a bilingual
dictionary. The bilingual dictionary maps the two
monolingual corpora with words from each corpus and
their appropriate translation in the other language.
This is not an easy job because most of the languages
differ in their form, nature and usage. The concept of
words with multiple meanings makes the problem worse.
These words cause havoc in a machine translating
environment. With the varied number of languages
existing in the world, it becomes very difficult for
any translator to translate from one form to another.
Moreover, the form and sentence formation differ widely
among languages. So, it becomes a very difficult task
to express the sentence in a particular language and in

the same manner and sense in another language. Word
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sense disambiguation systems help the MT system in
disambiguating words from one language to another and
also within the same language. This helps MT a great
deal because the heart of MT lies in translating

correctly from one form to another.

Expert Systems

WSD also plays a role in design of Expert Systems
and their applications. An Expert system is “A computer
program that contains a knowledge base and a set of
algorithms or rules that infer new facts from knowledge
and from incoming data” (www.dictionary.com). “An
expert system is an artificial intelligence application
that uses a knowledge base of human expertise to aid in
solving problems. The degree of problem solving is
based on the quality of the data and rules obtained
from the human expert. Expert systems are designed to
perform at a human expert level. In practice, they will
perform both well below and well above that of an
individual expert.” (www.dictionary.com)

Expert Systems are created to simulate intelligent
behavior to the user and many of them are tested with

the ‘Turing’ Test. The man behind the Turing Test, Alan
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M. Turing (1912-1954) named this as "the imitation
game" in his 1950 article Computing Machinery and
Intelligence which he so boldly began by the following
sentence: “I propose to consider the guestion "Can
machines think?" This should begin with definitions of
the meaning of the terms "machine" and "think." He
proposed a unique approach to testing the validity of
expert systems. His work had three attributes to the
test namely an interrogator, a human and the expert
system to be tested (all in three different rooms). The
interrogator queries both the human and the system
using a terminal. His/her task is to identify which one
is human and which one isn’t. If the machine is able to
fool the interrogator, then it passed the test. Though
this test has been subject to many criticisms, this is
one of the most commonly used testing tools of today.
Testing algorithms and tools depend largely on external
factors like an error free communication, an efficient
communication protocol, absence of ambiguity in
communication and highly organized flow of the channel.
So WSD comes into the fore. WSD makes an expert system
perform better. Expert systems are also supposed to

learn by themselves which makes it mandatory that at
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the time when the data is entering the knowledge base
with all tagging and validations, the information
should be unambiguous and should let the expert system

learn more from future encounters of the context.

Relevance Ranking and Content analysis

Content analysis, per se, is the procedure to
analyze the contents of text material to arrive at
conclusions like the number of instances of a
particular word or a group of words, statistical data
inference, sense manipulation, the presence and
meanings of different words in the text as related to
the author/writer’s way of writing and lots of other
information used for analyzing and in some cases even
evaluating text. For instance a school conducting
online courses and examinations might have a tool that
analyzes the text and looks for correct answers, even
if the answers are essay/paragraph type and not just
multiple choice ones. This data may be used by systems
like the WSD systems which, in turn, use this data to
arrive at conclusions about how relevant is the answer
to the sense of the question and evaluating the

answers. So WSD forms a major part of content analysis.



Word Sense Disambiguation 7

Basically content analysis algorithms come with a WSD

system concealed within them.

Retrieval of information

Information retrieval (IR) is one of the major
applications of WSD systems. Information retrieval (IR)
refers to retrieving relevant and related documents
from a database or in general a knowledge base. The
search engines in the World Wide Web (WWW) are typical
examples of such IR applications. WSD systems increase
the relevancy of documents retrieved and also ensure
the consistency of information. In a situation where
the input is unpredictable like in case of a search
engine (the query words used are totally dynamic), WSD

systems help support in a lot more ways than one.
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Statement of Research

This study focused on formulating a unique
similarity based concordance approach to word sense
disambiguation by enhancing the existing statistical
methods using a concordance technique. This research
also analyzed and tested the algorithm for increase in

the efficiency of disambiguation performance.

Hypothesis

The presence of concordance technigues in
probabilistic and statistical algorithms for
computation of WSD, increase the accuracy of the

disambiguation performance.
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Definition of terms

Antonymy: Words with opposite meanings are antonyms,
for example, 'rich' and 'poor'. However, it is
important to note that [NOT 'rich'] is not the

same as ['poor'].

Cognition: The mental process of knowing, including
aspects such as awareness, perception,

reasoning, and judgment.

Concordance: Agreement and also an alphabetical index
of all the words in a text or corpus of texts,
showing every contextual occurrence of a word.

Corpus: A large collection of writings or recorded
marks of a specific kind or on a specific
subject used for linguistic analysis.

Disambiguation: To establish a single grammatical or
semantic interpretation for a specific word.

DV: Defining Vocabulary

Hyponymy / hypernymy: Hyponymy and hypernymy
relations demonstrate hierarchical

categories. For example, 'maple' is a hyponym
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of 'tree', and 'tree' is a hypernym of

‘beech'.

ICECUP: International Corpus of English Corpus Utility
Program. The text analysis program ICECUP was
developed to analyze texts annotated with tags
specific to the International Corpus of English

(ICE) .

LDOCE: Longman Dictionary of Contemporary English. This
dictionary holds a database of over a 155,000
natural examples of grammar, 1 million
additional sentences from books and magazines
and top 3000 words in spoken and written

English.

Meronymy / holonymy : Represent features of a word
for example, 'wall' and 'door' are meronyms
of 'house', conversely, 'house' is a holonym
for 'wall' and 'door'. These relations are

also transitive and asymmetric.

Polysemy: The ambiguity of an individual word or phrase

that can be used in different contexts.
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POS: Part Of Speech - the attribute of a word in a

sentence.

Synonymy: Words with very similar meanings display
synonymy. Synonyms must be interchangeable, so
words in different "syntactic categories"
(noun, verb, etc) cannot be synonyms. This
does not mean that similar words in the same

syntactic category must be synonyms.

Tagging: A sequence of characters in a markup language
used to provide information, such as formatting
specifications about a document.

WSD: Word Sense Disambiguation - the process of

assigning a specific sense to an ambiguous word
from among more than one sense listing.

Assumptions

The following assumptions are made regarding this
research:
1. The communication process involves a protocol
known to both parties (i.e., the computer and the
user) .
2. The corpus is free of spelling errors and

grammatical errors.
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3. The dictionaries make clear and concise
distinctions between the senses of a word.
4. The sentences in the corpus make sense with

respect to their logic and flow.

Limitations

1. The efficiency of the disambiguation depends
mostly upon the ambiguity of the corpus and the
words contained in the corpus.

2.In the case of corpuses where the sentences are
contextually unrelated, this technique may produce
undesired results.

3. This concept of concordance reduces the speed of

operation of the algorithm considerably.

Delimitations

The following are the delimitations of this
research:

1. This study is restricted to the performance of
the sample of ten words used for testing.

2. The execution of the algorithm depends totally

upon how the words are placed in each sentence.
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3.50, for the same words, the algorithm may
produce different results in a different corpus.
4. This research does not use a widely known and
standard corpus like the WordNet® due to resource

availability constraints.
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CHAPTER 2
Review of literature

The automatic disambiguation of word senses has
been of concern since the 1950s. Sense disambiguation
is an “intermediate task” (Wilks and Stevenson, 1996).
The earliest approach towards disambiguation dates to
the late 40s (Weaver, 1949). It is clear that the
question of WSD' was raised half a century ago. WSD is
obviously essential for language understanding
applications like message understanding, man-machine
communication, etc. The fact that WSD was of much
concern since a long time ago is evident from some
examples like:- sense disambiguation is essential for
the proper translation of words such as the French
grille, which, depending on the context, can be
translated as railings, gate, bar, grid, scale,
schedule, etc. (see for instance Weaver,1949; Yngve,
1955.). The earliest approaches were the dictionary
based approaches which looked for sentence and meaning
co-occurrences. The most common dictionary tool used as

a knowledge base was the LDOCE? The dictionaries used,

' Word Sense Disambiguation
2 Longman Dictionary of Contemporary English
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though not exhaustive, were a good source of knowledge
base for the research. But the question is about the
granularity of the sense. Though the dictionaries make
clear and concise distinctions between various words
and also give various senses for a word, the gquestion
arises as to whether the sense returned is useful in
this particular context of this particular application.
WSD systems therefore have to take into account this
issue and work accordingly. Text classifiers form a
very important resource for WSD researchers. A Text
classifier classifies each word in a given untagged
corpus into some category according to related
questions called “Queries” in large numbers. A guery,
in this context, is a form of a question about each
word, the answer to which, would help the classifier to
categorize or classify the word. Each word is actually
analyzed independent of other words with respect to its
properties, or in this sense, “attributes”. Naive Bayes
classifier is one such classifier used to categorize

text.
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The Naive Bayesian Classifier

A text-classifier plays a very important role in
the disambiguation process. The Naive Bayes
classification is one of the most successful known
algorithms for learning to classify text documents. A
brief outline of the model would help understanding
some of the earliest approaches to WSD. The Naive Bayes

states:

“Let X be the data record (case) whose class label is
unknown. Let H be some hypothesis, such as "data record
X belongs to a specified class C." For classification,
we want to determine P (H|X) -- the probability that
the hypothesis H holds, given the observed data record
X.” (Cohn 2001). P(H|X) is the posterior probability of
H conditioned on X. In contrast, P(H) is the prior
probability, or a priori probability, of H. Similarly,

P (X|H) is posterior probability of X conditioned on H.

Where S is the set of senses, and V is the context of

the ambiguous word.
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argmax

S = T PV
~argmar PV s)P(s)
- P PV

aragmar e
- ("’i/_ & PV s)P(s)

Now

e Estimate for Eﬁgﬂﬁj (decrease the probability of
previously seen events, so that there is a little
bit of probability mass left over for previously
unseen events). This step is to ensure that the
words are categorized on the basis of probability
of their appearance in similar contexts before, if
any.

e Estimate for priors - P(s)

The following example illustrates the theorem:

Assume that the data under consideration consists
of animals, described by their features and
attributes. The native Bayesian classifiers see this

data set in this way: "Given an animal that has four
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legs, an antler, is a mammal and a herbivore, which
type of animal is it most likely to be, based on the
observed data sample?. The answer is not very difficult
to interpret. So to make the job easier in futuristic
interpretation again based on observation, classify a
four-legged herbivorous mammal with an antler as that
type of animal." An obvious difficulty in this case, of
course, comes up when you have more than a few
variables and classes. This would require an enormous
number of observations to estimate the approximate

probabilities.

Naive Bayes classification eliminates the problem
requirement of lots of observations for each possible
combination of the variables. Here, the variables are
assumed to be independent of one another and, therefore
the probability that an animal that is a mammal, a
herbivore, with antlers and four legs, average 4%” tall
etc. and is male will be a deer (except Caribou) which
can be calculated from the independent probabilities
that an animal is a mammal, that it is a herbivore
etc. In other words, Naive Bayes classifiers assume

that the effect of a variable value on a given class is
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independent of the values of other variables. This
assumption is called class conditional independence,
which, is made to simplify the computation and in this

sense considered to be “Naive”.

However, bias in estimating probabilities would
often nullify the estimated results. But in this case,
they do not make a difference in practice because of
the fact that it is the order of the probabilities
which determine the classifications, not their exact

values.

Studies comparing classification algorithms have
found that the Naive Bayesian classifier is comparable
in performance with classification trees and neural
network classifiers. They have also exhibited high
accuracy and speed when applied to large databases.
This classifier approach resulted in the development of
a new classification approach. Under this approach the
classifier generated classification data to the
disambiguator, which played the part of a user-dialog

processor and fed the disambiguation engine with data
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for analysis and classification based on occurrence

and coexistence.

Word

Since the word “word” will be used many times and
in many contexts, it is useful to look at its meaning,
and attempt to relate less ambiguous terms to some of
its senses. As Matthews (1974) specifies in his book
"Morphology", in linguistic terms, “word" has three
main senses. Any extrinsic meaning is unimportant. The
first sense is where it is represented just as a string
of symbols written or spoken and is used as a generic
identifier. Any meaning associated with it is
unrelated; it is used merely as a “label” in Computer-
Scientific terms. The second sense is "the fundamental
unit of the lexicon of the language", the base concept
from which many words can be derived. The third sense
is the most common, which can be described as an
"instance" of the second sense. These can have
grammatical categories attributed to them, such as noun
or verb, and have some meaning and reference point

within the language. To disambiguate the terms,



Word Sense Disambiguation 21

Matthews recommended that the first sense be called
"word-form", the second "lexeme" and the third "word"
and each word is super-subscripted with the sense
number associated with it. Assuming sensel (when
superscripted) represents the sense “word-form”, sense2
represents the sense “lexeme” and sense3 represents the
sense “word”, a word can carry its sense alongside in a

dsensel

sentence. For example, the word-form trie is the

form of the word®®™® which is called the Past

sense2 Tt ig more

Participle (or the Past Tense) of try
important to distinguish between lexemes and the other
two senses - "word-forms" and "words" are very similar
in some contexts. However, word-forms can be
monosyllabic or disyllabic, but not "nouns", "verbs",
etc - these categories are used to describe words or
lexemes. There are many relations between words,
~described by Miller. He classified words under four

categories called synonymy, antonymy,

hyponymy/hypernymy, meronymy/holonymy.
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Concreteness and Abstractness of Words

The LDOCE® NLP* Database contains definitions which
are (primarily) made from words taken from a list of
approximately 2000 words - the Longman Defining
Vocabulary. Each word in this set was labeled as either
"concrete" or "abstract". Concrete words are those
which refer to objects, actions, or other sources of
sensation directly - these sources can be physically
pointed out to someone to show them what the word
means. Abstract words are those which refer to objects,
actions, or other sources of sensation indirectly - the
things these words reference can still be experienced
by the senses, though less directly, and as such are
harder to point out to someone without some
accompanying explanation. When attempting to classify
the words in the defining vocabulary as either concrete
or abstract, a major problem was encountered - no
senses for the words in the list are specified, which
implies that all of the word's senses are meant.
Sometimes a word would have part-of-speech-specifiers

after it, e.g. only the adverb and preposition homonyms

} Longman Dictionary of Contemporary English
4 Natural Language Processing
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of "above" are in the DV°, not the adjective. When
several homonyms of a word are present in the DV, the
concreteness will vary from homonym to homonym. For
example, in the case of the word "back", the noun is
fairly concrete, as in "The side of a person's or
animal's body that is opposite to the chest and goes
from the neck to the top of their legs". However, the
adverb explanation is less concrete, as in "In or into
the place or position where someone or something was
before". So, it becomes difficult even to disambiguate
the same word with two different semantically related
usages. As each part of speech-type of a word generally
correlates with the number of homonyms it has (i.e. the
adverb "back" and the noun "back" are two separate
homonyms), there are clearly more than 2000 words in

the DV.

Just like the problem with different homonyms,
there is also a problem with the many senses each word
generally has. Looking at the word "back" once again,
the noun has 19 senses, and several of these have

additional sub-senses. The concreteness of the noun
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"back" varies wildly depending on the sense. If it is
the case that there is no sense information in the DV
(it may be the case that the version examined is
incomplete), then simply omitting the words in the DV
may not be enough to be able to learn the meanings of
the other words in the dictionary. Also there is a need
to reason about which sense of the word is being
referenced in a particular definition. Research on the
DV revealed that the sense numbers of words are indeed
not specified in the DV, but only the most common and
central meaning of a word is “used", i.e. the words in
the DV will not refer to an uncommon sense. In
addition, the senses in the dictionary are in frequency
order. Generally, the Zipfian distribution is enforced
in such cases. This means that if a list of words are
in frequency order, the frequency of the second most
common word will be half that of the most common word,
and the frequency of the third most common will be a
third of that of the most common, and so on (Lesk

1986) . Therefore, it seems reasonable to assume that

3 Defining Vocabulary
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the first sense of a word in the dictionary is the one

that the corresponding entry in the DV is referring to.

Gorman (Gorman, 1961) was one of the first to
conduct experiments in which words were either labeled
concrete or abstract according to a set of rules. To
prepare for these experiments, two “judges" were told
to classify a list of words (all nouns) as either

concrete or abstract according to the following rules:

Concrete nouns are “those whose reference to

objects, materials or sources of sensation is

relatively direct"

e Abstract nouns are “those whose reference to
objects, materials or sources of sensation is

relatively indirect."

e “A word may be ‘abstract' and either general or
specific, or ‘concrete' and either general or

specific."

e “Classify as ‘abstract' all nouns usually
classified by grammarians and logicians as

abstract in the sense opposed to concrete; also
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all nouns that are primarily names of measures, of
processes, of kinds of persons characterized by
reference to an a-sensory trait (e.g. optimist), and

any others judged analogous to these."

e "Classify as concrete the names of mythical
animals like monsters, and all words judged
analogous to these. Disregard any meanings that
are judged to be ‘unfaded' metaphor (e.g., gadfly
- a person who irritates others). Apply the same
principle of reference to sight, hearing, taste,
smell, and somesthesis [(senses which are not
localised to specific organs like sight, smell,

etc are)]."

e "Assign every word to either the 'concrete'
category or the 'abstract' category. Add
subscripts where necessary: m to indicate that
while the word belongs predominantly to one
category, some of its meanings belong to the other
category, or to indicate that assignment to the

category chosen is felt to be uncertain."
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These findings point out that Gorman has taken into
consideration, homonyms and senses of words. However,
homonyms are different words with the same symbolic
representation, so it is not enough to say that a
symbol belongs predominantly in one category when it

refers to several different words.

Other researchers who built on Gorman's
experiments (Belmore et al (1982), Holmes and Langford
(1976), Klee and Eysenck (1973)) used more than two
classes, and also looked at sentences instead of just

individual words.

Natural Language Processing (NLP)

Natural Language, in this context means, the
language which humans use to communicate with each
other. NLP can be briefly described as the use of
computers to process written and spoken language for
some practical, useful purposes like translating
languages, getting information from the World Wide Web
and even striking a conversation with a machine. The

goal of a Natural Language processing system is to
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enable an unambiguous communication between the user
and the machine in natural language. This makes the job
a lot easier in enabling effective communication with
the machines. It is easier for humans to communicate
and learn language than it is for a computer because
what humans call ‘learning’, is a behavioral aspect
which h<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>