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Abstract

In this paper, we describe subspaces of generalized Hessenberg matrices where the
determinant is convertible into the permanent by affixing ± signs. These subspaces can
arise from different numberings of the vertices of a graph. With this numbering process,
we obtain some well-known sequences of integers. For instance, in the case of a path of
length n, we prove that the number of these subspaces is the (n+ 1)th Fibonacci number.
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1 Introduction
Let Mn(C) be the linear space of all n-square matrices over the complex field C, and let
Sn be the symmetric group of degree n. For A = [aij ] ∈ Mn(C), the permanent function
is defined as

per(A) =
∑
σ∈Sn

n∏
i=1

aiσ(i).

In a very similar way, the determinant function is defined as

det(A) =
∑
σ∈Sn

sgn(σ)

n∏
i=1

aiσ(i),
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where sgn is the sign function.
The determinant is undoubtedly one of the most well-known functions in mathematics

with applications in many areas. The permanent function is also a well-studied function,
since it has many applications in combinatorics, but while the determinant can be easily
computed, no efficient algorithm for computing the permanent is known. This difficulty
leads to the idea of trying to compute it by using determinants. This idea dates back to
1913 in a work of Pólya [6], and it has been under intensive investigation since then. Pólya
observed that the permanent of a 2 by 2 matrix

A =

[
a11 a12
a21 a22

]
is equal to the determinant of the related matrix

B =

[
a11 −a12
a21 a22

]
.

However, Szegö [8] proved that if n ≥ 3, then there is no way to generalize this formula,
i.e., there is no uniform way of changing the signs of the entries of a matrix A ∈Mn(C) in
order to obtain a matrix B satisfying

det(B) = per(A). (1.1)

Szegö’s result didn’t put an end to this question. In fact, the possibility that the per-
manent can be converted into the determinant by affixing ± signs is a research topic that
remains active until today (see [1, 2] or [5] for recent works on this subject). In 1969, Gib-
son [3] proved that the linear space of lower Hessenberg matrices is a convertible subspace.
That is, it is possible to change in a uniform way the signs of the entries of a matrix A in
this subspace in order to obtain a matrix B satisfying (1.1).

More recently, C. Fonseca presented a new class of convertible subspaces. These sub-
spaces are constructed using simple graphs as follows:

Definition 1.1 ([2]). Given a simple graph G with n vertices, numbered by the integers
in {1, . . . , n}, a G-lower Hessenberg matrix A = [aij ] is an n-square matrix such that
aij = 0 whenever i < j and {i, j} is not an edge of G.

If, in addition, aij 6= 0 whenever i ≥ j or {i, j} is an edge of G, then we say that A
is a full G-lower Hessenberg matrix. Obviously, two numberings of the vertices of a graph
are the same if the sets of edges are equal.

C. Fonseca [2] proved that if G is a generalized double star (the tree resulting from
joining the central vertices of two stars by a path) whose vertices are numbered in a natural
way (consecutive integers from left to right), the linear space of these G-lower Hessenberg
matrices is a convertible subspace.

Let G be a simple graph with n vertices numbered with 1, . . . , n. We say that G is
well-numbered if the linear space of all G-lower Hessenberg matrices that arise from this
numbering of the vertices of G is convertible. As we will see in the third section, not all
graphs admit a well-numbering of its vertices. The characterization of the connected graphs
for which such a numbering exist is our first main result.

Theorem 1.2. A connected graph G admits a well numbering of its vertices if and only if
G is a caterpillar.



H. F. da Cruz et al.: Convertible subspaces that arise from different numberings . . . 475

Recall that a caterpillar is a tree in which all vertices are within distance 1 of a central
path. The interior vertices of the path are called nodes. Every caterpillar results from a
sequence of stars (R1, R2, . . . , Rt), such that the central vertex ofRi is linked to the central
vertex of Ri−1, i = 2, . . . , t, by a single edge. If a caterpillar results from a sequence of
stars with an equal number r of vertices, then we will denote this type of caterpillars by
Ct[r], where t is the number of the stars involved. So, Ct[1] is a path with t vertices, and
C1[r] is a star with r vertices.

Example 1.3. The caterpillar C3[4] is shown in Figure 1(a). The caterpillar C4[2] is shown
in Figure 1(b).

(a)C3[4] (b)C4[2]

Figure 1: Two examples of caterpillars.

Theorem 1.2 states that the vertices of a caterpillar G can be numbered in a way such
that the subspace of all G-lower Hessenberg matrices arising from that numbering is con-
vertible. A natural question is to know if all numberings of the vertices of a caterpillar
produce a convertible subspace. The answer is negative, and a simple example can be pro-
vided with a path. Let G be a path with n vertices. If the vertices of G are numbered in
a natural way (consecutive integers from left to right), then from Definition 1.1, we obtain
the linear space of classical lower Hessenberg matrices, which Gibson [3] proved to be a
convertible subspace. However, if we enumerate the vertices of G in a different way, the
subspace of all G-lower Hessenberg matrices arising from that numbering of the vertices
of G may no longer be convertible.

Example 1.4. Consider the path of length four numbered as in Figure 2.r
1

r
4

r
2

r
3

Figure 2: A numbered path on 4 vertices.

The subspace of the C4[1]-lower Hessenberg matrices with maximal dimension con-
structed from this numbered path is the subspace


a11 0 0 a14
a21 a22 a23 a24
a31 a32 a33 0
a41 a42 a43 a44

 : aij ∈ C, i, j = 1, . . . , 4

 ,

which is not convertible as we will see in the next section.

Thus, it is pertinent to ask how many different convertible subspaces, with maximal
dimension, arise from different numberings of the vertices of a caterpillar. We restrict our
study to caterpillars of the form Ct[r]. The answer is given in the next theorem which is
our second main result:
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Theorem 1.5. Let r be a fixed integer, and G = Ct[r]. Assume that G has at least three
vertices. The number of different convertible subspaces, with maximal dimension, that
arise from the different numberings of the vertices of G is the (t+ 1)th term of the sequence

an =


0, if n = 0;

1, if n = 1;

ran−1 + an−2, if n ≥ 2.

Example 1.6. In this example, we apply Theorem 1.5 to some caterpillars. Below each
representation of the caterpillar (in Figures 3, 4 and 5), we give the number of convertible
subspaces of G-lower Hessenberg matrices, with maximal dimension, that arise from dif-
ferent numberings of the vertices of that caterpillar. As we are going to see some of the
sequences are well known.

1. For a path with three, four and five vertices see Figure 3.

(a) 3 (b) 5 (c) 8

Figure 3: The number of convertible subspaces arising from Ct[1] for t = 3, 4, 5.

In general, the number of convertible subspaces arising from Ct[1], t ≥ 3 is the
(t + 1)th term of the OEIS [7] sequence A000045, the sequence of the Fibonacci
numbers.

2. If G = Ct[2], then for t = 2, 3, 4 see Figure 4.

(a) 5 (b) 12 (c) 29

Figure 4: The number of convertible subspaces arising from Ct[2] for t = 2, 3, 4.

In general, the number of convertible subspaces arising from Ct[2], t ≥ 2 is the
(t + 1)th term of the OEIS sequence A000129, the sequence of the Pell numbers,
also known as lambda numbers.

3. If G = Ct[3], then for t = 1, 2, 3, 4 see Figure 5.

(a) 3 (b) 10 (c) 33 (d) 109

Figure 5: The number of convertible subspaces arising from Ct[3] for t = 1, 2, 3, 4.

https://oeis.org/A000045
https://oeis.org/A000129
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In general, the number of convertible subspaces arising from Ct[3], t ≥ 1, is the
(t+ 1)th term of the OEIS sequence A006190.

This paper is organized as follows. In the next section, we present a simple criterium
to decide when a subspace of G-lower Hessenberg matrices with maximum dimension is
convertible. As we are going to see the convertibility of such subspace can be decided from
the convertibility of a matrix of zeros and ones. In the third section, we prove our first main
result, and describe how vertices numbering should be in order G be well-numbered. The
characterization of such numberings allows proving Theorem 1.5.

2 Preliminary results
An n-square (0, 1)-matrix is a square matrix whose entries are just zeros and ones. Simi-
larly, for an n-square (−1, 1)-matrix.

Let S = [si,j ] be an n-square (0, 1)-matrix. For each i ∈ {1, . . . , n} let

ri =

n∑
k=1

si,k, and ci =

n∑
k=1

sk,i.

The sequence R = (r1, . . . , rn) is the row-sum sequence of S and the sequence C =
(c1, . . . , cn) is the column-sum sequence of S.

Definition 2.1. Two matrices A and B are permutation equivalent, if there exist permuta-
tion matrices P and Q of suitable sizes such that B = PAQ.

An n-square (0, 1)-matrix S defines a coordinate subspace

Mn(S) = {S ? X : X ∈Mn(C)},

where ? denotes the Hadamard product. We say that Mn(S) is convertible if there exists
an n-square (−1, 1)-matrix C, such that

det(C ? X) = per(X),

for all X ∈Mn(S).
Let Tn = [ti,j ] be an n-square (0, 1)-matrix such that

ti,j = 0 if and only if i < j + 1.

The coordinate subspace Mn(Tn) is the subspace of the lower Hessenberg matrices. Gib-
son [3] proved that if C = [ci,j ] is the n-square (−1, 1)-matrix such that

ci,j = −1 if and only if j = i+ 1,

then
det(C ? X) = per(X),

for all X ∈Mn(Tn).
Another important result due to Gibson states the maximum number of nonzero entries

in a convertible matrix.

https://oeis.org/A006190
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Theorem 2.2 ([4]). Let A = [aij ] be an n-square (0, 1)-matrix such that per(A) > 0, and
the permanent of A can be converted into a determinant by affixing± signs to the elements
of A. Then A has at most Ωn = 1

2 (n2 + 3n− 2) positive entries, with equality if and only
if A is permutation equivalent to Tn.

Observe that the row- and column-sum sequences of Tn are, respectively,

R = (2, 3, . . . , n− 1, n, n) and C = (n, n, n− 1, , . . . , 3, 2).

So, Theorem 2.2 gives a simple criterium to decide when an n-square (0, 1)-matrix S, with
Ωn nonzero entries satisfying per(S) > 0 is convertible.

Proposition 2.3. Let S be an n-square (0, 1)-matrix with Ωn nonzero entries satisfying
per(S) > 0. Then S is convertible if and only if S is permutation equivalent to a (0, 1)-
matrix whose row-sum sequence is R = (2, 3, . . . , n − 1, n, n), and the column-sum se-
quence is C = (n, n, n− 1, . . . , 3, 2).

Proof. (⇐): The Hessenberg matrix Tn has row- and column-sum sequences R = (2, 3,
. . . , n − 1, n, n) and C = (n, n, n − 1, . . . , 3, 2), respectively. By hypothesis, and by
transitivity, S is permutation equivalent to Tn. Hence, by Theorem 2.2, S is convertible.

(⇒): If S is convertible, then S is permutation equivalent to Tn, and Tn has row-
sum sequence R = (2, 3, . . . , n − 1, n, n), and column-sum sequence C = (n, n, n − 1,
. . . , 3, 2).

Example 2.4. Consider the following matrices

S1 =


1 1 0 0 0
1 1 0 1 0
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1

 and S2 =


1 0 1 0 0
1 1 1 0 0
1 1 1 1 0
1 1 1 1 1
1 1 1 1 1

 .

Then, S1 is not convertible because the row sum sequence of (2, 3, 5, 5, 5), but S2 is con-
vertible because we can reorder the rows and the columns S2 in order to obtain a matrix
whose row-sum sequence and column-sum sequence are (2, 3, 4, 5, 5) and (5, 5, 4, 3, 2),
respectively.

The next result states that the convertibility of a coordinate subspace Mn(S) can be
decided by the convertibility of S.

Proposition 2.5. Let S be an n-square (0, 1)-matrix with Ωn nonzero entries, and

per(S) > 0.

Then, Mn(S) is a convertible subspace if and only if S is convertible.

Proof. If Mn(S) is a convertible subspace, then S is convertible.
Assume that S is convertible. Then, there exists an n-square (−1, 1)-matrix C such

that det(C ? S) = per(S).
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Let S′n be the set of permutations σ ∈ Sn such that
∏n
i=1 siσ(i) 6= 0. Since per(S) > 0,

S′n 6= ∅. We have

det(C ? S) =
∑
σ∈S′n

sgn(σ)

n∏
i=1

ciσ(i)siσ(i)

=
∑
σ∈S′n

sgn(σ)

n∏
i=1

ciσ(i)

n∏
i=1

siσ(i),

where we conclude that sgn(σ)
∏n
i=1 ciσ(i) = 1 for all σ ∈ S′n.

For any matrix A ∈Mn(S), we have

det(C ? A) =
∑
σ∈S′n

sgn(σ)

n∏
i=1

ciσ(i)aiσ(i)

=
∑
σ∈S′n

sgn(σ)

n∏
i=1

ciσ(i)

n∏
i=1

aiσ(i)

=
∑
σ∈S′n

n∏
i=1

aiσ(i)

= per(A),

hence, A is convertible. Since A is arbitrary, we conclude that Mn(S) is a convertible
subspace.

Let A = [aij ] be an n-square matrix. We denote by A(i; j) the (n − 1)-square
submatrix obtained from A after removing the ith row and the jth column. Generaliz-
ing, A(i1, . . . , ik; j1, . . . , jk) denotes the square submatrix of A after removing the rows
i1, . . . , ik and the columns j1, . . . , jk.

Gibson proved the following result.

Lemma 2.6 ([3]). Let S = [sij ] be a convertible matrix. If srs = 1, then S(r; s) is also
convertible.

A subspace version of this Lemma is as follows.

Proposition 2.7. If Mn(S) is a convertible subspace, and sij = 1, then Mn−1(S(i; j)) is
also a convertible subspace.

Proof. It follows easy from Lemma 2.6, and Proposition 2.5.

Corollary 2.8. If Mn(S) is a convertible subspace and si1,j1 , . . . , sik,jk are k nonzero
elements of S, then Mn−k(S(i1, . . . , ik; j1, . . . , jk)) is also a convertible subspace.

Proof. Trivial by induction.
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3 Proofs of the main results
We start this section with a result that comes easily from Proposition 2.5.

Proposition 3.1. A connected graph G is well-numbered if and only if the correspondent
full G-lower Hessenberg matrix of 0’s and 1’s is convertible.

Let Ln be the anti-identity matrix of order n. This matrix has in position (i, j) the
element 1, if i + j = n + 1, and 0 otherwise. Let A be an n-square matrix. We denote by
Aat the matrix Aat := LnA

tLn, where At is the transpose of A. The matrix Aat is the
anti-transpose of A.

Remark 3.2. Let A = [aij ] be an n-square matrix, and let Aat = [aatij ]. Then

1. aatij = an−j+1,n−i+1, for all i, j = 1, . . . , n;

2. (Aat)at = A.

The next result allows simplifying some of the proofs.

Lemma 3.3. Let G be a graph with n vertices. If G is well-numbered, then G is also
well-numbered replacing vertex i by vertex n− i+ 1, for all i = 1, . . . , n.

Proof. LetG be a well-numbered graph with n vertices, and let S be the correspondent full
G-lower Hessenberg matrix of 0’s and 1’s. Since G is well-numbered, by Proposition 2.3,
S is permutation equivalent to a matrix whose row sum sequence is R = (2, 3, . . . , n− 1,
n, n), and the column sum sequence is C = (n, n, n − 1, . . . , 3, 2). By definition Sat is
also permutation equivalent to a matrix whose row and column sum sequences are equal
to R and C respectively, and for all i, j ∈ {1, . . . , n} such that i ≥ j, satij = 1. Consider
the new enumeration of the vertices of G where the vertex i is replaced by n − i + 1,
for all i = 1, . . . , n, and let S′ = [s′i,j ] be the correspondent full G-lower Hessenberg
matrix of 0’s and 1’s. Let i, j ∈ {1, . . . , n} such that i < j, and i is adjacent to j in
the initial enumeration of the vertices of G. Since n − j + 1 < n − i + 1 we conclude
that s′n−j+1,n−i+1 = 1 = si,j . Therefore (S′)at = S, that is S′ = Sat, and the result
follows.

Let G be a well-numbered connected simple graph with n vertices, and let S = [sij ]
be the correspondent full G-lower Hessenberg matrix of 0’s and 1’s. Since G is connected,
and sij = 1 whenever i ≥ j we conclude, by Theorem 2.2, that S has exact Ωn nonzero
entries, n− 1 of them above the main diagonal. By Definition 1.1 we conclude that G is a
connected graph with n vertices and n− 1 edges, that is G is a tree. However, not all trees
can be well-numbered.

Proof of Theorem 1.2. By Proposition 2.5 we only have to consider (0, 1)-matrices.
(⇐): SupposeG is a caterpillar with numbering as shown in Figure 6. We will prove by

induction on the number of nodes that such numbering produces a convertible full G-lower
Hessenberg matrix.

If we have only one node (see Figure 7) the correspondent full G-lower Hessenberg
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`1 − 1

`1

1

2
`1 + `2

`1 + 1 `1 + `2 − 1

n =
k∑

i=1
`i

k−1∑
i=1

`i + 1

n− 1

Figure 6: Numbering of the caterpillar G.

n− 1

n

1

2

Figure 7: Special case with only one node.

matrix is

L1 =



1 0 0 . . . 0 0 1
1 1 0 . . . 0 0 1
1 1 1 . . . 0 0 1
...

...
...

. . .
...

...
...

1 1 1 . . . 1 0 1
1 1 1 . . . 1 1 1
1 1 1 . . . 1 1 1


.

This matrix is convertible by Proposition 2.3.
Let’s suppose that the enumeration is valid for caterpillars with k − 1 nodes, and that

A is the correspondent full G-lower Hessenberg matrix. For a caterpillar with k nodes (see
Figure 8) the correspondent full G-lower Hessenberg matrix is

S =


A 0

0 . . . 0 1

1 Lk


,

where 1 is a matrix whose entries are all 1’s, the line above Lk corresponds to the edge
between the last two nodes, and Lk is the full G-lower Hessenberg matrix arising from the
last node and has structure as L1.

By induction hypothesis A is convertible. Thus, by Proposition 2.3, A is permutation
equivalent to a matrix with row- and column-sum sequence

(
2, 3, . . . ,

∑k−1
i=1 `i,

∑k−1
i=1 `i

)
.

It is straightforward to see that S is permutation equivalent to a matrix with row- and
column-sum sequence

(
2, 3, . . . ,

∑k
i=1 `i,

∑k
i=1 `i

)
. Hence, there exists at least one enu-

meration for the caterpillars that produces a convertible full G-lower Hessenberg matrix.
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`1 − 1

`1

1

2
`1 + `2

`1 + 1 `1 + `2 − 1

k−1∑
i=1

`i

k−2∑
i=1

`i + 1
k−1∑
i=1

`i − 1

n =
k∑

i=1
`i

k−1∑
i=1

`i + 1

n− 1

Figure 8: A caterpillar with k nodes.

(⇒): We will prove by contradiction.
Every tree that is not a caterpillar has at least one node connected with three other

nodes. Therefore every tree which is not a caterpillar contains the graph in Figure 9 as

v1 v2 v3

v6

v7

v4 v5

Figure 9: The subgraph of a tree which is not a caterpillar.

an induced subgraph. Let G be this graph and S be the full G-lower Hessenberg matrix
of zeros and ones arising from an enumeration of the vertices of G. By Corollary 2.8, it
is enough to prove that G cannot be well enumerated, that is, for every numbering of the
vertices ofG the rows or the columns of the correspondent fullG-lower Hessenberg matrix
of zeros and ones cannot be reordered to obtain (2, 3, 4, 5, 6, 7, 7). By Proposition 3.3, we
only have to consider the numberings where v3 ∈ {1, 2, 3, 4}.

If v3 = 1, then no row of S sums two.
If v3 = 2, then the first row of S is the only one that the sum equals two. Thus,

the vertex numbered with 1 must be a terminal and the second row of S sums 5. To be
convertible, the third row of S is the only one whose sum equals three. So, we have the
subgraph in Figure 10. Therefore, no row of S has four ones.

r
2

v3 r
3

r
1

Figure 10: The subgraph in case of v3 = 2.

If v3 = 3, then to have row-sums equal to two and three, and two column-sums equal to
seven, vertices numbered with 1 and 2 must be adjacent. Similarly, to have two row-sums
equal to seven vertices numbered with 6 and 7 are adjacent. Thus, no row has four ones.

If v3 = 4, then vertices numbered with 1 and 2 cannot be simultaneously adjacent
to v3 (otherwise, no row of S has two ones). The vertices numbered with 1 and 2 must
be adjacent otherwise S doesn’t have two column-sums equal to seven. By Lemma 3.3,
vertices numbered with 6 and 7 must also be adjacent. Hence, if a row sums to four then
no column can sum to four, and vice-versa.
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Definition 3.4. Let T be a tree, and let R be a star with central vertex x. We say that R is
a pendant star of T if:

1. R is an induced subgraph of T ;

2. If we remove all the vertices of R, then we obtain a tree denoted by T/R;

3. x is adjacent to a single vertex of T/R.

Remark 3.5. Note that every caterpillar with at least one edge has exactly two pendant
stars.

For proving Theorem 1.5, some lemmas are needed:

Lemma 3.6. Let G = Ct[r] with n = tr vertices. If G is well-numbered, then the vertices
numbered with 1, 2, . . . , r−1, must be in the same pendant star, and the vertices numbered
with n, n− 1, . . . , n− r + 1 must be in the other pendant star.

Proof. We only need to prove that the vertices ofG numbered with 1, 2, . . . , r−1, must be
in the same pendant star, because by Lemma 3.3 we conclude that n, n− 1, . . . , n− r + 1
must be in the other pendant star. If G is well-numbered, then the correspondent full
G-lower Hessenberg matrix S of 0’s and 1’s is convertible. Therefore S is permutation
equivalent to a matrix whose row-sum sequence isR = (2, 3, . . . , n−1, n, n), and column-
sum sequence is C = (n, n, n − 1, . . . , 3, 2). An ith column of S has n 1’s if and only if
the vertices numbered with 1, . . . , i − 1 are adjacent to the vertex numbered with i. Since
G = Ct[r], the maximum degree of a vertex in G is r + 1, and then the two columns
of S with n 1’s must be in the first r + 2 columns. Taking into account that caterpillars
are sequences of stars connected by central vertices, we start showing that the vertices
numbered with 1, . . . , r − 1 must be one of these stars, that is, the induced subgraph of
G = Ct[r] that is the one of the stars involved in the construction of G. After that, we
prove that this star is a pendant one.

Assume that the vertices numbered with 1, . . . , r − 1 are not in the same star. Denote
by R the star containing 1, and let j be the least integer less that r not in R. Denote by R′

the star containing j. Several cases are needed to consider.

Case 1: If 1, . . . , j−1, j are pendant vertices, then having in mind the previous discussion,
there are no two columns of S with n 1’s, which is a contradiction.

Case 2: If ` ∈ {1, . . . , j − 1} is the central vertex, and j is a pendant vertex, then the `th

column of S has n 1’s. If 1 ≤ i ≤ ` − 1, then the ith row sums i + 1, the `th row sums at
least `+ (r − 1)− (`− 1) + 1 = r + 1, and the ith row, `+ 1 ≤ i ≤ j − 1, sums i. Since
j is a pendant vertex of R′, we conclude that no row of S sums j, which is a contradiction.

Case 3: If the vertices 1, . . . , j − 1 are pendant vertices, and j is the central vertex of R′,
then ith row sums to i+ 1, for all 1 ≤ i ≤ j − 1, and the jth row sums j + (r − 1) + 1 or
j + (r − 1) + 2. Since the only row that can sum j + 1 is the row j + 1, the vertex j + 1
must be a pendant one of R′. Hence, S does not have two columns with n 1’s, which is a
contradiction.

Case 4: If ` ∈ {1, . . . , j−1} is the central vertex ofR, and j is the central vertex ofR′, then
the ith row of S, 1 ≤ i ≤ `−1, sums i+1, the `th row sums at least `+(r−1)−(`−1)+1 =
r + 1, and the ith row of S, ` + 1 ≤ i ≤ j − 1, sums i. Since j is a central vertex, no row
of S sums j, which is a contradiction.
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We have proved that the vertices of G numbered with 1, . . . , r− 1 must be in the same
star R. Now we will prove that R is pendant.

Suppose that this is not the case. Let `, 1 ≤ ` ≤ r − 1 be the central vertex of R. Then
the ith row of S, 1 ≤ i ≤ `−1, sums i+1, the `th row sums `+(r−1)−(`−1)+2 = r+2,
because R is not pendant, and the ith row, ` + 1 ≤ i ≤ j − 1, sums i. Since the `th row
sums r+ 2, the (r+ 1)th row must sum r+ 1 and the rth row must sum r. Then the vertices
r and r + 1 must be pendant vertices of R, which is a impossible.

If 1, . . . , r−1 are pendant vertices ofR, the central vertex of this star must be numbered
with r, r + 1 or r + 2, otherwise there are no two columns of S with n 1’s.

• For r, since R is not pendant, there are no row of S with r + 1 1’s.

• For r+ 1, the vertex r must be adjacent to r+ 1, otherwise there are no two columns
of S with n 1’s. Then r is the central vertex of another star. Then, the rth row of S
sums at least r + (r − 1) + 1 = 2r, the (r + 1)th row sums at least r + 2. Then S
does not have a row with r + 1 1’s.

• Finally, for r+ 2, by a similar procedure, we conclude that there is no row of S with
r + 1 1’s.

Lemma 3.7. Let G = Ct[r]. If G is well-numbered, then the vertices of one of the pendant
stars R are numbered with 1 up to r+ 1. If r+ 1 is a vertex of R, then r+ 1 is central, and
r is adjacent to r+ 1. If r is a vertex of R, then the central vertex can be any `, 1 ≤ ` ≤ r.

Proof. In the previous Lemma, we proved that 1, . . . , r − 1 must lay all in a pendant star.
We only have to prove that the remaining vertex must be numbered with r or r + 1. We
have to consider two cases:

Case 1: If the pendant vertices ofR are numbered with 1, . . . , r−1, then the central vertex
can only be numbered with r or r+ 1. Otherwise, S does not have two columns with n 1’s.
By the same reason, if r + 1 is central, then r must be adjacent.

Case 2: If the central vertex of R is `, 1 ≤ ` ≤ r − 1, then there remains a pendant vertex.
Suppose that this pendant vertex is j ≥ r + 1. In this case, the row r sums at least r + 1,
and no row sums r. Hence, R is numbered with 1, . . . , r.

If r is a vertex of R, and `, 1 ≤ ` ≤ r, is the central vertex, then the correspondent full
G-lower Hessenberg matrix of 0’ s and 1’ s satisfies the condition of Proposition 2.3.

Corollary 3.8. Let G = Ct[r]. If G is well-numbered, then the vertices of one of the
pendant stars R are numbered with n = tr down to n − 1 − r. If n − 1 − r is a vertex of
R, then n− r − 1 is central and n− r is adjacent to n− 1− r. If n− r is a vertex of R,
then the central vertex can be any `, n− r ≤ ` ≤ n.

Proof. It follows directly from Lemmas 3.3 and 3.7.

We are now in condition to prove our second main result:

Proof of Theorem 1.5. The proof is by induction on t, the number of stars in a caterpillar.
If t = 1, then r ≥ 3. By Lemma 3.7, the central vertex of G can be numbered with any

` ∈ {1, . . . , r}. So, the number of different convertible subspaces is a2 = r.
If t = 2, then G has n = 2r, r ≥ 2, vertices. By Lemma 3.7, each star has r differ-

ent ways to be well numbered by consecutive numbers. Therefore, this gives r2 different
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well numberings for G with each star having consecutive numbers. Besides these, by the
same Lemma, it is possible to interchange vertices r and r + 1, giving another convertible
subspace. So the total number of different convertible subspaces is a3 = r2 + 1.

Let t > 2, and assume that the theorem holds for all j ≤ t. Let G = Ct+1[r]. By
hypothesis there are at+1 convertible subspaces that arise from the different numberings of
the caterpillar Ct[r]. The caterpillar G is obtained from Ct[r] by augmenting with a star
with r vertices. By induction hypothesis and Corollary 3.8, there are rat+1 convertible
subspaces that arise from a numbering of G, where the vertices of the new pendant star are
numbered consecutively with tr + 1, . . . , (t + 1)r. There are also convertible subspaces
that arise from a numbering ofG, where the central vertex of new pendant star is numbered
with tr. By induction hypothesis, this number is at. Then the total number of convertible
subspaces that arise from the different numberings of the vertices of G is rat+1 + at =
at+2.

As we already saw, the number of well numberings of the vertices of a path with t
vertices is the (t+ 1)th Fibonacci number. In Table 1, we present all well-numbered paths
of lengths 3, 4, and 5.

Table 1: All well-numbered paths with 3, 4, and 5 vertices.

n = 3 1 2 3 2 1 3 1 3 2

n = 4 1 2 3 4 2 1 3 4 1 3 2 4

1 2 4 3 2 1 4 3

n = 5 1 2 3 4 5 2 1 3 4 5 1 3 2 4 5

1 2 4 3 5 2 1 4 3 5 1 3 2 5 4

1 2 3 5 4 2 1 3 5 4
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