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a r t i c l e i n f o

Article history:
Received 24 December 2018
Received in revised form 27 May 2019
Accepted 8 June 2019
Available online xxxx

Keywords:
Sleep apnea
Electrocardiogram (ECG)
Heart rate variability (HRV)
ECG-derived respiration (EDR)
Feature selection
Classification
Artificial neural network (ANN)
Support vector machine (SVM)
Linear discriminant analysis (LDA)
Partial least squares regression (PLS)
Regression analysis (REG)
Wiener–Hopf equation (wienerHopf)
Augmented naive bayesian classifier (aNBC)
Perceptron learning algorithm (PLA)
Least mean squares (LMS)

a b s t r a c t

A wise feature selection from minute-to-minute Electrocardiogram (ECG) signal is a challenging task for
many reasons, but mostly because of the promise of the accurate detection of clinical disorders, such as
the sleep apnea. In this study, the ECG signal was modeled in order to obtain the Heart Rate Variability
(HRV) and the ECG-Derived Respiration (EDR). Selected features techniques were used for benchmark
with different classifiers such as Artificial Neural Networks (ANN) and Support Vector Machine(SVM),
among others. The results evidence that the best accuracy was 82.12%, with a sensitivity and specificity
of 88.41% and 72.29%, respectively. In addition, experiments revealed that a wise feature selection
may improve the system accuracy. Therefore, the proposed model revealed to be reliable and simpler
alternative to classical solutions for the sleep apnea detection, for example the ones based on the
Polysomnography.

© 2019 Elsevier B.V. All rights reserved.

1. Introduction

Sleep apnea is a common sleep-related breathing disorder
that is characterized by recurrent episodes of partial or com-
plete upper airway obstruction during sleep, resulting in sleep
fragmentation and oxygen desaturation [1]. A brief summary on
several sleep apnea conditions is presented below:
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• Obstructive sleep apnea (OSA): A patient exhibits respira-
tory effort that results in the presence of thoracic and ab-
dominal strain for continued breathing, due to the cessation
or significant decrease in airflow.

• Central sleep apnea (CSA): Complete cessation of both air-
flow and respiratory movements for at least 10 s.

• Mixed sleep apnea (MSA): Consists of the combination of
OSA with CSA.

• Hypopnea: Condition wherein small amounts of oxygen are
provided to the lungs as a result of slow and shallow breath-
ing. Is less severe than apnea.
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Fig. 1. The Gold standard (PSG) vs. the proposed model.

Sleep apnea disorders contribute to increased morbidity and
compromised cardiovascular outcomes [2]. As cardiovascular dis-
ease is the leading cause of mortality [3], untreated sleep apnea is
a significant public health burden and a large challenge in terms
of its prediction, detection, and/or treatment. A precise detection
of sleep apnea is based on counting the number of apnea and
hypopnea episodes over a given period of time (e.g., a night’s
sleep). The per hour average of apnea events is a relevant metric
in commonly used standards, such as the apnea/hypopnea index
(AHI) [4] or the respiratory disturbance index (RDI) [5].

In the recent years, new approaches for simplified sleep ap-
nea detection have been developed, commonly based on the
analysis of a reduced set of signals, such as Electrocardiography
(ECG) [6,7], Electroencephalography (EEG) [8,9], Electromyogra-
phy (EMG) [10], Peripheral capillary Oxygen Saturation (SPO2)
[11] and/or a combination of some of these signals [12]. These ap-
proaches aim to represent an effective alternative to the
Polysomnography (PSG), the gold standard method in the study
of sleep apnea, which requires an extensive (and expensive)
examination in a hospital room.

Hence, the development of novel, non-invasive, accurate and
home-bound techniques based on a reduced and simplified set
of biometric signals [13] may represent a feasible and accurate
alternative method to PSG. In fact, this scenario may enable an
affordable and ubiquitous recording of patient data in the comfort
of their houses, offering the opportunity for broader and more
effective monitoring of the population, using less resources of the
public and/or private health systems. However, since the sleep
apnea detection is based on a reduced set of signals, the use of
signal processing techniques such as filtering, wrapping, feature
extraction, and feature selection becomes critical and challenging
regarding the design of specialized computerized systems. On the
one hand, the wise selection of the most informative and/or rep-
resentative features may lead to improve the overall accuracy of
the system. On the other hand, methods for feature selection are
prone to produce new suggested features which require further
evaluation that may lead to additional computational costs.

Thus, with these principles in mind, this study presents the
evaluation of different features for the sleep apnea detection. As
depicted in Fig. 1 based on a single biometric signal; the ECG,
the proposed method determines the most promising features
based in its meaningfulness. The ultimate goal is to propose
a novel method that could provide practitioners with a more
robust, simple and cost-efficient tool compared with the classical
screening schemes provided by PSG.

Results showed that an adequate feature selection may lead to
an increase in the classifiers’ accuracy. In addition, these results
suggest that our method is as feasible and accurate as an ECG-
based sleep apnea detection, and therefore, it may represent an
alternative to the classical models based on the PSG.

The main contribution of this work are highlighted as follows:

• Implementation of feature selection principles aiming at to
determine the most suitable features;

• Evidence of the correlation between a wisely feature selec-
tion and a higher system accuracy;

• Benchmark of multiple classification models to detect sleep
apnea;

• Proposal of a reliable simplified sleep apnea detection model
as an alternative to classical models based on the PSG.

This article is organized as follows: this paragraph concludes
Section 1, which contains the introduction; Section 2 introduces
the principles of Feature Selection; in Section 3, the materials
and methods deployed in this study are presented, including
details about the data along with the rules and assumptions
used to establish the different classification models; Section 4
presents the results obtained from the comprehensive experi-
mental evaluation; Section 5 discusses the meaning and signif-
icance of the results; and Section 6 concludes the paper and
proposes complementary studies in this area.

2. Background

Real-time monitoring requires data collected around the clock,
usually obtained from different sensors (e.g. temperature, blood
pressure, proximity, gyroscope, . . .) resulting in a massive
amount of data recorded. As these data are increasingly complex,
it challenges for computational models capable of both, to infer
information and to deal with a large source of data. In line
with this, emergent machine learning and artificial intelligence
technologies have been developed for example to support the
clinical decision-making based on patients health records [13], or
to sequence genomes on the bioinformatics context [14]. At the
grassroots level, the easiest way to deal with high dimensional
and complex data is to reduce the number of features extracted
from the collected data. In fact, is expected that some features
will be more useful than others due to the fact that every distinct
feature is likely to carry a different amount of information. Thus,
feature selection is used to reduce the size of the problem,
decreasing the computation time and space required to deal with
data. In addition, the selection of an appropriate set of features
may pave the way for the design of computational models with
accurate classifiers.

The simpler approach is to rank each feature based on its
usefulness (e.g. by discarding those least useful), and then arbi-
trarily select some of the best features. However, as features work
together [15] this method is neither accurate nor convincing.
Thus, instead, to select a single feature the principle is to select a
set of features that may provide more information about the data
that any other combination. Till date, several models have been
implemented as described below.

2.1. Filter methods

An adequate selection of features is the principle of filtering
methods in order to enhance the accuracy of a classifier. As each
feature is ranked based on it likeliness to improve the classifica-
tion, then the feature set encompasses the best combinations.

2.1.1. Pearson’s correlation coefficient
This method determines the correlation between two sets of

data [16], namely, how much does a variation in one of them
affect the variation in the other one.
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2.1.2. Mutual information
This method determines the common information between

two sets of data, namely, ‘‘how much knowing one of these
variables reduces uncertainty about the other’’ [17].

2.1.3. Relief
This method, first presented in [18], aims to determine the

separation capabilities of randomly selected instances on a data
set, namely, the nearest same-class and opposite-class instances
are obtained for each randomly selected item.

2.1.4. Ensemble with data permutation
The concept of ensemble techniques may be applied to the

feature selection [19]. Unlike to consider a single feature at a time,
this method is based on the principle that combining multiple
features may produce a high-ranked feature.

2.1.5. F-score feature selection
This method determines not only the F-score value of each

feature but also the average (also known as threshold) of all of
the F-score values. Thus, a feature is added to the feature set since
it F-score value is bigger than threshold value [20].

2.1.6. Hill-climbing method
The simplest hill-climbing method is based on a forward selec-

tion (FS) approach. In simple terms, it starts with the empty set
and greedily adds attributes one at a time until all attributes have
been added. At each step, FS adds the attribute that, when added
to the current set, yields the learned structure that generalizes
best. Once one attribute is added, FS cannot later remove it [21].

2.2. Wrapper methods

These methods aim to wrap a classifier up in a feature se-
lection algorithm [19]. The optimal feature set is obtained based
on the evaluation of the efficacy of different feature subsets, as
an opposite of brute-force methods which require to evaluate all
possible combinations of features.

2.2.1. Greedy forward search
This method aims to produce changes on the feature set by

means of adding additional features when they notable improve
the accuracy rate [15].

2.2.2. Exhaustive search
This method aims to incrementally produce a feature set based

on a combination of features that maximizes the accuracy rate.
It starts to determine the best one-feature subset, and succes-
sively determines the n-feature subset which may consist of any
combination of n single features.

2.3. Hybrid methods

These methods aim to obtain better classification by means of
combine models for ranking features and models for searching all
the possible subset of features.

2.3.1. Ranked forward search
This method starts to rank the features and then performs

a greedy forward search over that ranking. If the accuracy rate
is improved, an additional feature is included in the feature
set. Hence, it is expected that the high ranked features are co-
dependent among them.

Fig. 2. Example of a one-minute normal ECG signal.

Fig. 3. Example of a sleep apnea moment in an 1 min ECG signal.

2.3.2. Refined exhaustive search
Since in high dimensional and complex problems it is a mas-

sive task to explore the entire feature space for feature selection,
divide and conquer techniques are used to reduce its dimension
and complexity. In line with this, the Refined Exhaustive Search
aims to reduce the entire space in some useful subsets in which
the feature selection is determined. The subset is obtained by
means of ranking the features according to user-defined criteria.

2.4. Theory

McNames and Fraser found that the Heart Rate (HR), S-pulse
amplitude and pulse energy of the ECG signal are the features
informative for sleep apnea detection, as well as the ECG itself,
which may represent a useful tool to support physicians in the
clinical decision making process [22].

The two examples presented on Figs. 2 and 3, clearly stand out
the change in HR. Furthermore, the change in the amplitude of
the different waves and the higher S-wave when these moments
occur is also notable. These observations indicate that sleep apnea
can be detected from the ECG signal. Therefore a promising
method for the clinical decision, aiming to improve the quality
of diagnoses can be proposed and developed. In line with this,
the hypothesis that the ECG alone is a promising signal to use for
sleep apnea detection needs to be tested.
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Fig. 4. Proposed system architecture.

2.5. Considerations

This paper studies the importance of feature selection in the
sleep apnea detection and in consequence using the best ones to
improve the accuracy of different models. Also, compares differ-
ent models to study the best approach to detect sleep apnea. As
a result of the study, the authors consider that it leads to better
accuracy, and the promising early results show that the method
can help physicians detect sleep apnea at a lower cost and better
comfort for the patient.

3. Methods and materials

For the development of this study it was used GNU Octave,1
which is software compatible with MATLAB2 and its packages.

3.1. Proposed system

The flow of the designed software, as depicted Fig. 4 consists
in receiving an ECG signal as input, pre-process it and then
extract the features. Firstly, the Savitzky–Golay filter, and the TEO
algorithm (as detailed explained in Section 3.3. QRS Detection)
are applied to the ECG data. Secondly, the Feature Extraction is
focused not only on the Heart Rate Variability (HRV), but also
in the ECG-Derived Respiration (EDR). Thirdly, the feature selec-
tion and the classification are inter-leaved aiming at to obtain
a suitable selection of features (considered as the Output of the
proposed model) that may lead to reliable and accurately sleep
apnea detection systems (as detailed explained in the sections
below).

3.2. Database

The proposed method was comprehensively tested evaluated
on ECG files obtained from the PhysioNet database [23]. This data
source comprises 70 records, but only 35 records were used due
to the fact that they include annotations. Each record was sam-
pled at 100 Hz and is approximately 8 h long, with annotations
every minute. The records were acquired with respiration signals.

1 https://www.gnu.org/software/octave/.
2 https://www.mathworks.com/products/matlab.html.

The annotations were made by sleep disorder experts using stan-
dard criteria with respiration signal analysis. Each minute was
labeled as ‘A’ or ‘N’ in case of a sleep apnea moment or no apnea,
respectively.

3.3. QRS detection

It is very important to perform a correct QRS detection, be-
cause it represents a relevant feature that must be extracted. The
QRS is defined as the time of occurrence of the QRS complex in
the ECG signal. However, before this detection, the signal must be
free from noise, such as baseline wander, because the existence
of noise tends to decrease the performance of the classifier. With
this in mind, a Savitzky–Golay filter was used in order to smooth
data and pre-process the signal. An ECG signal free from noise,
allows the detection of the R-peaks and the QRS complex with a
reduced risk of bias.

The R wave detection was performed with the TEO algo-
rithm [24], which is defined as follows:

ϕ [x (t)] =

(
dx (t)
dt

)2

− x (t)
d2x (t)
dt2

, (1)

where t is the normalized time variable, and x(t) is the signal.
On the basis of the discrete time domain, the TEO algorithm is

applied over the ECG signal, as follows:

ϕ [x (t)] = x(n) − x(n − 1) − x(n)2 + 2x(n)x(n − 2), (2)

where x(t) is the signal, and n is the time variable.
The signal is processed in a one-second window aiming to

detect the R waves. Due to the different amplitude of the R-peaks
along the signal, it is desirable to apply an adaptive threshold at
the 10% of the maximum R amplitude. Thus, t0 is marked as an R-
peak since its output exceeds the threshold and no greater value
was observed in the next 0.25 s, then t0 is marked as an R-peak.

3.4. Feature extraction

The feature extraction was processed along the HRV and the
EDR signals. On the one hand, the time interval from one R wave
to the next meaning the cycle variation over the duration of the
heartbeat is considered as the HRV. On the other hand, the EDR is
a processing signal technique for deriving the respiration signals
from ordinary electrocardiograms. The area of the R wave was
obtained using a trapezium.

Since the database classification was provided for one-minute
segments of data, features were extracted from these segments.
In total, 50 features were extracted from the HRV and 34 from
the EDR signal, giving a total of 84 features. Table 1 presents the
18 extracted features from the HRV and Table 2 presents the 2
features from the EDR. Table 3 presents the features extracted by
the 256-points FFT power spectral density.

The 256-point FFT power spectral density was computed for
HRV and EDR, but only the first 32 points are kept [25].

3.5. Feature selection

As already mentioned, the feature selection process is ex-
pected to select a suitable feature subset from the initial features.
This process aims to highlight the relevant and eliminate the irrel-
evant features that may lead to improving both data visualization,
and data knowledge extraction. In addition, it is also desirable
that this process may reduce the training, and the computation
cost [26]. Since the ultimate goal is to promote an accurate
classification, then the Receiver Operating Cover (ROC) curve was
selected to measure the quality of each classifier implemented
into our experiments. The main ability of the ROC is to select

https://www.gnu.org/software/octave/
https://www.mathworks.com/products/matlab.html
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Table 1
Time-domain measure for HRV(m) epoch sequence.
RR(m) RR(m) = [rri]mi=1 Feature count

Mean µ =

∑
rri

m 1

Standard deviation σ =

√ ∑
(rri−µrr )2

m 1

Sum of beats with
interbeat
difference over 50
ms, variant 1

NN50v1 =∑m
i=2 unit[|rri − rri+1| −

50 ms]

1

Sum of beats with
interbeat
difference over 50
ms, variant 2

NN50v2 =∑m−1
i=1 unit[|rri+1 − rri| −

50 ms]

1

Ratio of NN50v1
to segment length

pNN50v1 =
NN50v1

m 1

Ratio of NN50v2
to segment length

pNN50v2 =
NN50v2

m 1

Mean of interbeat
differentials

µrd =

∑
rdi
m , where

rdi = rri+1 − rri
1

Standard deviation
of interbeat
differentials

σ =

√ ∑
(rdi−µrd)2

m 1

Root mean square
of interbeat
differentials

RMSSD =

√∑
rd2i

m 1

Serial correlation
coefficients (k
= 1, . . . , 5)

rk =

∑m
i=1(rri−µrd)(rri+k−µrr )∑m

i=1(rri−µrr )2
5

Fractal alan factors
(k = 5,10,15)

ATk =

∑
(Ni+1[k]−Ni[k])2

2∗
∑

Ni+1[k] , Ni[k]
is the number of beats in
the ith window of k seconds

3

NEP (Number of
extreme points)

NEP =
1

m−2

∑m−1
i=2 (1 −

unit[(rri − rri−1)(rri+1 − rri)])
1

Table 2
Time-domain measure for EDR(q) epoch sequence.
EDR(q) EDR(q) = [edr]qi=1 Feature count

Mean µedr =

∑
edri
q 1

Standard deviation σedr =

√∑
(edri−µedr )2

q 1

Table 3
Spectral-domain measures for HRV and EDR epoch sequences.
Spectral-domain measure Feature count

PSD/FFT points 64

an optimal classifier dependent on different types of problems.
With this principle in mind, the ROC was applied to present a
graphical plotting of the fraction of true positives vs. the fraction
of false positives for the proposed binary classification system. In
addition, the area under a ROC curve, AUC, represents the global
accuracy of a classifier varying between 1 (maximum accuracy)
and 0.50 (minimum).

Moreover, the features were ranked and selected using the
Discriminant Relevance (DR) method, a filter method whose prin-
ciples rely on computing the difference between the discrimina-
tory power of the model using all the features and the model with
all the features except that one that is under study. Mathemati-
cally, DR is defined as:

DRi =
AUC0 − AUCi

AUC0 −
1
2

(3)

In addition, the feature is only significant if ∆AUC cannot be
explained by randomness due to a finite sample. A hypothesis
test H0 is proposed to compare the equality of AUCs against the
alternative hypothesis of a positive difference:

H0 : AUCi = AUC0
H1 : AUCi < AUC0

}
(4)

where H0 is the null hypothesis and H1 is the alternative hy-
pothesis. The purpose of this method is to reject the H0 hypoth-
esis when the feature makes a significant contribution to the
model [26].

Finally, a statistical test to compare the two AUC models is
defined below [27]:

z =
AUC0 − AUCi√

SE2
0 + SE2

i + 2pSE0SEi
, (5)

where SE0 is the standard error of AUC0 and SEi is the standard
error of AUCi, and p is the correlation between the AUC0 and AUCi.

Thus, the algorithm for the feature selection is defined as
follows [26]:

Repeat 100 times:

1. sqrt(N) = 200 random sub-samples are selected as
training set and another 200 different samples are
randomly selected for validation

2. Classify using choose a classifier
3. ROC Curve and SE error calculated using all

variables
4. For every variable:

• ROC Curve AUCi and SEi calculated
• DRi using (3) and zi using (5)

5. Variable is significant if zi > 0.

3.6. Classification

To classify the extracted features, all the 17401 records ob-
tained from each minute of the ECG signals were labeled as 0
or 1 in the event of an apnea moment or a non-apnea moment,
respectively. These data were divided into three different vectors:
training vectors, testing vectors, and a validation vector. The k-
fold cross-evaluation method was used, with k = 10, aiming to
improve the training of the classifiers. For comparison with other
studies and to generate evaluation metrics, the sensitivity, speci-
ficity, and accuracy were calculated for the different classifiers.
These metrics are defined as follows:

sensitivity =
TP

TP + FN
(6)

specificity =
TN

TN + FP
(7)

accuracy =
TP + TN
P + N

(8)

where TP (True Positive) and TN (True Negative) refer to the
number of correctly detected apneic and normal moments, re-
spectively. Similarly, FP (False Positive) and FN (False Negative)
stand for the number of misidentified apneic and normal mo-
ments, respectively. In addition, P (Positive) and N (Negative)
represent the total number of epochs with or without apneic
moments, respectively. Hence, the sensitivity reflects the ability
to correctly detect sleep apnea moments, the specificity conveys
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Fig. 5. A standard multi-layer ANN structure with l layers of units.

the ability to distinguish the normal moments and accuracy refers
to the correct detection of sleep apnea and normal moments.

In the classification phase, nine classifiers such as Artificial
Neural Network (ANN), Support Vector Machine (SVM), Linear
Discriminant Analysis (LDA), Partial Least Squares Regression
(PLS), Regression Analysis (REG), Wiener–Hopf equation (Wiener-
Hopf), Augmented Naive Bayesian Classier (aNBC), Perceptron
Learning Algorithm (PLA), and Least Mean Square (LMS) were
implemented and its performance was comparatively evaluated.
First, a feed-forward back propagation neural network was im-
plemented.

Unlike the ANN and the SVM that were configured with spe-
cific parameters in our experiments, the other algorithms were
tested with the Octaves’ pre-defined parameters. Both ANN, and
SVM settings are detailed explained in the next sections.

3.6.1. Artificial Neural Network (ANN)
The ANN implemented in this project was configured with 20

input neurons (corresponding to 20 features extracted) or with
84 input neurons (corresponding to the extension of the study).
First, inputs where standardized and then, the maximum and
minimum were defined for each input. The activation function
used was the tansig function (hyperbolic tangent sigmoid transfer
function) as a transfer function between the input layer and the
hidden layer, and the purelin function (linear transfer function)
was used as a transfer function between the hidden layer and the
output layer. The tansig function is defined as

tansig(n) =
2

1 + e−2n − 1

and the purelin function is defined as

purelin(n) = n.

Fig. 5 presents a standard multi-layer ANN structure.

3.6.2. Support Vector Machine (SVM)
The SVM implemented with a Gaussian Radial Basis Function

(RBF) as a kernel. The RBF kernel is defined as

K (xi, xj) = e−γ ∥xi−xj∥2 , γ ≥ 0, (9)

in which γ determines the variance i.e. the similarity measure
between two points. A large value means a small variance (two
points are similar when they are close to each other). On the
contrary, a lower value means a large variance (two points are
similar even if are distant to each other).

In addition, the SVM was tuned in terms of soft margin,
namely the C parameter. The soft margin was introduced by
Cortes and Vapnik [28] in order to provide a better overall fit
model, due to its ability to ‘‘ignore’’ selected instances, for exam-
ple, those placed on the wrong side of the margin. In line with

this, the C parameter represents the soft margin cost function,
controlling the influence of each individual support vector. In this
study, the best result was achieved using a C equal to 512.

4. Results and discussion

This section presents comparisons of classification accuracy,
sensitivity, and specificity between the proposed method and
the benchmark methods. In line with this, two scenarios were
designed to evaluate the proposed system. First, 84 features ex-
tracted were used to train and simulate the system. Second,
feature selection was applied to the 84 features, dividing them
according to rank. All the implemented classifiers were trained
using 8507 records of features, with 2836 records used to mini-
mize over-fitting and 5671 records used to evaluate the perfor-
mance. The data provided to the classifiers for training and testing
were divided using the k-fold cross-validation method with k =

10.
The experiments were divided into two parts: one part regard-

ing the extraction and classification of features and another part
regarding its feature selection and classification. It was initially
extracted and classified 84 features which led to the best result
by the PLS of 63% of accuracy; the best specificity was of 99.23%
from the SVM, and the best sensitivity was of 68.36% by the PLA.

When then feature selection method was applied, as explained
in the classification section, all the different set of features were
classified, organized by the rank of the features and calculated
with the Discriminant Relevance. In addition, all set of features
were classified with the same classifiers. Tables 4 and 5 present
the performed tests and respective results. These results are im-
portant to understand the evolution of the classification, namely,
it should be noted that the sensitivity is mostly high. This sug-
gests the ability of the implemented algorithms to detect sleep
apnea moments. Moreover, related to the detection of non-apnea
moments was observed that the sensitivity is always constant
at some point, this is, sensitivity maintains a high score with
more or fewer features. Finally, the specificity is lower with more
features than with fewer features.

Then, it is clearly observed, that the best result is achieved by
the ANN, with 20 features, with an accuracy of 82.12%. Here it can
be seen that these features are more correlated with the detection
of sleep apnea and normal moments. It is seen that the best
sensitivity value is of 100% with 2 features but with a specificity
of 0%. The accuracy, in this case, is lower (62.24%), because the
specificity is 0. It is clearly seen that the best specificity, in a
balanced classification, is of 96.88% (LDA).

When the specificity increases, the classifiers tend to produce
lower sensitivity, in other words, it presents a reduced detection
of sleep apnea moments. As example, using 14 features, the LDA
had 96.88% of specificity but the sensitivity is of 3.31%.

The Figs. 6, 7, and 8 present the evolution of the different
parameters as the features were being removed and also compare
the different performance of the classifiers in terms of sensitivity,
specificity, and accuracy respectively.

Analyzing the results presented in the previous section, the
different classifiers present different behaviors, depending on the
number of features given to them to classify. For example, with
70 features the accuracy was of 75.18% by the SVM and with a
sensitivity of 86.79% and a specificity of 56.45%. However, with 44
features it was achieved an accuracy of 70.00% by the SVM, but
the sensitivity is of 91.33% and a specificity of 34.88%. Here it can
be seen that with different features different accuracy, specificity,
and sensitivity are different as well.

The training time varies between 2 h for the ANN and a single
minute for the LDA. On the contrary, the learning is achieved
faster; around 3 min, with the ANN. These results, however,
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Table 4
Results for the different set of features with comparison between
the classifiers.
Number of features Classifiers Accuracy Sensitivity Specificity

84

ANN 59.40% 96.43% 2.67%
SVM 61.61% 99.23% 0.87%
LDA 60.57% 98.56% 0.95%
PLS 63.00% 54.93% 65.24%
REG 62.14% 54.66% 64.59%
WienerHopf 58.43% 36.21% 61.06%
aNBC 62.12% 0% 62.12%
PLA 40.91% 38.64% 68.36%
LMS 56.92% 33.53% 60.96%

82

ANN 61.98% 99.75% 0.37%
SVM 74.46% 85.29% 56.52%
LDA 61.19% 98.66% 0.92%
PLS 63.88% 53.99% 66.93%
REG 64.00% 55.78% 66.37%
WienerHopf 60.15% 36.14% 62.16%
aNBC 61.28% 0% 61.28%
PLA 42.12% 38.62% 66.21%
LMS 61.01% 0% 61.01%

80

ANN 61.82% 99.94% 0.10%
SVM 74.09% 86.53% 54.12%
LDA 62.61% 98.88% 0.86%
PLS 63.90% 57.26% 65.79%
REG 64.70% 60.16% 65.71%
WienerHopf 53.51% 30.69% 59.59%
aNBC 61.47% 0% 61.47%
PLA 61.33% 0% 61.33%
LMS 43.59% 39.11% 65.83%

70

ANN 62.17% 99.58% 0.74%
SVM 75.18% 86.79% 56.45%
LDA 61.01% 98.57% 0.64%
PLS 62.89% 53.72% 65.66%
REG 64.65% 60.35% 65.75%
WienerHopf 59.29% 35.16% 61.76%
aNBC 60.91% 0% 60.91%
PLA 45.72% 38.57% 59.86%
LMS 59.87% 33.98% 61.36%

44

ANN 66.01% 91.17% 9.41%
SVM 70.00% 91.33% 34.88%
LDA 61.17% 98.44% 0.87%
PLS 62.40% 52.64% 64.03%
REG 62.24% 53.67% 63.39%
WienerHopf 49.48% 21.33% 57.43%
aNBC 38.86% 38.43% 66.00%
PLA 61.36% 36.84% 61.70%
LMS 57.06% 39.64% 61.23%

25

ANN 62.348% 99.97% 0%
SVM 70.84% 88.70% 41.78%
LDA 61.58% 97.92% 1.17%
PLS 61.28% 46.12% 63.26%
REG 61.28% 48.74% 62.85%
WienerHopf 61.15% 38.56% 62.13%
aNBC 37.67% 37.14% 65.71%
PLA 48.19% 38.57% 61.56%
LMS 51.47% 39.99% 62.00%

20

ANN 82.12% 88.41% 72.29%
SVM 70.94% 80.87% 54.94%
LDA 62.93% 83.98% 28.40%
PLS 64.49% 57.78% 66.05%
REG 65.13% 62.23% 65.65%
WienerHopf 64.05% 58.14% 65.27%
aNBC 41.20% 39.24% 79.21%
PLA 56.74% 44.58% 66.40%
LMS 44.72% 32.09% 58.46%

(continued on next page)

should be interpreted with caution because the training perfor-
mance is dependent on the platform and available computational
resources. The experiments were realized in a laptop featured
as follows: Manjaro OS, Intel Core i7-4702MQ CPU 2.20 GHz as
processor, and 6 GB of RAM.

Table 4 (continued).
Number of features Classifiers Accuracy Sensitivity Specificity

14

ANN 60.89% 97.13% 2.21%
SVM 62.68% 97.32% 5.63%
LDA 39.62% 3.31% 96.88%
PLS 61.21% 41.38% 61.31%
REG 60.99% 29.09% 61.24%
WienerHopf 60.12% 33.98% 61.89%
aNBC 39.37% 38.97% 64.44%
PLA 38.53% 38.53% 0%
LMS 59.17% 38.44% 61.86%

6

ANN 59.80% 89.40% 11.15%
SVM 65.92% 85.59% 34.37%
LDA 42.33% 16.46% 83.65%
PLS 61.75% 75% 61.74%
REG 60.73% 66.67% 60.73%
WienerHopf 61.65% 47.21% 62.26%
aNBC 38.95% 38.26% 67.15%
PLA 59.03% 32.57% 60.75%
LMS 61.72% 28.70% 62.35%

Table 5
Results for the different set of features with comparison between
the classifiers.
Number of features Classifiers Accuracy Sensitivity Specificity

2

ANN 62.24% 100% 0%
SVM 64.00% 72.15% 50.87
LDA 61.43% 94.77% 7.46%
PLS 61.92% 66.67% 61.92%
REG 61.51% 100% 61.49%
WienerHopf 60.56% 47.25% 61.32%
aNBC 62.07% 56.40% 62.71%
PLA 39.55% 38.08% 56.16%
LMS 39.27% 38.75% 71.43%

Fig. 6. Chart for comparison between the sensitivity results.

Fig. 7. Chart for comparison between the specificity results.

It is observable that the best classifier is the ANN using 20
features. So, these features, together, are more correlated and
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Fig. 8. Chart for comparison between the accuracy results.

more informative to the solution of the problem among all of the
features extracted. Besides that, it is clearly seen that different
classifiers have different results in the sensitivity and specificity
aspect.

The results presented in this paper are comparable with other
studies using the same database (PhysioNet ECG-Apnea
Database). This is important for understanding and validating
the methods used in this study and in the other studies. In a
study comparing the performances of different classifiers, the
best classifier was reported to be Bagging. REPTree, which had
an accuracy of 84.4% and a specificity of 85.9%. The best sensi-
tivity was achieved by the AdaBoost algorithm with a score of
87.03% [25].

Moreover, [29] extracted only four features and achieved a
sensitivity of 72.47% with AdaBoost, a specificity of 83.29% and
an accuracy of 85.07%.

In one study using the ELM classifier [30], the results achieved
were as follows: an accuracy of 87.71%, a specificity of 91.7% and
a sensitivity of 81.3%. Despite the good results, the sensitivity is a
little lower than in other studies and the correct detection of sleep
apnea moments should be a priority. If a moment is misclassified
it can be corrected and it is not a serious hazard. However,
a sleep apnea moment misclassified can be health and/or life
jeopardizing, and therefore, sensitivity is much more important
than specificity.

In a real-time monitoring scenario [31], good results were
achieved with a sensitivity of 96%; however, a PSG device was
used on the study to support all the participants on the study.

In [32], two classifiers were developed to solve this problem,
Linear Discriminant (LD) and Quadratic Discriminant (QD). These
classifiers were tested using three different methods, including
no optimization, feature selection, and co-variance regularization.
The results were interesting. With no optimization, QD achieved
the best specificity, 94.6%, and LD achieved the best sensitivity
(94%). The best accuracy, as expected, was achieved by the feature
selection (93.2% with QD). However, the test with no optimization
achieved better sensitivity.

In [33], the use of Lomb Periodogram showed good results
with an accuracy of 92.1%, a specificity of 90.1% and sensitivity
of 94.3%.

In study [34], LogitBoost was first time implemented to detect
sleep apnea and the use of wavelet to extract features. The
proposed method achieved a result of 84.4% accuracy, 90.38% of
sensitivity and 74.84% of specificity.

At [35], the method used using Gabor filters and LS-SVM
achieved an overall accuracy of 93.31%, a sensitivity of 93.05% and
a specificity of 93.46%.

Table 6
A comparative table with the state of art.
Study Accuracy Sensitivity Specificity

[28] 84.40% 87.30% 85.90%
[29] 85.07% 72.47% 83.29%
[30] 87.71% 81.30% 91.70%
[31] – 96.00% –
[32] 93.20% 94.00% 94.60%
[33] 92.10% 94.30% 90.10%
[34] 84.40% 90.38% 74.44%
[35] 93.31% 93.50% 93.46%
[36] 87.50% – –
[37] 80.00% 60.00% 100.00%
[38] 97.80% – –

This study 82.12% 88.41% 72.29%

In study [36], the combination of feature selection and neuro-
fuzzy achieved an accuracy of 87.5%. There is no information
regarding sensitivity and specificity.

At study [37], using a database collection of Department of
Neurology of Amrita Institute of Medical Sciences, Kochi, and
using the SVM as a classifier the best accuracy was of 80%, with
a sensitivity of 60% and a specificity of 100%.

Finally, in [38], using the same database, a recurrent neural
network without feature selection, the final result achieved a
97.80% of accuracy.

The Table 6, compares the results of the state of the art with
the presented study.

The proposed system obtained an accuracy of 82.12%, a speci-
ficity of 72.29%, and sensitivity of 88.41%. Our experiments re-
vealed that the sensitivity/specificity ratio is high which means
that the detection of either normal or sleep apnea moments is
precise. The higher sensitivity supports the approach taken in this
study.

5. Conclusions and open issues

The ultimate goal of this research work is to provide an
overview of the importance of features in order to detect sleep
apnea events; based on the ECG signal, as an alternative to the
classical PSG approach. Each set of features, based in its rank, are
applied to compare the effectiveness and efficiency of different
classifiers.

Extensive experiments have demonstrated that different fea-
tures meet different significance in the system performance and,
as a consequence, different classifiers induce to different be-
haviors in solving the same problem when presented different
features.

In addition, as evidenced in our experiments, an adequate
feature selection may lead to an increase in the classifiers’ ac-
curacy. Therefore, the proposed system evidenced its suitability,
feasibility, and accuracy on the detection of sleep apnea using the
ECG signal. In this study, the accuracy of 82.12%, with a sensitivity
of 88.41% and a specificity of 72.29% were obtained through an
ANN with 20 features. In addition, our study is contradictory with
the literature in terms of the adequate combination of features,
due to the fact that some of the selected features were not
considered in previous studies (e.g. the spectral-domain measure
for both EDR, and HRV signals).

The models trained in this study evidenced that it is possible
to support the clinical decision-making based in a single signal,
namely the ECG, in the context of sleep apnea detection.

Finally, complementary studies should be addressed in or-
der to enhance the proposed system including the classifiers’
performance, and the use of different features and methods.
On the one hand, prospective investigations could be conducted
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not only in larger datasets, but also evaluating additional clas-
sifiers as the Recurrent Neural Networks. On the other hand, it
is timely and pertinent to further research on a benchmark on
the balance between the computational burden (of signal pre-
processing, feature extraction, and selection) and the outcome
performance.
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