
UNIVERSIDADE DA BEIRA INTERIOR
Engenharia

Geometric Algorithms for Cavity Detection on
Protein Surfaces

Tiago Miguel Carrola Simões

Tese para obtenção do Grau de Doutor em
Engenharia Informática

(3º ciclo de estudos)

Orientador: Prof. Doutor Abel João Padrão Gomes

Covilhã, Junho de 2019



Geometric Algorithms for Cavity Detection on Protein Surfaces

ii



Geometric Algorithms for Cavity Detection on Protein Surfaces

To my lovely family

iii



Geometric Algorithms for Cavity Detection on Protein Surfaces

iv



This doctoral thesis was developed at Instituto de Telecomunicações, MediaLab, Uni-

versidade da Beira Interior and supported by the Portuguese research council, Fundação
para a Ciência e a Tecnologia, through the grant contract SFRH/BD/99813/2014 under

the programme QREN POPH − Type 4.1 − Advanced Training, co-funded by the Euro-
pean Social Fund and by national funds from the Portuguese Ministry for Education and

Science (Ministério da Educação e Ciência).

v



vi



Acknowledgements

This thesis would not have been possible without the support and collaboration of sev-

eral people and entities.

First, my deepest thanks to my advisor, professor Abel Gomes, without his guidance,
support, expertises, and research insights this thesis would not have been possible.

Professor Abel Gomes is the example of personal, scientific, and professional qualities
that I inspire to be throughout my life.

Second, I would also like to thank for all the support given by Instituto de Telecomu-
nicações, University of Beira Interior, the Portuguese research council, Fundação para

a Ciência e a Tecnologia, through the grant contract SFRH/BD/99813/2014 under the
programme QREN POPH − Type 4.1 − Advanced Training, co-funded by the European So-

cial Fund and by national funds from the Portuguese Ministry for Education and Science
(Ministério da Educação e Ciência). Without the opportunity given by these entities,

this thesis would also not have been possible.

Third, to my family, in particular to my grandmother that passed away while I was

concluding this thesis, for all the years of love, thank you grandma. Wherever you
are, grandpa is sure to be with you. I would also like to thank to my parents, brother,

parents-in-law, brother-in-law, grandparents-in-law, and all my closest friends (Ricardo
Graça, Catarina Morais, and Ricardo Venâncio). They have always encouraged me to

follow my dreams. Additionally, a warm thank you to my father-in-law that passed away
before the start of this thesis.

Last but not least, to my wife Ana. There are no words to describe her, she will always be

the light of my path, thank you for never giving up on me. During the long hours of work
her immeasurable patience and unconditional support made possible the conclusion of

this thesis.

vii



viii



Resumo

Estruturas macromoleculares tais como as proteínas potencializam processos ou funções

celulares. Estas funções resultam das interações entre proteínas e peptídeos, sub-
stratos catalíticos, nucleótideos, ou até mesmo substâncias químicas produzidas pelo

homem. Assim, há vários tipos de interacções: proteína-ligante, proteína-proteína,
proteína-DNA e assim por diante. Além disso, estas interações geralmente ocorrem em

regiões conhecidas como locais de ligação (binding sites, do inglês) e só acontecem sob
condições de complementaridade química e de forma. É também importante referir que

uma proteína pode ser estruturada em quatro níveis. A estrutura primária que consiste
em sequências de aminoácidos (ou cadeias), a estrutura secundária que compreende

essencialmente por hélices α e folhas β, que são subsequências (ou subdomínios) dos

aminoácidos da estrutura primária, a estrutura terciária que resulta da composição de
subdomínios em domínios, que por sua vez representa a forma geométrica da proteína,

e por fim a estrutura quaternária que é o resultado da agregação de duas ou mais es-
truturas terciárias. Este último nível estrutural é frequentemente conhecido por um

complexo proteico.

Esta tese enquadra-se no âmbito da conceção de fármacos baseados em estrutura e no
acoplamento de proteínas. Mais especificamente, aborda-se o problema fundamental

da deteção e identificação de cavidades que são frequentemente vistos como possíveis
locais de ligação (putative binding sites, do inglês) para os seus ligantes (ligands, do

inglês). De forma geral, os algoritmos de identificação de cavidades dividem-se em três
categorias principais: baseados em energia, geometria ou evolução. Os métodos evolu-

tivos baseiam-se em estimativas de conservação das sequências evolucionárias. Isto é,
estes métodos permitem detectar locais funcionais através do cálculo da conservação

evolutiva das posições dos aminoácidos das proteínas. Em relação aos métodos basea-
dos em energia estes baseiam-se no cálculo das energias de interação entre átomos

da proteína e do ligante. Por fim, os algoritmos geométricos baseiam-se na análise da
forma geométrica da proteína para identificar cavidades. Esta tese foca-se nos métodos

geométricos.

Apresentamos nesta tese três novos algoritmos geométricos para detecção de cavidades

em proteínas. A principal contribuição desta tese está no uso de técnicas de computação
gráfica na análise e reconhecimento de cavidades em proteínas, muito no espírito da

modelação e visualização molecular. Como pode ser visto mais à frente, estas técnicas
incluem o field-of-view (FoV), voxel ray casting, back-face culling, funções de diâmetro

de forma, a teoria de Morse, e os pontos críticos. A ideia principal é segmentar a
proteína, à semelhança do que acontece na segmentação de malhas em computação

gráfica. Na prática, os algoritmos de detecção de cavidades não são nada mais que
algoritmos de segmentação de proteínas.
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Abstract

Macromolecular structures such as proteins heavily empower cellular processes or func-
tions. These biological functions result from interactions between proteins and pep-

tides, catalytic substrates, nucleotides or even human-made chemicals. Thus, sev-
eral interactions can be distinguished: protein-ligand, protein-protein, protein-DNA,

and so on. Furthermore, those interactions only happen under chemical- and shape-
complementarity conditions, and usually take place in regions known as binding sites.

Typically, a protein consists of four structural levels. The primary structure of a protein
is made up of its amino acid sequences (or chains). Its secondary structure essentially

comprises α-helices and β-sheets, which are sub-sequences (or sub-domains) of amino
acids of the primary structure. Its tertiary structure results from the composition of

sub-domains into domains, which represent the geometric shape of the protein. Fi-
nally, the quaternary structure of a protein results from the aggregate of two or more

tertiary structures, usually known as a protein complex.

This thesis fits in the scope of structure-based drug design and protein docking. Specif-

ically, one addresses the fundamental problem of detecting and identifying protein
cavities, which are often seen as tentative binding sites for ligands in protein-ligand

interactions. In general, cavity prediction algorithms split into three main categories:
energy-based, geometry-based, and evolution-based. Evolutionary methods build upon

evolutionary sequence conservation estimates; that is, these methods allow us to de-
tect functional sites through the computation of the evolutionary conservation of the

positions of amino acids in proteins. Energy-based methods build upon the computation
of interaction energies between protein and ligand atoms. In turn, geometry-based al-

gorithms build upon the analysis of the geometric shape of the protein (i.e., its tertiary
structure) to identify cavities. This thesis focuses on geometric methods.

We introduce here three new geometric-based algorithms for protein cavity detection.
The main contribution of this thesis lies in the use of computer graphics techniques

in the analysis and recognition of cavities in proteins, much in the spirit of molecular
graphics and modeling. As seen further ahead, these techniques include field-of-view

(FoV), voxel ray casting, back-face culling, shape diameter functions, Morse theory,
and critical points. The leading idea is to come up with protein shape segmentation,

much like we commonly do in mesh segmentation in computer graphics. In practice,
protein cavity algorithms are nothing more than segmentation algorithms designed for

proteins.
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Resumo Alargado

Esta tese enquadra-se no âmbito da modelação e visualização molecular, abrangendo

tópicos de computação geométrica, computação gráfica, e visualização aplicada à de-
tecção e reconhecimento de cavidades. A deteção e a identificação de cavidades é um

passo essencial na docagem em proteínas e na conceção de fármacos baseada em es-
trutura. Essencialmente, a detecção e o reconhecimento de cavidades em proteínas é

um problema que envolve a segmentação da superfície da proteína (ou o seu envelope)
em regiões concernentes a cavidades e seu complemento.

Enquadramento da Tese

As proteínas desempenham um papel fundamental nas funções bioquímicas dos organis-

mos vivos. As proteínas interagem com outras entidades na célula, em particular, com

entidades tais como os ácidos nucleicos (por exemplo, o DNA), peptídeos, substratos
catalíticos e produtos químicos fabricados pelo homem. Portanto, existem diferentes

locais nas superficies das proteínas onde interações proteína-ligante, proteína-proteína,
proteína-DNA podem ocorrer.

Esta tese foca-se nas interações entre proteínas e os seus ligantes; mais especifica-

mente, é de interesse identificar os locais de ligação das proteínas onde os ligantes
supostamente se ligam. Em termos gerais, isto é o que se encontra por detrás do desafio

da conceção de fármacos baseada em estrutura e na docagem em proteínas. Isto visa
não só a identificação dos locais onde pequenas moléculas podem acoplar mas também

na avaliação do impacto que os ligantes poderão ter na função da proteína.

A compreensão do processo de ligação proteína-ligante teve progressos significativos

desde a formulação da hipótese “fechadura-e-chave” em 1984 por Hermann Fischer.
Este sugeriu que a ligação de um substrato a uma enzima é análoga à inserção de uma

chave numa fechadura. Este modelo de complementaridade da forma rígida (também
chamado de complementaridade geométrica) entre um ligante e um receptor evoluiu

desde então no sentido de considerar a flexibilidade do receptor e do ligante. Após
isto, modelos mais dinâmicos de ligação surgiram, como por exemplo, o modelo de

zipper, o modelo de ajuste induzido (induced-fit model, do inglês) e o modelo de se-
leção conformacional (conformational-selection model, do inglês) (ver [FW08] para uma

análise mais detalhada). Contudo foi observado por Kahraman et al. [KMLT07] que a
complementaridade da forma é um requisito necessário mas não suficiente no acopla-

mento do ligante. O acoplamento molecular também depende da complementaridade
físico-química, que têm que ver com, por exemplo, com as interações eletrostáticas, as

ligações de hidrogénio, hidrofóbicas e também das interações mediadas por solventes
entre o ligante e a proteína.
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Um requisito importante para desenhar novos métodos de deteção de cavidades em
proteínas é concordar com uma definição do que é realmente uma cavidade. Como

discutido por [SLD+17], não existe um consenso na definição de cavidade. No entanto,
nesta tese iremos utilizar a definição apresentada por Simões et al. [SLD+17]: “Uma

cavidade é um componente conexo do espaço complementar da proteína dentro do
seu invólucro convexo”. Esta definição geral enfatiza a tridimensionalidade de uma

cavidade. Uma cavidade de uma proteína é também frequentemente chamada de local
de ligação putativo ou possível (putative binding site, do inglês). Contudo, um local de

ligação é definido como um local funcional para o qual se conhece um ligante, ao passo
que, uma cavidade pode não corresponder necessariamente a um local de ligação.

Em geral, os métodos de detecção de cavidades podem ser divididos em três categorias

principais: métodos energéticos, evolutivos e geométricos [NSG12]. É conhecido que
o desempenho destas três categorias de métodos é muito semelhante em termos de

acuidade (accuracy, do inglês). No entanto, os algoritmos baseados em geometria são
conhecidos por serem mais rápidos do que aqueles baseados em energia e em evolução,

com a vantagem de serem mais robustos face a variações estruturais ou à falta de
átomos / resíduos da proteína considerada [SSE+10]. É também importante notar que

os métodos evolutivos dependem do número de sequências disponíveis e da qualidade

da ferramenta de alinhamento. Sendo assim, esta tese concentra-se nos algoritmos
baseados em geometria.

Descrição do Problema

Os algoritmos de deteção de cavidades baseados em geometria abrangem uma variedade

de técnicas, incluindo o particionamento da bounding box que encapsula a proteína, a
colocação de esferas no espaço vazio da proteína e a utilização de triangulações de

Delaunay e esferas α [SSE+10, KKL+16, SLD+17].

Os problemas principais destes métodos são a acuidade (accuracy, do inglês) e o de-
sempenho. Nesta tese, abordamos principalmente a problemática relacionada com a

acuidade (accuracy, do inglês), embora, o desempenho, que se relaciona com o tempo
de execução dos métodos, seja também uma questão crítica que deverá ser analisada

futuramente. Por ora, o nosso entendimento é que o problema do desempenho pode

ser resolvido recorrendo à computação baseada em GPU. Acontece que nenhuma com-
putação baseada em GPU foi usada para desenhar e implementar os métodos descritos

nesta tese, de maneira que, não existe a necessidade colocar a ênfase no desempenho
e na velocidade de execução.

A acuidade (accuracy, do inglês) tem muito a ver com os quatro problemas abaixo de-

scritos, sendo estes extensivamente discutidos no survey do segundo capítulo desta
tese:
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• Localização de cavidades assistidas pelo utilizador. Este problema poderá surgir
em qualquer categoria de métodos. Aparece tipicamente quando é solicitado ao

utilizador, de forma interativa, a localização aproximada de uma cavidade na
proteína. Cabe ao método determinar a extensão da mesma.

• Sensibilidade ao espaçamento da grelha. O valor do espaçamento é um parâmetro

crucial em métodos baseados em grelha, ou qualquer outro método que aproveita
a grelha para particionar a bounding box onde a proteína se encontra. É de notar,

que ao variar o espaçamento podemos obter um número distinto de cavidades.
Esta questão é bastante difícil de controlar, no sentido de que não é fácil encontrar

um compromisso entre acuidade (accuracy, do inglês) e desempenho.

• Ambiguidade na definição das entradas e saídas das cavidades. Esta ambigu-

idade é definida como um problema geral uma vez que poderá surgir em qualquer
método. Tendo em conta que existe a necessidade de saber onde uma cavidade

começa e termina, este problema é essencialmente relacionado com a incapaci-
dade do método de delimitar a região referente às entradas e saídas de cada

cavidade.

• Sensibilidade à orientação da proteína. O problema surge em métodos que resul-
tam da gridificação ou particionamento do espaço que envolve a proteína. Como

é mostrado no segundo capítulo, métodos baseados em grelha são dependentes
da rotação da proteína, a menos que ferramentas adicionais sejam utilizadas (por

exemplo, o invólucro convexo). Esta questão relaciona-se com a anterior, porque

a sensibilidade à orientação da proteína pode ser superada através da colocação
de tampões nas entradas e saídas das cavidades.

Por fim, é importante notar que em termos de acuidade (accuracy, do inglês) a grande
maioria dos métodos propostos ao longo dos anos continuam a apresentar taxas de

sucesso relativamente baixas na detecção de cavidades em proteínas. Contudo, estes
métodos são ferramentas fundamentais na descoberta de novos locais de ligação em

proteínas. Isto é, cavidades para as quais não existem fármacos às quais se liguem.

Hipótese de Investigação

Esta tese visa introduzir técnicas geométricas da computação gráfica no campo de mod-

elação molecular, em particular, desenvolver algoritmos geométricos para detectar
cavidades em proteínas que sejam mais precisos do que aqueles existentes na literatura.

É importante mencionar que à parte daqueles problemas específicos identificados na
secção anterior, os problemas de longo prazo dos métodos de detecção de cavidades

são a acuidade (accuracy, do inglês) e o desempenho. No presente trabalho de doutora-
mento, o principal objectivo é encontrar formas de melhorar a acuidade (accuracy, do
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inglês) dos métodos sem perder desempenho de forma notória. Assim sendo, este tra-
balho é sustentado por uma revisão cuidadosa da literatura (o segundo capítulo desta

tese), com uma compreensão aprofundada da natureza de cada método geométrico, dos
seus pontos fortes e das sua fraquezas. Esta revisão da literatura levou o candidato a es-

tudar ferramentas de segmentação em computação gráfica e computação geométrica,
por forma a encontrar a inspiração e o discernimento necessários à resolução dos prob-

lemas anteriormente mencionados.

Neste pressuposto, o presente trabalho de investigação levou à seguinte hipótese de
investigação (thesis statement, do inglês):

É possível desenhar métodos de deteção de cavidades que sejam mais precisos

do que aqueles do estado da arte através de conceitos geométricos, de-

scritores de forma, e técnicas tradicionalmente utilizadas em computação

gráfica.

Nesta tese, pretende-se explorar a formulação matemática da superfície (molecular)

Gaussiana, descritores de forma como a função de diâmetro de forma (SDF) [SSCO08],
análise espetral (os valores próprios e a teoria de Morse) e outros conceitos semelhantes

para detetar cavidades em proteínas. Para além disto, pretende-se também estudar os
fatores não geométricos que determinam a acuidade (accuracy, do inglês) global dos

métodos de deteção de cavidades em proteínas.

Plano de Investigação

Seguindo a hipótese de investigação anterior, o plano de investigação que sustenta esta
tese de doutoramento foi organizada nas seguintes tarefas:

• Revisão da literatura. A primeira tarefa a ser completada durante o programa

de doutoramento foi a escrita de um survey sobre métodos de deteção de cavi-
dades em proteínas. Esta foi uma tarefa fundamental na tomada de consciência

relativamente aos problemas existentes na deteção de cavidades em proteínas.

• Teste, comparação e validação. Esta tarefa teve como objetivo comparar e avaliar

a acuidade (accuracy, do inglês) dos algoritmos de deteção de cavidades que se
encontram publicamente disponíveis. Como será visto mais à frente, esta tarefa

é transversal a todo o trabalho de investigação que conduziu ao desenho e à im-
plementação dos métodos propostos nesta tese. Esta tarefa originou também a

construção de uma ferramenta de análise comparativa denominada de CavBench
(ver Secção 1.6). Esta ferramenta permite comparar métodos de deteção de cavi-

dades relativamente a um conjunto de locais de ligação conhecidos (ground-truth

dataset of binding sites, do inglês).
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• Um método de grelha e superfí cie para detectar cavidades através de ferramentas

e técnicas de computação gráfica. Esta tarefa originou “um método de deteção

de cavidades chamado CavVis que combina a voxelização e a formulação anal-
ítica da superfície Gaussiana. Este método baseia-se na visibilidade dos pontos

da superfície molecular para encontrar cavidades. Especificamente, o critério de
visibilidade combina três conceitos da computação gráfica, o field-of-view (FOV)

de cada ponto da superfície, o voxel ray casting e o back-face culling”. (Baseado
no resumo do artigo do Capí tulo 3).

• Um método de superfí cie para detetar cavidades utilizando uma segmentação

baseada na SDF. Nesta tarefa abordou-se o problema de encontrar cavidades nas
superficies das proteínas como um problema de segmentação de malha como é

usual em computação gráfica. Com esta técnica, a superfície da proteína foi seg-
mentada utilizando “o conceito de shape diameter function (SDF). A SDF é uma

função escalar que mede o diâmetro do volume interior de uma superfície fechada
na vizinhança de cada um dos seus pontos. Curiosamente, quando aplicada a su-

perfícies Gaussianas, que são modeladas pela soma das funções Gaussianas pos-
itivas, a SDF acaba por medir o diâmetro do volume exterior da região externa

da proteína, a partir do qual podemos inferir a localização e a extensão das cavi-
dades. Ao contrário de outros métodos de deteção de cavidades em proteínas,

a SDF é independente da posição da proteína, apresentando valores distintos em
diferentes cavidades, permitindo assim identificar cavidades através do agrupa-

mento (clustering, do inglês) de valores SDF semelhantes”. (Baseado no resumo
do artigo do Capítulo 4).

• Um método de grelha para detetar cavidades utilizando a análise espetral como

é usual em computação gráfica. Esta tarefa levou à construção de um novo al-

goritmo de deteção de cavidades designado por CavSeeker. Foi desenvolvido a
partir da ideia chave que “as cavidade estão localizadas em torno de pontos críti-

cos específicos do campo de densidade eletrónica da proteína. Basicamente, o
CavSeeker encontra aqueles vóxeis que são transversais a duas isosuperfícies do

campo de densidade eletrónica da proteína, entre as quais se podem encontrar
os pontos críticos e as cavidades correspondentes.” (Baseado no resumo do artigo

do Capí tulo 5). É importante também lembrar que na análise espetral, os pontos
críticos são aqueles pontos do campo escalar onde a função da primeira derivada

é nula ou não definida. Em particular, as cavidades correspondem às localizações
dos pontos de sela e dos mínimos, que por sua vez são determinados através dos

valores próprios da matriz Hessiana.

• Escrita da tese. A presente tese é constituída por artigos científicos. Tais artigos
correspondem ao segundo, terceiro, quarto e quinto capítulos. A tese também

inclui um capítulo introdutório, bem como um capítulo final onde se apresentam
as principais conclusões e sugestões para trabalho futuro.
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Como observação final, é importante mencionar que esta tese foca-se na resolução de
problemas relacionados com a acuidade (accuracy, do inglês) na deteção de cavidades

em proteínas. Os problemas de desempenho não foram considerados tão relevantes
quanto aqueles relacionados com a acuidade (accuracy, do inglês).

Principais Contribuições

As principais contribuições do trabalho de investigação que sustenta esta tese de doutora-
mento resultaram da necessidade de satisfazer a hipótese de investigação descrita an-

teriormente. As contribuições científicas são as seguintes:

• Descritores de forma. Como se verá ao longo da tese, o recurso a descritores
de forma e técnicas de segmentação de malhas utilizados em computação gráfica

para realizar a segmentação de proteínas em cavidades e seu complemento acaba
por ser razoável e viável. Aparentemente, esta é uma linha de investigação para

explorar ainda mais no futuro.

• Aglomeração. A acuidade (accuracy, do inglês) dos métodos baseados em com-
putação gráfica tende a aumentar significativamente se estes incorporarem téc-

nicas de aglomeração adequadas na formação das cavidades. Portanto, parece

óbvio que a utilização de técnicas de aprendizagem automática para ajudar a de-
linear melhor os aglomerados ou agrupamentos (i.e., cavidades) é uma possível

avenida de investigação a perseguir no futuro.

• Filtragem. A acuidade (accuracy, do inglês) dos métodos mencionados anterior-
mente aumenta se estes aproveitarem técnicas de filtragem baseadas em volume,

descartando cavidades pequenas onde os ligantes não conseguem entrar. Parece
também claro que é necessário investigar novas técnicas de filtragem para além

daquelas baseadas no volume das cavidades.

De forma resumida, conseguimos agora ter uma compreensão melhor de que existe um
longo caminho a percorrer para criar métodos de segmentação de proteínas que tirem

partido da panóplia de técnicas de segmentação propostas no âmbito da computação
gráfica nos últimos vintes anos. Caso contrário, será bastante difícil atingir taxas de

acuidade (accuracy, do inglês) superiores a 90% na detecção de cavidades em proteínas.
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Organização da Tese

Esta tese de doutoramento está organizada da seguinte forma:

Capítulo 1: Este capítulo fornece a síntese do trabalho de investigação que levou à
criação da presente tese de doutoramento, incluindo a motivação, a descrição do prob-

lema, a hipótese de investigação, o plano de investigação, e a organização da tese.
Adicionalmente, são também apresentadas as principais contribuições e as publicações
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resultantes do plano de investigação referente ao programa de doutoramento, bem
como algumas pistas para trabalho futuro.

Capítulo 2: Este capítulo revê os métodos geométricos para a detecção de cavidades

em proteínas. Esta revisão da literatura baseia-se na definição matemática do que é
uma cavidade, bem como numa taxinomia de cavidades em proteínas. Em seguida, as

diferentes famílias ou categorias de métodos são abordadas e discutidas. Em concreto,
são discutidas aqueles problemas relacionados com a localização de cavidades assistidas

pelo utilizador, sensibilidade ao espaçamento da grelha, ambiguidade na definição das
entradas e saídas das cavidades, e ainda a sensibilidade à orientação da proteína.

Capí tulo 3: Este capítulo descreve um novo método baseado em grelha-e-superfície
chamado CavVis. Este método utiliza conceitos e técnicas da computação gráfica como

field-of-view, o voxel ray casting, e o back-face culling, em conjunção com a formu-
lação analítica da superfície molecular Gaussiana para prever a localização das cavi-

dades (ou locais putativos de ligação) em proteínas.

Capí tulo 4: Este capítulo propõe um novo método baseado em superfície, chamado
CavShape. Este introduz um descritor de forma designado por multivariate shape di-

ameter function (mSDF), que é uma variante do descritor de forma SDF utilizado na

esqueletização e segmentação de malhas no âmbito da computação gráfica [SSCO08].
O mSDF é utilizado para encontrar as cavidades em proteínas, ou seja, segmentar a

proteína em cavidades e seu complemento.

Capí tulo 5: Este capítulo apresenta um novo método de grelha chamado CavSeeker.
Este método baseia-se na análise de valores próprios para determinar os mínimos e

os pontos de sela (saddle, do inglês) do campo escalar Gaussiano da proteína. Tais
pontos críticos indicam a localização das cavidades no exterior da proteína. De certa

forma, é possível afirmar que este método tira partido da teoria de Morse em geometria
diferencial.

Capí tulo 6: O capítulo final desta tese de doutoramento reforça as principais con-
tribuições desta tese, as conclusões mais relevantes e aponta algumas sugestões para

trabalho futuro.

Conclusões Finais e Trabalho Futuro

Esta tese enquadra-se no âmbito da docagem em proteínas e na conceção de fármacos
baseada na estrutura. Em termos mais específicos, o seu trabalho de investigação sub-

jacente focou-se em métodos de deteção de cavidades de proteínas. A sua principal
contribuição científica está no uso de descritores de forma — comummente utilizados

em computação — no contexto da modelação e visualização molecular, aqui especifica-
mente aplicados à deteção de cavidades de proteínas.
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Contexto de Investigação

As proteínas desempenham um papel importante no funcionamento dos organismos vivos
devido às suas interações com outras moléculas. Este papel está relacionado com a

hipótese “fechadura-e-chave”, formulada em 1984 por Hermann Fischer, ou seja, a
complementaridade geométrica entre uma proteína receptora e um ligante. O trabalho

de investigação descrito nesta tese tem muito a ver com a deteção das “fechaduras”
das proteínas, às quais chamamos de cavidades (ou locais putativos de ligação), e não

tanto com as “chaves” (ou ligantes).

Esta tese foca-se no desenho e desenvolvimento de novos métodos geométricos de de-

tecção de cavidades em proteínas, para o que se teve em consideração o seguinte:

• Descritores de forma. Como é usual em segmentação de objectos 3D no âmbito da
computação gráfica, as segmentações de proteínas propostas nesta tese baseiam-

se em descritores de forma. Por exemplo, o método CavShape (veja-se Capítulo 4)
baseia-se na multivariate shape diameter function (mSDF) para realizar a segmen-

tação da superfície molecular.

• Aglomeração. Como é descrito nesta tese, o agrupamento dos elementos (por
exemplo, triângulos) de uma cavidade é uma tarefa fundamental nos métodos de

detecção de cavidades em proteínas. Normalmente, utilizam-se critérios basea-
dos na proximidade para agrupar tais elementos em cavidades.

• Filtragem. A maioria dos métodos de detecção de cavidades tendem a produzir
um número excessivo de cavidades. No entanto, é sabido que alguns deles con-

sideram apenas as três cavidades maiores no processo de detecção. Isto é, as

cavidades mais pequenas são habitualmente descartadas na fase final do método
de detecção.

No seu todo, este trabalho de investigação foi elaborado de forma a que se consiga

chegar a métodos de detecção de cavidades mais precisos do que os existentes no es-
tado atual da arte, ainda que garantindo que não exista uma perda perceptível de

desempenho.

Questões de Investigação

Para validar a hipótese de investigação, várias questões de investigação tiveram de ser
respondidas:

• É possível de forma precisa detetar e delimitar cavidades em proteínas utilizando

conceitos da computação gráfica (por exemplo, o field-of-view) sem usar de-

scritores de forma?

O método CavVis não utiliza descritores de forma para segmentar a proteína em
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cavidades. No entanto, a sua acuidade (accuracy, do inglês) é mais elevada ou
comparável a outros métodos analisados nesta tese (ver Capítulo 3). É importante

lembrar que o método CavVis combina três ferramentas e conceitos importantes
utilizados em computação gráfica, nomeadamente: o field-of-view (FoV), o voxel

ray casting e, por fim, o back-face culling.

• É possível de forma precisa detetar e delimitar cavidades em proteínas utilizando

descritores de forma?

Ambos os métodos descritos nos Capí tulos 4 (CavShape) e 5 (CavSeeker) utilizam

descritores de forma para determinar a localização das cavidades. O método
CavShape utiliza um descritor de forma chamado multivariate shape diameter

function (mSDF) para encontrar cavidades, enquanto que o método CavSeeker
utiliza outro descritor de forma baseado na análise dos valores próprios. Especifi-

camente, as cavidades encontradas pelo CavSeeker correspondem às localizações
dos mínimos e dos pontos de sela (saddle, do inglês) do campo escalar de densi-

dade eletrónica (electron density scalar field, do inglês) da proteína.

Posto isto, a hipótese de investigação é aqui positivamente validada. Em particular,

chegou-se à conclusão que é bastante promissor desenhar algoritmos precisos de de-
tecção de cavidades utilizando descritores de forma do âmbito da computação gráfica.

Para além disso, a principal contribuição desta tese é muito provavelmente a utilização
de descritores de forma para segmentar proteínas.

Limitações e Trabalho Futuro

Olhando para o trabalho de investigação já realizado durante o programa de doutora-
mento, pode-se antever três linhas de investigação a seguir no futuro.

Primeiro, a acuidade (accuracy, do inglês) dos métodos de detecção de cavidades está
longe de ser um problema resolvido, uma vez que esta ainda se encontra abaixo dos

90%. Portanto, é necessário investigar outros tipos de descritores de forma que sejam
capazes de atingir valores de acuidade (accuracy, do inglês) mais elevados.

Segundo, a velocidade dos métodos de detecção de cavidades ainda é relativamente

lenta se se utilizar o modelo de computação sequencial (single-thread) para processar

um número de átomos superior a algumas dezenas de milhares. Este fenómeno é par-
ticularmente perceptível quando é utilizada a soma das funções Gaussianas ou outras

funções semelhantes. Por outras palavras, a velocidade do método é dependente da for-
mulação matemática da superfície da proteína. Sendo assim, a questão que se coloca é

se existe ou não uma formulação matemática alternativa para superfícies moleculares.

Por fim, os métodos actuais baseados em geometria são essencialmente estáticos, isto é,
apenas consideram uma configuração da proteína no processo de detecção de cavidades.

Uma tendência actual no âmbito da modelação e visualização molecular é o desenho e
implementação de métodos de deteção que têm em consideração a geometria dinâmica
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(e topologia) das proteínas e das suas cavidades; por exemplo, uma cavidade ôca interna
pode evoluir para uma cavidade de superfície exposta ao exterior e vice-versa.
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Chapter 1

Introduction

This thesis fits in the scope of molecular graphics and modeling, spanning topics from

geometric computing, computer graphics, and visualization applied to protein cavity
detection and recognition. The discovery and identification of cavities in proteins is an

essential step in protein docking and structure-based drug design. Essentially, protein
cavity detection and recognition is a problem whose solution involves the segmentation

of a protein surface (or its envelope) into cavity regions and their complement.

1.1 Motivation

Proteins play a fundamental role in the biochemical functions of most living organisms.

Proteins interact with other entities in the cell, particularly with macro-entities like
nucleic acid molecules (e.g., DNA), peptides, catalytic substrates, and human-made

chemicals. Therefore, there exist a variety of sites on protein surfaces, where protein-
ligand, protein-protein, protein-DNA interactions may take place.

This thesis focuses on the interactions between proteins and their ligands; more specifi-

cally, we are interested in identifying the protein binding sites where ligands supposedly
bind. In general terms, this is behind the primary challenge of structure-based drug de-

sign (SBDD) and molecular docking, which aim at not only correctly predicting which
small molecules would bind to a specific protein, but also assessing the impact that

such ligand might have on protein function.

The understanding of the protein-ligand binding process has known significant progress

since the formulation of the lock-and-key hypothesis in 1984 by Hermann Fischer, who
suggested binding a substrate to an enzyme is analogous to inserting a key into a lock.

This model of “rigid” shape complementarity (also called geometric complementar-
ity) between the ligand and receptor has since evolved to consider the flexibility of

both, the receptor and the ligand. Hence, the appearance of more dynamic models
of binding such as, for example, the zipper model, the induced-fit model, and the

conformational-selection model (see [FW08] for a more comprehensive review). But,
as noted by Kahraman et al. [KMLT07], shape complementarity is a necessary but not

sufficient requirement for ligand binding. Indeed, molecular recognition also depends
on physicochemical complementarity, which has to do with, for example, the electro-

static, hydrogen-bonding, hydrophobic, and solvent-mediated interactions between the
protein and ligand.
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An important requirement to design a new protein cavity detection method is to agree
on the definition of what is a cavity after all. As discussed in [SLD+17], there is no

consensual definition about what protein cavity is. Nevertheless, this thesis we will use
the definition put forward by Simões et al. [SLD+17], namely: “A cavity is a connected

component of the complement space of the protein inside its convex hull”. This general
definition emphasizes the three-dimensionality of a cavity. A protein cavity is quite

often called putative binding site. However, a binding site is defined as an already
known functional site that binds a ligand, while a protein cavity does not necessarily

correspond to a binding site.

In general, cavity prediction methods can be split into three main categories: ener-
getic, evolutionary, and geometric methods [NSG12]. As known, the performance of

these three categories of methods is very similar in terms of accuracy. Nevertheless,
geometry-based algorithms are known to be faster than energy- and evolution-based

ones, with the advantage that they are more robust against structural variations or
missing atoms/residues of the input structure [SSE+10]. Furthermore, evolutionary

methods depend on the number of available sequences and the quality of the align-
ment tool. Hence, this thesis focuses on geometry-based algorithms.

1.2 Problem Definition

Geometry-based cavity detection algorithms cover a variety of techniques, including

space partitioning of the bounding box enclosing the protein, fitting of probe spheres
into the solvent-accessible gaps of the protein, and using Delaunay triangulations and

α-spheres [SSE+10, KKL+16, SLD+17].

As said elsewhere, the main two problems of these methods are the following: accuracy

and performance. In this thesis, we chiefly tackle the problem of accuracy somehow,
although running speed is another critical issue to take into consideration in the future.

Our understanding at the moment is that performance can be addressed using massive
GPU computing. It happens that, no GPU computing resources were used to design and

implement the methods described in this thesis, so there is no need to focus on time
performance or running speed.

Accuracy has much to do with the following four issues extensively discussed in the

survey included in this thesis as second chapter:

• User-assisted cavity location (UACL). This issue may arise in any category of meth-
ods. It comes up when the user is required to assist in the location of a protein

cavity, who roughly indicates the position of the cavity in an interactive manner.
It is up the method to then determine the extent of such cavity.

• Grid-spacing sensitivity (GSS). Grid spacing is a crucial parameter in grid-based
methods or any other method that leverages the use of a grid to partition the
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bounding box where the protein lies in. By varying the grid spacing, one may
obtain a distinct number of cavities. This issue is rather difficult to control in

the sense that it is not easy to find a grid spacing tradeoff between accuracy and
speed.

• Mouth-opening ambiguity (MOA). This is a general issue in the sense that poten-
tially it may arise in any method. The issue is related with a method’s inability to

delineate the mouth openings of each cavity; that is, it is required to know where
a cavity starts and ends, though it may possess various entries or exits.

• Protein-orientation sensitivity (POS). This issue mostly arises in methods built

upon the gridification or partitioning of the space embedding the protein. As
shown in the second chapter, grid-based methods are not rotation-invariant, un-

less we use additional tools to mitigate the protein-orientation sensitivity (POS)
as, for example, the convex hull or the like. This issue is closely related to the MOA

issue because POS can be overcome by correctly placing stopgaps at the entrances
and exits of cavities.

It is worth noting that most methods proposed over the years continue to present rela-

tively low rates of accuracy in the detection of cavities (i.e., putative binding sites) in
proteins. Such detection methods are fundamental tools in the discovery of new binding

sites in proteins; that is, cavities for which there are not any known binding drugs.

1.3 Research Hypothesis

This thesis aims to introduce geometric techniques borrowed from computer graphics
into the field of molecular graphics and modeling, in particular, to come up with more

accurate geometric methods to detect cavities in proteins than those extant in the lit-
erature. Let us mention that, apart from those particular issues (UACL, GSS, MOA, and

POS), the long-standing problems in protein cavity methods are accuracy and perfor-

mance. In the present doctoral research work, the primary objective is to find ways to

improve the accuracy of methods, without noticeably losing performance. Therefore,
this work sustains on a careful review of the literature (see the second chapter of the

present thesis), with a deep understanding of the nature of each geometric method,
their strengths, and weaknesses. This literature review led the candidate to the study

of the part segmentation tools in computer graphics and geometric computing, looking

for inspiration and insights, as needed to solve the problems mentioned above.

Thus, the research work here described builds upon the following thesis statement:

It is feasible to design protein cavity methods that are more accurate than

the state-of-the-art methods using geometric concepts, shape descriptors,

and techniques commonly used in computer graphics.
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In this thesis, one intends to explore mathematical formulations of (molecular) Gaussian
surface, shape descriptors like shape diameter function (SDF) [SSCO08], and spectral

analysis (i.e., eigenvalues and Morse theory), and the like, to detect cavities in proteins.
Furthermore, one also intends to study the non-geometric factors that determine the

overall accuracy of each protein cavity method.

1.4 Research Plan

Following the thesis statement above, the research plan underpinning this thesis was
organized into the following tasks:

• Survey. Writing a survey on protein cavity detection methods was the first task to
be completed during the doctoral programme. It is was instrumental to be aware

of the outstanding problems (or issues) in the recognition of cavities in proteins.

• Testing, Benchmarking, and Validation. This task aimed at evaluating and com-
paring the accuracy of publicly available cavity detection methods. As seen fur-

ther ahead, this task pervades the entire research work that has led to the design
and implementation of methods proposed in this thesis. This task has also orig-

inated the building of a benchmark tool, called CavBench (see Section 1.6), for
comparing detection methods relative to a ground-truth dataset of known binding

sites.

• A grid-and-surface method to detect protein cavities through computer graphics

tools and techniques. This task has originated a “new protein cavity method,

called CavVis, which combines voxelization (i.e., a grid of voxels) and an analytic
formulation of Gaussian surfaces that approximates the solvent-excluded surface

(SES). This method builds upon visibility of points on protein surface to find its
cavities. Specifically, the visibility criterion combines three concepts we borrow

from computer graphics, the field-of-view (FoV) of each surface point, voxel ray
casting, and back-face culling.” (Taken from the abstract of the article included

in Chapter 3).

• A surface-based method to detect protein cavities using the concept of SDF-based

mesh segmentation as usual in computer graphics. This task has addressed the

problem of finding cavities on protein surfaces as a mesh segmentation problem
as usual in computer graphics. With this segmentation idea in mind, the protein

surface was segmented using “the concept of shape diameter function (SDF). SDF
is a scalar function that measures the diameter of the interior volume of a closed

surface in the neighborhood of each one of its points. Interestingly, when applied
to Gaussian surfaces, which are modeled by the sum of Gaussian functions that are

positive everywhere, SDF ends up measuring the diameter of the exterior volume
of the protein exterior, from which we can infer the location and extent of protein
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cavities. Unlike other cavity detection methods, SDF is largely independent of
pose changes of the protein and holds similar values in separate cavities, allowing

us to identify such cavities using clustering of points with similar SDF values.”
(Taken from the abstract of the article included in Chapter 4).

• A grid-based method to detect protein cavities using spectral analysis as usual

in computer graphics. This task has led to the construction of a new protein

cavity detection method called CavSeeker. It was developed from the key idea
that “cavities are located around specific critical points of the electron density

field of the protein. Basically, CavSeeker finds the voxels that are transverse to
two iso-surfaces of the electron density field of the protein, between which one

can find the critical points and their corresponding cavities.” (Taken from the
abstract of the article included in Chapter 5). Recall that in spectral analysis,

the critical points are those points at which the gradient of the scalar field or
function vanishes; in particular, cavities correspond to locations of saddles and

minima, which are determined from the eigenvalues of the Hessian matrix.

• Thesis Writing. The present thesis consists of a collection of scientific articles.
Such articles correspond to the second, third, fourth, and fifth chapters. This

thesis also includes an introductory chapter, as well as the final chapter, where
one draws the main conclusions and points out some hints for future work.

As a final remark about the research plan, let us mention this thesis has been mainly
focused on solutions addressing issues related to the accuracy in the detection of cav-

ities in proteins. Time performance issues have not been considered as much relevant
as accuracy issues.

1.5 Main Contributions

The main contributions of the research work that underpins this thesis have resulted
from the need in responding to the thesis statement above. Such scientific contributions

are the following:

• Shape descriptors. As seen throughout the thesis, borrowing shape descriptors

and mesh segmentation techniques from the computer graphics field to carry out
protein segmentation into cavities and their complement ends up being reasonable

and feasible. Seemingly, this is a research track to further explore in the future.

• Clustering. The accuracy of computer graphics-based methods tends to signif-

icantly increase if they incorporate adequate clustering techniques in the for-
mation of cavities. Therefore, it seems now straightforward that using machine

learning techniques to get better delineated clusters (or cavities) is a research
avenue to pursue in the future.
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• Filtering. Also, the accuracy of such methods further increases if they take advan-
tage of volume-based filtering techniques, discarding small cavities when ligands

cannot get in. It seems also clear that it is necessary to investigate new filtering
techniques in addition to those based on cavity volumes.

Summing up, we now have a better understanding there is a long way to trek to come

up with protein segmentation methods that leverage the panoply of mesh segmentation
techniques developed in computer graphics in the last twenty years. Otherwise, it will

be rather difficult to reach accuracy rates over 90 percent in the detection of protein
cavities.

1.6 Publications

The doctoral research work behind this thesis has originated the following publications:

• Geometric detection algorithms for cavities on protein surfaces in molecular
graphics: a survey
Tiago Simões, Daniel Lopes, Sérgio Dias, Francisco Fernandes, João Pereira, Joaquim

Jorge, Chandrajit Bajaj, and Abel Gomes.
Computer Graphics Forum, Vol. 36, No. 8, pp. 643-683, June 2017.

DOI: https://doi.org/10.1111/cgf.13158

• CavVis — A field-of-view geometric algorithm for protein cavity detection
Tiago Simões and Abel Gomes.

Journal of Chemical Information and Modeling, Vol. 59, No. 2, pp. 786-796,
January 2019.

DOI: https://doi.org/10.1021/acs.jcim.8b00572

• CavShape — A cavity detection algorithm through the multivariate shape diam-
eter function
Tiago Simões and Abel Gomes.

PLOS Computational Biology (submitted for publication).

• CavSeeker — Identifying protein cavities by locating critical points of the scalar
field generated from summation of Gaussians
Tiago Simões and Abel Gomes.
Bioinformatics (submitted for publication).

Other publications not included in this thesis:

• CavBench: A benchmark for protein cavity detection methods
Sérgio E.D. Dias, Tiago M.C. Simões, Francisco Fernandes, Ana Mafalda Martins, Al-
fredo Ferreira, Joaquim A. Jorge, and Abel J.P. Gomes.

PLOS ONE (submitted for publication).
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1.7 Organization of the Thesis

This doctoral thesis is organized as follows:

Chapter 1: This chapter provides the “big picture” of the research work that has led
to the present thesis, including the motivation, problem definition, research hypoth-

esis, research plan, and thesis organization. Additionally, the main contributions and
publications are also listed, as well as some avenues for future work.

Chapter 2: This chapter surveys geometric-based methods for the detection of cav-
ities in proteins. This survey builds upon a mathematical definition of what a pro-

tein cavity is, as well as a taxonomy for protein cavities. Then, different families are
approached and discussed relative to issues like user-assisted cavity location (UACL),

mouth-opening ambiguity (MOA), grid-spacing sensitivity (GSS), and protein-orientation
sensitivity (POS).

Chapter 3: This chapter describes a new grid-and-surface-based method, called CavVis.

This method takes advantage of computer graphics concepts and techniques like the

field-of-view, voxel ray casting, and back-face culling, in conjunction with the analyt-
ical formulation of the Gaussian molecular surface to predict the location of protein

cavities or putative binding sites.

Chapter 4: This chapter proposes a new surface-based method, called CavShape. It
introduces the shape descriptor named multivariate shape diameter function (mSDF),

which is a follow-up of the SDF shape descriptor used in mesh skeletonization and seg-
mentation in the field of computer graphics [SSCO08]. Here, mSDF is used to find protein

cavities; that is, to find a protein segmentation into cavities and their complement.

Chapter 5: This chapter introduces a grid-based method, called CavSeeker. This method

builds upon the eigenvalue analysis to determine the minima and saddle points of the
Gaussian scalar field of the protein. Such critical points indicate where cavities are

located outside the protein. In a way, we can say that this method takes advantage of
the Morse theory in differential geometry.

Chapter 6: The final chapter of this doctoral thesis reinforces the main contributions

of this thesis, draws the most relevant conclusions, and points out some hints for future
work.
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Chapter 2

Geometric Detection Algorithms for Cavities on
Protein Surfaces in Molecular Graphics: A Survey

This chapter concerns the following article:

Geometric Detection Algorithms for Cavities on Protein Surfaces in Molecular Graphics:

A Survey
Tiago Simões, Daniel Lopes, Sérgio Dias, Francisco Fernandes, João Pereira, Joaquim

Jorge, Chandrajit Bajaj, and Abel Gomes.
Computer Graphics Forum, Vol. 36, No. 8, pp. 643-683, June 2017.

Overview

This chapter surveys methods for the detection of cavities in proteins, in particular those

that use geometric properties of the protein to identify cavities or putative binding
sites. A taxonomy for geometric methods is also presented. Additionally, some issues

are discussed for each family of methods, namely: grid-spacing sensitivity (GSS); mouth-
opening ambiguity (MOA); and protein-orientation sensitivity (POS). Finally, some chal-

lenges in cavity detection are put forward for future research. These include: new and
more advanced protein surface formulations; new geometric segmentation techniques;

and new techniques in the field of dynamic or time-varying methods.

The issues mentioned above are part of the problem related to low accuracy of geomet-

ric methods. Indeed, increasing the accuracy is the main objective of the algorithms
described in this thesis, in particular those described in Chapters 3, 4, and 5. For that

purpose, this thesis introduces three algorithms based on computer graphics concepts
and techniques. In a way, this thesis shows how to apply computer graphics algorithms

to computational biology and chemistry. Therefore, this thesis fits in the field of molec-
ular graphics.
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Abstract
Detecting and analysing protein cavities provides significant information about active sites for biological processes (e.g. protein–
protein or protein–ligand binding) in molecular graphics and modelling. Using the three-dimensional (3D) structure of a given
protein (i.e. atom types and their locations in 3D) as retrieved from a PDB (Protein Data Bank) file, it is now computationally
viable to determine a description of these cavities. Such cavities correspond to pockets, clefts, invaginations, voids, tunnels,
channels and grooves on the surface of a given protein. In this work, we survey the literature on protein cavity computation and
classify algorithmic approaches into three categories: evolution-based, energy-based and geometry-based. Our survey focuses
on geometric algorithms, whose taxonomy is extended to include not only sphere-, grid- and tessellation-based methods, but
also surface-based, hybrid geometric, consensus and time-varying methods. Finally, we detail those techniques that have been
customized for GPU (graphics processing unit) computing.

Keywords: biological modelling, modelling, geometric modelling, computational geometry

ACM CCS: I.3.5 [Computer Graphics]: Computational Geometry and Object Modeling; I.3.8 [Computer Graphics]: Applications
– Molecular Graphics; J.3 [Life and Medical Sciences]: Biology and Genetics – Computational Biology

1. Introduction

In 1894, Fischer conducted pioneer studies on detection of protein
cavities [LS94]. From these studies, he concluded that the binding
of a molecule to another is similar to the paradigm of inserting a
key into a lock. In other words, this means that the affinity between
two molecules exists if the shape of one molecule matches the
shape of the other. However, this model was considered to be overly
simplistic, because shape cannot be the only factor that influences
the detection of protein cavities since proteins are highly flexible
and change shape over time. Generally speaking, protein binding
sites are specific, large and deep clefts [LLST96]. However, protein
shape can vary considerably, depending on the protein we have
at hand. For example, the protein binding site of a ribonuclease
is an extended rut or groove, while the protein binding site of an

endonuclease is a spherical cavity, and for an enzyme, it is usually
the largest cavity [LWE98].

In fact, a protein can bind many types of molecules, largely be-
cause of its non-negligible number of cavities. Indeed, many prop-
erties can be inferred from these molecular regions, furthering our
understanding of molecular interfaces and interaction regions. This,
in turn, provides valuable information for the design of comple-
mentary compounds, that may act as active protein inhibitors or
disruptors of protein–protein interactions. In general, those binding
site regions have large surface areas and correspond to concave, cleft
or hole-shaped regions on a protein surface [KG07]. For all these
reasons and more, it becomes necessary to develop accurate tools
to characterize protein cavities. Cavity properties of interest include
its geometry such as shape, size and depth, and also its associated

c© 2017 The Authors
Computer Graphics Forum c© 2017 The Eurographics Association and
John Wiley & Sons Ltd. Published by John Wiley & Sons Ltd.
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Figure 1: (a) Van der Waals surface; (b) SAS surface; (c) SES surface; (d) Gaussian surface. Images generated with UCSF Chimera
[PGH*04] for protein 1wbr.

biochemical and biophysical properties, such as pH, electrostatics,
hydrogen-bonding propensity, etc. It is the conjugation of all of these
factors that enable a ligand (small molecule) or another protein to
recognize the correct place to bind a given target protein [Kub06].

To make laboratory experiences easier, it would be helpful to
have computational methods capable of simulating biochemical
processes underlying protein–ligand interactions. However, these
biochemical processes are tough to recreate in silico. These dif-
ficulties are related to the variety of suitable ligands, the variety
of protein cavities, the protein shape variations themselves and the
physicochemical factors that act on cavity regions.

Such regions usually correspond to pockets, clefts, inner cavities
and grooves on protein surfaces. Therefore, a better understanding
of the process entangled in binding proteins requires the detection of
cavities on the molecular surfaces. A computational estimate of the
location of such protein regions may be instrumental in improving
the design of new drugs, before initiating any experimental labo-
ratory work in the drug discovery process. For that purpose, many
algorithms for predicting and identifying protein cavities have been
developed so far. Such algorithms divide into three broad categories:

� Evolutionary algorithms: They rely on multiple sequence align-
ments to find the location of cavities on a given protein sur-
face (e.g. ConSurf [AGBT01], Rate4Site [PBM*02] and GarLig
[PPG10]).

� Energy-based algorithms: In this case, cavities are detected by
computing the interaction energies between protein atoms and
a small-molecule probe (e.g. Grid [Goo85], QSiteFinder [LJ05]
and AutoLigand [HOG08]).

� Geometric algorithms: These algorithms analyse the geo-
metric properties of a molecular surface to detect cavities
(e.g. SURFNET [Las95], LIGSITE [HRB97] and Pocket-
Depth [KC08]).

Each approach has its drawbacks. For example, geometric meth-
ods relying on a grid are sensitive both to protein orientation and
grid spacing. Energy-based methods depend on their filtering proce-
dures, force field parameterizations and scoring functions. In turn,
evolutionary-based methods depend on the quality of the alignment
tool, and also on the number of available sequences. These problems
show us that there is still a long way to go in this field so that there
is a need for further analysis of all the processes involved in detect-
ing binding sites of proteins [KG07]. This explains why detecting
molecular cavities still is a very active research area [HSAH*09].

Although several authors have surveyed cavity detection algo-
rithms [GS11, ZGWW12, BCG*13, Duk13, KSL*15], these sur-
veys only present brief citations backed by summary descriptions,
that is, they do not provide enough detail on the algorithms.
Furthermore, these surveys agree on a simplified classification
of cavity detection algorithms into the following classes: sphere-
based, grid-based and Voronoi-based. More importantly, such sur-
veys lack a critical comparison between algorithms. As an ex-
ception, a more detailed survey focusing on the visual analysis
of biomolecular cavities was recently published [KKL*16], that
is, with a flavour in molecular visualization. On the contrary, our
survey adopts a more geometry-based approach to protein cavity
detection.

This survey falls in the scope of molecular graphics and
modelling, that is, a research area at the intersection of compu-
tational biology, bioinformatics, computational geometry and com-
puter graphics. More specifically, this paper approaches the com-
puter graphics and computational geometry side of cavity detection
methods, that is, the geometry of proteins; hence, the focus is on
geometry-based algorithms for identifying cavities on protein sur-
faces such as those depicted in Figure 1. As mentioned above,
geometric methods for detecting cavities on proteins fall into three
main categories: grid-based, sphere-based and Voronoi-based. We
extend this classification of geometric methods as a tool to organize
the survey itself, as illustrated in Figure 2.

2. Background

There has been considerable work on cavity detection for molecules.
This is especially relevant for molecular docking and related prob-
lems. A molecule is considered to be an orderly grouping of atoms
bound by favourable chemical connections [JKSS96, WM97]. In
particular, the family of biomolecules spans the building blocks
of living organisms. This family includes large macromolecules,
namely, proteins, polysaccharides, lipids, nucleic acids and small
molecules (e.g. primary metabolites and secondary metabolites). In
this paper, we are interested in proteins and their cavities, where
their interactions with ligands usually take place.

2.1. Proteins

Proteins constitute about 20% of the human body, and play a cru-
cial role in most biological processes. Amino acids are the building
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Figure 2: Taxonomy of geometry-based methods.

blocks that make up proteins [Whi05]. In summary terms, a pro-
tein can be understood at four distinct structural levels [AJL*07].
The primary structure of a protein is given by its sequence (or
chain) of amino acids. The secondary structure of a protein
comprises amino acid subsequences that exhibit a specific struc-
tural regularity. These secondary regular structures are known as
alpha-helices (alpha-helixes) and beta-pleated sheets (beta-sheets).
Alternatively, the secondary structure can be defined using the reg-
ularity of backbone dihedral angles of amino acid residues. The
tertiary structure denotes the geometric shape of a given protein,
that is, it refers to the folding of the whole protein chain (including
the secondary structures) into its final three-dimensional (3D) shape.
Recall that it is the protein folding that makes the protein acquire its
functional shape or conformation. Also, many proteins have two or
more polypeptide chains or tertiary structures that are held together
by the same non-covalent forces as those of tertiary structures, that
is, many proteins can fold into a quaternary structure, resulting in
a protein complex.

2.2. Protein surfaces

Taking into consideration that proteins fold in an aqueous medium,
that is, soluble biomolecules adopt their stable conformation in
water (hydrophobic effect) [Sim03], we can think of protein cavities
as recesses on a protein surface where water can enter and stay for
some time. Therefore, detecting protein cavities depends on features
found on the protein surface.

In the literature, we find many mathematical formulations of
protein surfaces, namely: van der Waals surface (vdW), solvent-
excluded surface (SES), solvent-accessible surface (SAS) and
Gaussian surface, as illustrated in Figure 1. For modelling purposes,
atoms are often conceptualized as hard spheres, but that is not true
because their electronic fields partially overlap within a molecule
(e.g. a protein). The van der Waals surface is given by the surface
of the union of such atomic spheres [LR71] [Whi97], as shown in
Figure 1(a).

Initially proposed by Lee and Richards [LR71], SAS was intro-
duced to model the molecular hydrophobic effect using the vdW
surface plus a probe sphere of radius 1.4 Å featuring the water
molecule. SAS is the surface generated by tracing the centre of the

water probe sphere rolling on the vdW surface. In mathematical
terms, SAS is also defined as the surface of the union of atomic
spheres, but with their radii increased by 1.4 Å. Obviously, SAS is
bulkier than van der Waals surface, because the water is taken into
account on the molecule, as shown in Figure 1(b).

SES was introduced by Richards [Ric77] (see Figure 1c), and
also uses the rolling probe sphere as SAS, that is, the probe
sphere featuring the water molecule rolls on the vdW surface.
SES consists of two parts, the contact surface and the reentrant
surface. The contact surface comprises disconnected patches of
the vdW surface that enters in contact with the probe, while the
reentrant surface is made up of disconnected patches resulting
from the interior-facing part of the probe when it enters simul-
taneously in contact with two or more atoms. SES is the union
of these contact and reentrant patches, resulting in a connected
surface.

Gaussian surface is an analytical formulation for molecular sur-
faces that results from summing up Gaussian functions representing
the electronic density fields of atoms that form a molecule [Bli82]
(see Figure 1d). The Gaussian surface is smooth because the sub-
sidiary functions decay smoothly to zero with the distance to each
atom centre.

It is clear that cavity detection algorithms usually start with the
reading of the set of atoms in memory, that is, they inherently use the
vdW surface. But, as explained throughout the paper, there is a trend
to use analytical surfaces like SES and Gaussian surfaces to detect
cavities using geometric properties as of differential geometry, as
is usual in segmentation techniques studied in computer graphics
[PTRV12] [DG17].

2.3. Protein cavities

Seemingly, there is no consensus about the definition of cavity, nei-
ther about the classification of cavities. Terms such as cavity, pocket,
channel, tunnel, void and cleft are often used in a slightly differ-
ent way, or even not being defined at all. Some authors describe a
pocket as a non-flat and concave molecular surface feature [LJ06,
HSAH*09, PSM*10, CS10, GS13], so that pockets and cavities
are used interchangeably. Other authors define a cavity as an in-
ner region inside the molecular surface [HRB97, BHH*10, VG10,
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Figure 3: Types of cavities.

OMV11, KLKK16], which may lead to the idea that a cavity is
a void. It is also observed in the literature that there is an un-
clear distinction between tunnels and channels [POB*06, OFH*14,
PEG*14]. In fact, a formal mathematical definition of protein cavity
remains absent in the literature [OFH*14].

How can we define a protein cavity? Informally, we can say
that a cavity is a concavity on the protein surface. This leads us
to put the theory of convexity in the context of geometric cavity
detection methods. Apart its generality, the advantage of using the
mathematical theory of convexity [Lay82] is that it provides a formal
definition of protein cavity, as follows:

A cavity is a connected component of the complement space of
the protein inside its convex hull.

Note that the concept of connected component is topological,
and has to do with the first Betti number β0 (the number of con-
nected components) of such complement space [Hat02]. Looking
at the protein itself as a shape in 3D, we know that its connected
components, channels and voids correspond to Betti numbers βi

(i = 0, 1, 2) in 3D. It is clear that these channels and voids belong
the complement space. The remaining connected components of the
complement space are pockets. In short, we can breakdown cavities
into three classes: pockets, channels and voids (see Figure 3).

The detection of cavities is mostly based on the hydrophobic ef-
fect of water on the protein surface; it is assumed that the water
molecule is approximately a ball of 1.4 Å of radius. Nevertheless,
some channels do not control the flow of water molecules; for exam-
ple, ion channels control the flow of ions. But, in general, cavities
are assumed to be located where the water molecule gets in without
slipping on the surface. A major problem with detection of protein
cavities has to do with delineating the boundary of each cavity on
the protein surface, which consists of zero or more surface contours,
called mouth openings. In this sense, a cavity refers to a m-ary cav-
ity, with m ∈ N standing for the number of mouth openings to the
outside; for example, a void is a 0-ary cavity, that is, a cavity with-
out mouth openings, a pocket is a 1-ary cavity with a single mouth,
while a channel is 2-ary cavity. Note that, from topology’s point of
view, a m-ary cavity (m ≥ 3) is a set of m − 1 2-ary cavities of the
protein in 3D, which is nothing more than the first Betti number,
that is, β1 = m − 1. Some of these cavities play an important role

in the function of proteins because they are the suitable sites for
binding of ligands [GS13].

Summing up, a protein in 3D may only possess three types of
cavities: pockets (0-ary cavities), channels (1-ary cavities) and voids
(2-ary cavities). Pockets include clefts, grooves, invaginations and
tunnels. A pocket may have zero or more chambers without direct
contact with the outside, though they are reachable from outside
through a tunnel. Clefts and grooves have no chambers nor tunnels.
An invagination is a pocket with a single chamber and no tunnel. A
tunnel is a pocket without chambers. As shown in Figure 4, a pocket
can be made of recesses, tunnels and chambers. Similarly, channels
and voids may also possess recesses, tunnels and chambers.

3. Sphere-Based Algorithms

Sphere-based algorithms are based on the concept of probe sphere.

3.1. Kuntz et al.’s method

The first sphere-based method was proposed by Kuntz et al.
[KBO*82], though in the context of geometric docking between
a macromolecule and ligands. In fact, the receptor and the ligand
are both represented as SES. The cavities of the receptor are filled
with probe spheres, and the ligand itself is filled by probe spheres
in both cases tangent to the surface points. Then, shape matching
operations between the ligand and the receptor probe spheres are ap-
proximated under rigid transformations of the ligand. Furthermore,
the overlap is evaluated to detect cavities that fit with the ligand.
Note that the SES is given as a set of surface points with normals.
For further details about probes and receptor–ligand matching, the
reader is referred to [KBO*82]. Indeed, the most important aspect
of this method is that it is the first method based on the geometry of
the ligand.

3.2. HOLE

This method is specialized in tracking channels or holes through
proteins [SGW93] [SNW*96]. It requires that the user indicates the
seed point inside the channel and vector that represents the direction
of the channel approximately. A probe sphere is then centred at the
seed point without overlapping the atoms bordering the channel.
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Figure 4: Hierarchical 2-part pocket, channel and void examples. (a) A pocket composed by a cleft and a invagination; (b) A pocket composed
by a cleft and a tunnel; (c) A pocket composed by a tunnel and a invagination; (d) A channel composed by two tunnels; (e) A channel composed
by a cleft and a tunnel; (f) A channel composed by a tunnel and a invagination; (g) A void composed by two tunnels; (h) A void composed by
a tunnel and a cleft; (i) A void composed by a invagination and a tunnel.

Then, the probe sphere is moved along the channel, with its radius
being adjusted using the Monte Carlo simulated annealing proce-
dure [MRR*53] [KJV83]. Similar to Kuntz et al.’s method, HOLE
utilizes large probe spheres of 5 Å radius as stopgap or delimiter of
channels.

3.3. SURFNET

SURFNET proposed by Laskowski [Las95] is similar to the method
proposed by Kuntz et al. [KBO*82]. Therefore, its leading idea is
also to fill in cavities with probe spheres of varying sizes. However,
it differs from Kuntz et al.’s method in the computation of probe
spheres. Basically, for every pair of relevant atoms, we place a
probe sphere centred at the midpoint of their atomic centres. Then
the radius of the probe sphere is adjusted to guarantee that it does
not overlap with any neighbouring atoms, as illustrated in Figure 5.

3.4. PASS

PASS (Putative Active Sites with Spheres) is another sphere-
based algorithm [BS00]. Cavity filling with probe spheres is
carried out in layers, based on three-point Connolly-like sphere
geometry [Con83]. That is, the placement of probe spheres of the
first layer is performed by looping over triplets of overlapping pro-
tein atoms, computing then the three locations at which a probe
sphere is tangential to such atoms, as shown in Figure 6(a). The
first layer on the surface consists of probes with radius of 1.8 Å for
protein without hydrogen atoms; this radius is 1.5 Å if the hydrogen
atoms are taken into account. The subsequent layers accrete probes
with 0.7 Å of radius.

The retained probes must satisfy three conditions: (i) they cannot
overlap any atom (see counterexample red probes Figure 6c); (ii)
they cannot overlap with one another (see some counterexample
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Figure 5: Detecting cavities through SURFNET: (a) Each probe
sphere is placed at the midpoint of a pair of atoms (A, B) but, if
such probe sphere overlaps at least an atom (dashed spheres), its
radius has to be reduced until it just has a tangential contact with
the overlapped atom; (b) all probe spheres placed into cavity after
considering all pairs of atoms and the surface enclosing of the cavity
(pictures taken and modified from [Las95]).

red probes Figure 6c); (iii) the burial threshold of each probe must
be greater than 55 atoms for hydrogen-free proteins and 75 for
proteins with hydrogen atoms; these threshold values were obtained
empirically. The buriedness of a probe is determined by the number
of protein atoms that lie within an empirical radius of 8 Å, that is,
each probe is given a burial count.

After the accretion and filtering steps (see Figure 6), it re-
mains to determine the active site points (ASPs) of pockets, a

single ASP per pocket. So, an ASP represents a potential bind-
ing site for a ligand. The ASP of each pocket is determined
by identifying the central probe of the corresponding cluster of
probe spheres with higher weight (also called probe weight), which
depends on the burial count. See Brady and Stouten [BS00] for
further details.

3.5. PHECOM

PHECOM (Probe-based HECOMi finder) is yet another sphere-
based algorithm and was developed by Kawabata and Go [KG07].
Similar to PASS, it also uses the three-point Connolly-like sphere
geometry (i.e. placing a sphere tangential to three atoms of the
protein, see Connolly [Con83] for more details) to coat the protein
with a set of small probe spheres; the radius of each small probe
sphere was set to 1.87 Å, which corresponds to the size of a single
methyl group (−CH3), as illustrated in Figure 7(a). Additionally,
PHECOM also produces a coating of the protein with large probe
spheres, so that one removes small probe spheres that overlap with
the large probe spheres, as shown in Figure 7(b). Doing so, one
considers that a cavity is an empty space into which a small probe
sphere gets in, but not a large probe sphere; for example, this is
shown in Figure 7(c), where small probe spheres (in grey) overlap,
indicating the location of a cavity. Note that the probe spheres are
allowed to overlap with each other, but not with protein atoms.

3.6. dPredgeo

dPredgeo was developed by Schneider and Zacharias [SZ12]. It
is similar to PHECOM because it also uses rolling probes. More
specifically, it uses two types of probes with fixed radii. The first
probe is 1.4 Å radius and approximates the water molecule, which
rolls on the vdW surface of the protein. This rolling procedure of
probes reduces itself to the placement of probes on the protein sur-

Figure 6: Detecting cavities through PASS: (a) coating the molecular surface with the initial layer of probe spheres (blue spheres)—Probe
spheres are tangentially placed to three atoms of the molecular surface; (b) probes of the initial layer (blue spheres) are filtered; they are
removed from the initial layer if (i) overlap with any atom belonging to the protein surface, (ii) are in contact with any previous placed probes,
and (iii) is at some extend less buried than other probes. In (b) a set of blue spheres, now represented as larger grey spheres, were removed
because of (i); (c) more layers are added to the previous layer (red spheres); (d) spheres, as in (b), are filtered until we find an accretion layer
that does not contain new probes (i.e. all probes were removed by the set of filters); In (d) a set of red spheres, now represented as smaller grey
spheres, were removed because of (i) and (ii). The only remaining set of red spheres are those considered to be more buried on the molecular
surface; (e) for each probe, its weight (PW) is computed and the ASP (black sphere) is identified in the cluster (pictures inspired in [WPS07]
and [BS00]).
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Figure 7: Detecting cavities through PHECOM: (a) small and large
probes are placed on the van der Waals surface; (b) small probes
that overlap with the large ones are removed—The remaining set of
small probes forms the pocket (taken and modified from [KG07]).

face according to the principle of three-point geometry mentioned
above. The same rolling procedure applies to set of larger probes
with 4.5 Å of radius. As for PHECOM, these large probes solve
the ambiguity problem that stems from the lack of a cavity stopgap.
Then, one discards the small probes overlapping with large probes.
Cavities are identified by clusters of the remaining small probes on
the protein surface.

3.7. Sphere-based methods: Discussion

Table 1 summarizes the characteristics of sphere-based methods in
the detection of cavities on protein surfaces. In this regard, we note
the following:

� Molecular Surfaces. Sphere-based methods use the set of atoms
(SA)—and thus the van der Waals surface indirectly—of each
protein as the basis to identify cavities on the protein surface.
The first three methods (Kuntz et al., HOLE and SURFNET) use
two-point sphere geometry, while the last three methods (PASS,
PHECOM and dPredgeo) use tree-point Connolly-like sphere
geometry [Con83].

� Limitations. One of the main problems of cavity detection meth-
ods has to do with automatically finding and delineating cavity
boundaries, also called mouth openings, without ambiguity. But,
unlike most sphere-based methods, HOLE requires the user pro-
vides a seed point inside each channel to start filling it with
probe spheres. This means that, unlike most sphere-based meth-
ods, HOLE is not capable of determining cavities in an auto-
mated manner, that is, it uses user-assisted cavity localization
(UACL). Note that HOLE has been designed only to identify
channels.
In general, sphere-based methods do not suffer from the prob-
lem of mouth-opening ambiguity (MOA). Kuntz et al., HOLE
and SURFNET use varying-radius probes (1.4 Å minimum) to
fill cavities, though HOLE has been designed only to identify
channels. This filling process stops when the probe sphere radius
exceeds 5 Å, which works as the stopgap of the cavity; conse-
quently, we can then delineate the corresponding mouth opening.
Nevertheless, SURFNET does not utilize large probe spheres as
stopgaps of cavities, because the placement of probe spheres in
the empty space between pairs of atoms makes such large probes
unnecessary.
The remaining three methods (PASS, PHECOM and dPredgeo)
use two constant-radius probes, a small probe (about 1.4 Å radius)
and a large probe (with a radius greater than or equal 4 Å).
These methods follow the principle that a cavity is a site where
the small probe gets in, but the large probe does not. As noted
above, large probe spheres can work as stopgaps (or delimiters)
of cavities, so eliminating the MOA. However, these large probes
are unnecessary for voids because every single void has no mouth
opening.

� Cavities. In general, sphere-based methods are capable of detect-
ing any cavity (see Table 1). This is so because these methods are
capable of not only filling cavities with probe spheres but also
to stop such a filling process. SURFNET utilizes a technique
for bracketing probes in the empty space between every atom–
atom pair, while PASS takes advantage of the concept of burial
threshold; the remaining four methods use large probe spheres
as stopgaps of cavities.

In the future, one might exploit the concept of mutual visibility for
surface atoms as a way to further speed up sphere-based methods,
making redundant the usage of empirically large probe spheres as

Table 1: Sphere-based methods.

Cavities

Pockets

Methods Reference
Molecular surfaces

SA/vdW
Limitations

UACL Clefts/Grooves Invaginations Tunnels Channels Voids

Kuntz et al. [KBO*82] • • • • • •
HOLE [SGW93] • • • •
SURFNET [Las95] • • • • • •
PASS [BS00] • • • • • •
PHECOM [KG07] • • • • • •
dPredgeo [SZ12] • • • • • •

Abbreviations: SA/vdW: set of atoms/van der Waals surface; UACL: user-assisted cavity location.
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Figure 8: Detecting cavities through POCKET (see [LB92]): (a) in the x-direction; (b) in the y-direction. Detecting cavities through LIGSITE
(see [HRB97]): (c) in the −45◦-direction; (d) in the +45◦-direction.

stopgaps of cavities. Note that these large empirical probes work
well for small and medium size cavities, but not for shallow cavities,
that is, sphere-based methods have problems with the identification
of shallow cavities. In a way, such mutual visibility technique may be
seen as a faster follow-up of SURFNET. Another way of improving
the identification of cavities would be to consider the detection of
n-part cavities.

4. Grid-Based Algorithms

Grid-based methods are characterized by the following: (i) they use
an axis-aligned 3D dimensional lattice; (ii) they use a density map
(i.e. a scalar field) so that each grid node is usually assigned an
integer value, which gives rise to an integer grid map. Then, one
uses some voxel clustering to collect relevant empty voxels into
cavities.

4.1. CAVITY SEARCH

This method was introduced by Ho and Marshall [HM90]. It uses a
slice-to-slice filling procedure for each cavity in a single direction,
which is perpendicular to slices, to isolate and delineate the bound-
ary of such cavity, thereby producing a cast (i.e. a cumulative set of
slices of grid nodes or voxels) of the cavity. After filling in a slice of
a given cavity using a 2D flood fill algorithm, we have to step for-
ward to the next slice, repeating the filling procedure. However, this
procedure suffers from two shortcomings. First, it requires a starting
seed node for each cavity, which is supposedly supplied by the user.
Second, the filling of a cavity may go wrong if the slice of voxels
extends out of the cavity, as a consequence of the non-closedness of
the boundary of the cavity.

Summing up, the detection of a cavity is done per slice of the
grid, but one only considers slices that are transverse to cavities,
that is, the cavity inside a slice is delimited all around. The main
drawback of this method is that it fails to detect clefts/grooves
when the slices do not meet the incomplete boundary of the cavity,
although voids are always identified correctly. Invaginations, tunnels
and channels may also not be correctly identified for the same
reason.

4.2. POCKET

POCKET was proposed by Levitt and Banaszak [LB92]. Its leading
idea is to search for cavities along one or more directions. As a grid-
based algorithm, it firstly maps the molecule onto an axis-aligned
grid of equally spaced points. The detection of cavities is carried
out by scanning them along with x, y and z axes. The x-axis scan is
repeatedly done for all y and z values, starting on those grid points
belonging to the leftmost plane of the 3D grid where x is minimum,
that is, x = xmin, as illustrated in Figures 8(a) and (b); analogous
procedure applies to y-axis scans and z-axis scans.

A grid is used to calculate a density map for a given protein.
Initially, all grid points are set to a density value of 0. Then, for
each voxel on the vdW surface of the protein, one has to check
whether there is or not another boundary voxel along the x, y and z

directions outwards the surface. If so, all the voxels between those
two boundary voxels are set to a density value 1. In this way, we end
up having voxels with density value 1 that are gathered into separate
clusters of value-1 voxels, a cluster per cavity.

Unlike CAVITY SEARCH, this method works in an automated
manner, that is, it does not require the user assistance to indicate the
seed node of each cavity. However, the identification of cavities still
depends on the alignment of the protein about the coordinate system
of the grid [LJ06]. For example, a counterclockwise rotation of the
molecule shown in Figure 8(a) by 45◦, makes its bottom cavity
undetectable along the x direction. That is, POCKET is protein-
orientation sensitive (POS), and this is particularly noticeable for
clefts/grooves.

4.3. LIGSITE

To mitigate this ambiguity problem that results from aligning a pro-
tein in grid coordinate system, Hendlich et al. [HRB97] developed
a more sophisticated scanning method, which was implemented in
LIGSITE. In addition to the three scans along x, y and z, they used
four more scans along the Cartesian cubic diagonals [LJ06], in a
total of seven directions, in the attempt of making the identification
of cavities less dependent on the orientation of the protein embed-
ded in the 3D grid, as illustrated in Figures 8(c) and (d). These
seven directions correspond to 14 oriented directions; for example,
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x direction corresponds to two oriented directions, x and −x. In
practice, if we think in terms of grid cubes neighbouring a given
grid cube, these 14 oriented directions are those defined by 14 out of
26 grid cubes surrounding a given cube. As explained further ahead,
Li et al. [LTA*08] extended the number of scanning directions to
those 26 oriented directions in VisGrid.

4.4. Exner et al.’s method

Exner et al. [EKMB98] proposed a grid-based method similar to
POCKET [LB92] to predict cavities in molecular structures, in the
sense that it also uses negative and positive x, y and z directions for
scanning cavities of a given protein. The grid spacing is set to 0.5 Å.
The grid points inside protein atoms are labelled as ‘in’ points, while
those outside such atoms are labelled as ‘out’ points.

Exner et al.’s method distinguishes itself from other grid-based
methods because the bracketing strategy for each ‘out’ grid point
is confined to a distance of 12 Å, that is, to a ball of 12 Å radius
centred at each ‘out’ grid point. That is, an ‘out’ grid point is defined
as a cavity point if it is bracketed by two ‘in’ grid points along at
least two Cartesian axes. This means that grooves are not detected
at all.

Then, those ‘out’ grid points that are cavity points are combined
to form clusters or cavities. Exner et al.’s method uses two cellular
logic operations, known as contraction and expansion, to build up
such clusters [Del92].

4.5. PocketPicker

An algorithm similar to POCKET and LIGSITE was developed
by Weisel et al. [WPS07] and is called PocketPicker. The main
difference between PocketPicker and its predecessors is that the
scanning is performed along 30 directions equally distributed on a
sphere [SK97]. A scan is performed for a probe sphere centred at
each grid point beyond the protein surface (i.e. vdW surface) and
falling short of an outer surface that does not exceed a maximal
distance of 4.5 Å relative to the protein surface (Figure 9). Grid
points inside the protein surface and outside the outer surface are
not considered in the computations.

The solvent accessibility of a grid probe along its 30 directions
determines the buriedness of each grid point. Whenever a vector
defined by one of these directions hits a protein atom, the buried-
ness index of the grid point increases by one. After calculating the
buriedness index for each grid point between the protein surface and
the outer surface, it remains to cluster the grid points into pockets.
A pocket consists of connected grid points with a buriedness index
greater than 15 (out of 30 directions), what intuitively indicates that
the grid points belong to a concavity of the protein surface. A grid
point whose buriedness index is less than 15 is one that is above a
convex part of the protein surface. Note that the buriedness index is
a discrete measure of the solid angle of Connolly [Con86].

4.6. PocketDepth

PocketDepth is another grid-based algorithm, which was proposed
by Kalidas et al. [KC08]. It is similar to POCKET in the sense that it
uses six oriented scanning directions for each voxel, each direction

Figure 9: Detecting cavities using PocketPicker [WPS07]: (a)
Group of grid points in the outer surface (green squares) inside
the protein surface (grey squares) and outside of the outer surface
(white squares); (b) Cluster of grid points that represent cavity
regions (pictures taken and modified from [WPS07]).

per voxel face. Thus, it is also protein-orientation sensitive (POS).
Also, it resembles the Travel Depth method (see Section 7.3), pro-
vided that its scalar field is set by calculating the depth of each
cube’s centre of putative cavities within an axis-aligned grid. But,
unlike Travel Depth, the depth is counted in an incremental man-
ner, rather than measured (see Equation 3), from a grid cube to its
neighbours.

The algorithm is as follows. First, all grid cubes are assigned
the zero depth and labelled as internal, external or surface. Note
that each surface cube defines six axis-aligned vectors. Second,
considering only the axis-aligned vectors that go out the surface, and
that are blocked by any surface cube on the other side of the surface,
the depth of each cube located between two opposite blocking cubes
on the surface is incremented by 1. Third, grid cubes with a depth
greater than zero are then clustered into cavities regarding their
cumulative depth and spatial proximity. The cube clustering is based
on the DBSCAN, which is a density-based clustering scheme due
to Ester et al. [EKSX96].

4.7. VisGrid

With VisGrid, Li et al. [LTA*08] extended LIGSITE in the sense
that it uses the 26 oriented directions defined by the 26 voxels of
the first layer around a given voxel, and 98 when the second layer is
taken into account. Therefore, the problem of orientation-sensitivity
inherent to grid-based methods is rather mitigated. The grid voxel
length is set to 0.9 Å. The scalar field associated with the grid
considers three integer values for voxels: −1 for voxels inside the
protein atoms augmented by 1.4 Å concerning the water molecule
radius, 0 for voxels transverse to SAS, and 1 for empty voxels
outside SAS, although the SAS does not need to be evaluated. Note
that the negative scalar value ascribed to interior voxels allows us
to find also protrusions as cavities inside SAS.

4.8. PoreWalker

PoreWalker [PCMT09] is a method specifically designed to iden-
tify and describe channels (or pores) in transmembrane proteins. A
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channel is used as a path for ions or other molecules to cross the
membrane. Its centre and axis can be defined by the pore-lining
residues in the protein structure that the algorithm calculates by tak-
ing into account the special geometry of transmembrane proteins, as
their structures run approximately perpendicular to the membrane
plane, crossing the membrane from one side to another.

First, an initial approximation of the main axis of the channel is
obtained by taking the Cα coordinates of the residues and calcu-
lating the average vectors of the secondary structure (helices and
strands). The protein is then re-oriented so that these secondary
structures are mainly perpendicular to the membrane and their av-
eraged centre of gravity lies at the reference frame’s origin. Next,
the centre of the pore is identified by iteratively maximizing the
number of detected pore-lining residues, that is, water-accessible
amino acids whose Cα−Cβ vector points towards the current pore
axis, with the preliminary centre and axis of the pore being redefined
in each step. The final pore axis is obtained by using an iterative
slice-based approach to refine it. The protein structure is mapped
onto a 3D grid and then divided into slices of height 1Å, perpen-
dicular to the current pore axis. For each slice, located at different
pore heights, a local pore centre is identified by the centre of the
sphere with the maximum radius that the slice can accommodate.
These spheres then define a new vector used to align and re-orient
the structure.

Finally, the algorithm calculates several pore features and quan-
titative descriptors, such as the diameter profiles and position of
pore centres at different heights along the channel, the atoms and
corresponding residues lining the channel walls, and the size, shape
and regularity of the channel cavity.

4.9. DoGSite

DoGSite was introduced by Volkamer et al. [VGGR10], and is based
on the concept of DoG (Difference of Gaussian) [GW07], borrowed
from image processing and analysis. The difference is that now we
apply a DoG to a 3D grid instead of a 2D image. Grid points are
ascribed either the value 0 for points outside the vdW surface or
the value 1 for points inside or on the surface. Unlike most cavity
detection methods, DoGSite is capable of structuring cavities into
subcavities, resulting in a more detailed shape description of putative
binding sites.

DoGSite was developed from the leading idea that active sites
quite often possess invaginations as large as that they are capable of
accommodating one or more heavy atoms. When a 3D DoG filter
is applied to a grid representation of the protein, such invaginations
can be identified because it determines where are spherically shaped
structures in the grid, known as DoG cores. These cores correspond
to sub-cavities that are then gathered into cavities.

4.10. VICE

VICE (Vectorial Identification of Cavity Extents) is another grid-
based method, which was developed by Tripathi and Kellogg
[TK10]. Similar to other grid-based methods, VICE discards grid
points that fall inside the protein surface (e.g. vdW surface). Only

the grid points that fall outside the protein surface are assigned a
score according to a buriedness-like metric.

Similar to POCKET, VICE uses an integer (Boolean) grid, but
the values 0 and 1 assigned to grid points have a distinct mean-
ing. The value 0 is assigned to every single grid point inside an
atom; otherwise, its value is set to 1. VICE uses an integer den-
sity map to define the scan directions through integer arithmetic
vectors as a way of speeding up the computations associated with
the grid. It is clear that the grid points outside the protein po-
tentially are cavity points, and this leads us to the ambiguity
problem of cavity bounds. Each outside grid point is subject to
a search procedure to determine whether it belongs to a cavity
or not.

The decision is based on a discrete variant of the Connolly func-
tion, in a way similar to that one of PocketPicker. Basically, one
considers a set of eight 2D vectors (1, 0), (1, 1), (0, 1), (−1, 1),
(−1, 0), (−1, −1), (0, −1) and (1,−1) from each grid point to its
eight neighbouring points in the same axis-aligned plane (e.g. par-
allel to the XY plane), and calculate the rate of blocked vectors to
the total number of vectors starting at such grid point. A blocked
vector is defined as any vector that hits the molecular surface (or
atom); otherwise, it is a clear vector. Such a rate has a nominal
cutoff value given by 0.5, which sets the line between the convexity
and the concavity. A rate clearly above 0.5 denotes the presence of
a putative cavity, while a rate noticeably under 0.5 means that the
grid point is close a convex region of protein surface or it is far away
from the protein surface. It happens that a few grid points, mostly
those close to the cavity mouth, remain ambiguous because the rate
varies in the range [0.5 − 0.05, 0.5 + 0.05]; in this case, one uses
a supplementary set of 2D vectors given by (2, 1), (1, 2), (−1, 2),
(−2, 1), (−2, −1), (−1,−2), (1, −2) and (2, −1) for disambigua-
tion purposes.

4.11. Phillips et al. method

This method was proposed by Phillips et al. [PGD*10]. It is based on
ray casting, as known from computer graphics, with the difference
that rays are parallel to each other in z direction. This technique
utilizes a ray passing through the centres of voxels of an axis-aligned
3D grid hosting the protein. As usual in ray casting, rays are not
blocked by the protein, so that we end up having door-in and door-
out points on the molecular surface (e.g. vdW surface) for each ray.
These intersection points between rays and the molecular surface
are carried out as usual in computer graphics. In the end, we have
only to collect those voxels outside the surface that are traversed
by door-out-door-in ray segments. Unfortunately, and similar to
CAVITY SEARCH and other methods with a small number of
scanning directions, this technique may miss cavities other than
voids.

4.12. Grid-based methods: Discussion

Grid-based methods are built upon three entities: the set of atoms
(SA) of a given protein, an axis-aligned grid, and a scalar field. The
scalar field is either boolean or integer. The key idea of these methods
is the one of blocking oriented directions or visibility vectors from
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Table 2: Grid-based methods.

Cavities

Molecular surfaces Limitations Pockets

Methods Reference SA/vdW SES SAS GSS POS MOA UACL Clefts/Grooves Invaginations Tunnels Channels Voids

CavitySearch [HM90] • • • • • •
POCKET [LB92] • • • • • • • •
LIGSITE [HRB97] • • • • • • •
Exner et al. [EKMB98] • • • • • •
PocketPicker [WPS07] • • • • • • •
PocketDepth [KC08] • • • • • • • •
VisGrid [LTA*08] • • • • • • • •
PoreWalker [PCMT09] • • • •
VICE [TK10] • • • • • • •
DoGSite [VGGR10] • • • • • •
Phillips et al. [PGD*10] • • • • • •

Abbreviations: SA/vdW, set of atoms/van der Waals surface; SES, solvent-excluded surface; SAS, solvent-accessible surface; GSS, grid-spacing sensitivity;
POS, protein-orientation sensitivity; MOA, mouth-opening ambiguity; UACL, user-assisted cavity location.

each voxel. A brief glance at Table 2 shows us grid-based methods
enjoy the following characteristics:

� Molecular Surfaces. As shown in Table 2, and similar to
sphere-based methods, grid-based methods mostly rely on the
set of atoms (SA). Atoms allow us to distinguish the grid
nodes inside the protein (or inside of atoms) from those lying
outside it.

� Limitations. We have identified two main limitations with grid-
based methods. The first has to do with grid-spacing sensitivity
(GSS). A distinct grid voxel length may result in finding distinct
cavities for the same protein [OFH*14], as well as a different
number of cavities. Clearly, this has not only a significant impact
on the accuracy of a given grid-based method but also on its
performance regarding memory space and time complexity. In
fact, a grid with smaller voxels implies more memory space
consumption and poorer time performance, in particular for voxel
length less than 1.0 Å. To mitigate the problem of GSS, one
has to find a way of automatically adjusting and calculating
the appropriate voxel length. With the exception of DoGSite, no
other method can automatically adjust the voxel length to the size
of a given protein regarding the number and density of atoms.
Larger proteins should lead to longer voxel length [VGGR10],
and thus a less number of voxels, as well as an increasing of time
performance. Recall that the time complexity of any algorithm
based on a 3D grid is cubic unless one uses parallel computing
[DG17].
The second limitation concerns protein-orientation sensitivity
(POS). This means that a distinct orientation of the protein within
the grid may result in finding a distinct set of cavities on the same
protein surface [BAM*14]. That is, grid-based methods are not
rotation-invariant; their accuracy depends on rotations of a given
protein in 3D space. Using multiple scanning directions is a way
of mitigating this problem.
Note that the problem concerning protein orientation can be
solved since we can determine the boundary of each cavity, that
is, the problem of delineating the cavity ceiling [OFH*14]. As

shown in Table 2, most grid-based methods have no difficulties
in finding cavity mouth openings from the blocking technique of
scanning directions.

� Cavities. With the exception of CAVITY SEARCH, grid-based
methods identify cavities in an automated manner. Besides, only
POCKET and its follow-up method called PocketDepth may
miss clefts/grooves because of the small number of scanning
directions they use in the detection of cavities.

At last, with the exception of DoGSite, these methods were not
designed to identify n-part cavities in a structured manner, that is,
each n-part cavity is identified as a whole, not in parts or subcavities.

5. Grid-and-Sphere-Based Methods

Grid-and-sphere-based methods combine the advantages of both
grid- and sphere-based methods. Similar to grid-based methods,
they also sustain themselves on a scalar field defined at every sin-
gle grid point. Additionally, they mostly use large probe spheres
rolling on the vdW surface, which have the function of delimit-
ing cavities between the probe-generated surface and the molecular
surface. This solves the problem of ambiguity that stems from the
necessity of identifying cavities and their stopgaps (or mouth open-
ings). The identification of a cavity’s stopgap is known as the cavity
ceiling problem. As noted by Oliveira et al. [OFH*14], the cavity
ceiling problem can be controlled using customizable probe sizes.
Consequently, grid-and-sphere based methods are not orientation-
sensitive.

5.1. VOIDOO

VOIDOO is a grid-and-sphere based method proposed by Kley-
wegt and Jones [KJ94]. It was thought of to only identify voids and
invaginations using a process named atom fattening. Unlike a void,
an invagination is exposed to the outside of the protein, but it can
be closed off by increasing the atomic radii, that is, an invagination
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Figure 10: Detecting cavities using VOIDOO [KJ94]: (a) Region
of the protein with atoms having the normal van der Waals radii; (b)
The increase of the atomic radii of the atoms encloses a cavity (green
zone). This process of atom fattening allows a well delineation of
the void (pictures taken and modified from [KJ94]).

becomes a void using such process of atom fattening. Additionally,
an invagination may possess one or more mouth openings, so that
channels are also identified using VOIDOO. Unfortunately, wide
and shallow clefts/grooves cannot be detected in this manner. Note
that the atoms and probes of gradually increasing radii are concen-
tric. This process is shown in Figure 10.

This method starts by mapping the protein onto a 3D grid with
the following characteristics: (i) grid spacing of 0.5 to 1.0 Å;
(ii) grid nodes ascribed with the value 0. The second step con-
sists in labelling all grid points inside protein’s atoms (i.e. vdW
surface) as 1. The third step carries out the labelling of those
grid points that gradually are caught between the vdW surface
and the SAS-like outer surface under the process of atom fat-
tening. This process stops as soon as the invagination turns into
a void.

5.2. HOLLOW

HOLLOW is a grid-and-sphere method proposed by Ho and
Gruswitz [HG08]. HOLLOW uses a grid with a spacing of 0.5 Å,
and probe spheres (called dummy atoms) of 1.4 Å radius. Unlike
sphere-based methods, which place probe spheres tangential to three
atoms of the protein, here each probe is centred at a grid point.

Then, those dummy atoms overlapping atoms of the molecule
are thrown away from the grid. Also, dummy atoms located outside
the envelope of the protein are removed. In the same manner, the
remaining dummy atoms within each cavity are eliminated under
the condition that the total volume of each cavity remains the same.
The envelope of the molecule is defined by the process of rolling
a large probe sphere of 8.0 Å on the surface atoms. Consequently,
all cavities of the molecule are identified by HOLLOW, but this
evidently depends on the grid spacing.

5.3. POCASA

POCASA (Pocket-Cavity Search Application) includes a sphere-
based grid algorithm, called Roll, which was designed and devel-
oped by Yu et al. [YZTY10]. The scalar field is boolean, so that grid

points inside the protein are assigned the value of 1 (i.e. occupied
grid points), while grid points outside the protein take on the value
0 (i.e. free grid points).

Roll makes use of a large probe sphere of a varying radius much
greater than 1.4 Å, which rolls on the protein surface, being the
rolling direction controlled by the inner border tracing algorithm
borrowed from image analysis and processing [SHB16]. Neverthe-
less, the size of the probe sphere may vary to identify cavities of
distinct sizes. The crust-like surface generated by the probe works
as a second envelope of the protein and is called probe surface.
The leading idea is to identify cavities as the loci consisting of free
grid points or voxels between the protein’s vdW surface and the
probe surface. In practice, the probe surface is not generated, being
enough to consider as cavity voxels the free voxels outside the pro-
tein that are not touched by the probe. Obviously, the voxels beyond
the probe are discarded straight away.

5.4. McVol

McVol method was proposed by Till and Ullmann [TU10] to cal-
culate the volume of molecular structures through a Monte Carlo
integration. The molecular volume is used to identify surface clefts
and voids. This method takes advantage of four main tools: (i) an
axis-aligned grid enclosing the molecule; (ii) the SAS; (iii) spherical
probe rolling on the set of atoms of the molecule, whose radius is
desirably equal to the atomic radius of the solvent; (iv) the random
placement of points in the grid-discretized domain (i.e. bounding
box) enclosing the molecule.

The random placement of points in the domain serves two pur-
poses: the computation of the molecular volume and the identifica-
tion of voids. In fact, the molecular volume consists of the volume
enclosed by the outer surface minus the volumes (voids) enclosed by
the inner surfaces. Therefore, the computation of the molecular vol-
ume requires identifying the molecular voids. Note that grid-based
methods are suited to compute volumes through integration using
Monte Carlo techniques. See Till and Ullmann [TU10] for further
details. A point that belongs to a void satisfies the following two
conditions: (i) its distance to any atom centre is less than the vdW
radius of such atom plus the rolling probe sphere radius; (ii) its dis-
tance to SAS’ closest point is greater than the rolling probe sphere
radius.

Identifying surface clefts is inspired by the technique used to
identify voids. We define a 3D local box centred at each solvent
grid point (i.e. grid point outside the molecule) to determine the
percentage of cleft grid points in the local box. If such a percentage
is greater than a given threshold, the solvent grid point is marked
as cleft, what is equivalent to use a discrete Connolly function.
The clustering of solvent grid point into clefts is performed using a
breadth-first search (BFS) over the grid.

5.5. GHECOM

GHECOM (grid-based HECOMi finder) is a grid-and-sphere based
method due to Kawabata [Kaw10]. It is a follow-up of the sphere-
based method, called PHECOM, proposed before by Kawabata and
Go [KG07]. Following the principle that probes with different radii
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capture distinct protein cavities, PHECOM uses the smallest probe
whose radius is 1.87 Å, which corresponds to the size of a single
methyl group (−CH3), and a variable size for the large probe that
defines not only the cavity ceiling but also the shallowness of the
cavity. Besides, this idea is taken to a limit in methods based on
α-shapes (see Section 8), where radius-zero probes outputs the van
der Waals surface and radius-∞ probes gives rise to the convex hull
of a set of atoms.

As Kawabata noted, placing probes on the protein atoms in con-
formity with the principle of three contacts (i.e. three-point geom-
etry) might fail for proteins with irregular shapes. Besides, com-
puting the minimum inaccessible radius for a set of large probes is
very time-consuming. This amounts to computing the optimal α-
sphere that defines the ceiling (i.e. stopgaps) for all relevant cavities
of a protein (see Section 8).

GHECOM solves these problems by combining spheres with
voxels of a 3D grid, together with the theory of mathematical mor-
phology [Mat75] [Ser84]. This theory is used in digital analysis of
geometric features in imaging, although it had also been used in the
structural analysis of proteins before by the hand of Delaney [Del92]
and Masuya and Doi [MD95]. According to Masuya and Doi, given
the set X of the union of the atoms of a given protein, pockets can
be defined as the result of closing of X by a large probe and opening
of X by a small probe; note that closing (•) and opening (◦) are
two morphological operations. Masuya and Doi also put forward
that the SAS and SES can also be defined through morphological
operations.

Kawabata’s solution for identifying cavities also uses those mor-
phological operators, which reflect the PHECOM definition of a
pocket: ‘a small probe can enter but a large probe cannot’ [Kaw10].
In fact, GHECOM uses the same two operations to define a pocket
of X as follows:

PX(L, S) = ((X • L) ∩ XC) ◦ S, (1)

where L and S stand for the large and small probes, and XC is
the set complement of X. As shown in Figure 11, the operation

Figure 11: Detecting cavities using GHECOM [Kaw10]: (a) rep-
resentation of the molecular surface (X), a small probe (S) in a
cavity and a large probe (L) on the protein surface; (b) cavity as
given by PX(L, S).

(1) produces a pocket as the space outside the protein X (XC),
where the large probe L cannot enter (closing of X by L), but the
small probe S can (opening of (X • L) ∩ XC by S). So, it was made
possible to efficiently calculate multi-scale pockets (i.e. deep to
shallow pockets), simultaneously, from multi-scale spherical probes
(i.e. small to large probes). It is noteworthy that the expression (1)
simplifies analogous expression advanced by Masuya and Doi, and
is valid for both continuous and discrete point sets, that is, it applies
to sets defined in the 3D grid of the domain where the protein resides.

5.6. 3V

Voss and Gerstein [VG10] introduced the 3V (Voss Volume Voxe-
lator) method. It also uses two probes that roll on the set of atoms
of the protein, whose radii can be adjusted relative to their 1.5 and
6 Å default values. These probes define two SESs, but these surfaces
are not analytically built or triangulated.

The leading idea is to determine grid points inside the outer
surface not accessible to a large probe, as well as grid points inside
the inner surface not accessible to a small probe, so cavities result
from the difference between the previous two grid point sets. That is,
the empty space between the two surfaces is calculated in a discrete
manner using a 3D grid of points or voxels. Thus, there is no room
for mouth-opening ambiguity (MOA).

5.7. VolArea

VolArea was introduced by Ribeiro et al. [RTC*13]. It also follows
the leading idea of mapping a protein onto a 3D grid of voxels,
where the cavities are 3D sites that consist of empty voxels located
outside the protein. VolArea utilizes the concept of cavity probe
sphere that is concentric with every single atom, but whose radius
is greater than the vdW radius of its concentric atom. Therefore,
similar to VOIDOO (see Section 5.1) and PocketPicket (see Sec-
tion 4.5), we end up having two surfaces: a vdW surface and an
SAS-like surface.

The question is then how to collect the relevant empty voxels
of a cavity among all those lying between those surfaces. This is
accomplished with the user assistance, who has to first choose the
region where to search for a cavity. The user must also set the radius
of the cavity probe, which depends on the size and shape of the
pocket, cleft or cavity under study.

Then, the cavity is identified from the cluster of empty voxels
located inside 3D regions that result from intersecting cavity sphere
probes. This means that the voxel length must be much smaller than
the radius of any atom. With Volarea, very small cavities are dis-
carded, in particular, those smaller than a hydrogen atom regarding
occupied volume.

5.8. KVFinder

More recently, Oliveira et al. [OFH*14] introduced KVFinder,
which is another grid-and-sphere based algorithm similar to the one
proposed by Voss and Gerstein [VG10]. The scalar field associated
with the grid is boolean. This allows them to define every sin-
gle geometric cavity regarding theory of mathematical morphology
[Ser84], as explained below.
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The MOA problem is approached using two probe spheres: probe-
in sphere and probe-out sphere. Only grid points outside the protein
are taken into account in the process of detection of cavities. The
first sphere is small to guarantee that it fits in most cavities, while
the second is larger to guarantee that it does not fit in those cavities.
It is clear that we are assuming that these spheres do not overlap the
protein surface.

By centring the probe-in sphere at each outer grid point, we easily
see that most outer grid points end up being caught by the probe-in
sphere; only those grid points of tiny cavities whose size is less than
the size of the probe-in sphere are discarded. This concludes the first
step of the algorithm. The second step is identical to the first step,
with the difference that now one uses the probe-out sphere, instead
of the probe-in sphere.

A cavity point is thus every single grid point overlapped by the
probe-in sphere which is not overlapped by the probe-out sphere.
Note that the probe-in sphere rolling on the protein surface defines
a surface that is the SES approximately, while probe-out sphere
rolling on the protein surface gives rise to another surface that tends
to make a shortcut on the surface, more specifically where the cavi-
ties are located. However, these surfaces are not evaluated or deter-
mined analytically. In short, the probe-out sphere solves the MOA
problem that is typical in grid-based algorithms. But, finding a suit-
able radius for the probe-out is a difficult—not to say impossible—
task because the radius depends on the size and shape of each
cavity.

5.9. PrinCCes

Recently, a method designated as PrinCCes (Protein internal Chan-
nel and Cavity estimation) was proposed by Czirják [Czi15]. The
method relies on a 3D grid, whose grid spacing is user-defined
and varies between 0.1 and 2.4 Å. Two probe spheres are also
employed in the process. A larger probe (with a radius of 1.0
to 10.0 Å of radius) aims at identifying the shell volume (i.e.
protein volume plus its cavity volumes), while a smaller probe
(with a radius of 0.6 to 5.0 Å of radius) aims at detecting cavity
volumes.

This method is quite different from those that place probe spheres
in contact with protein’s surface atoms (see, e.g. 3V [VG10]). In-
stead of rolling probe spheres on protein’s surface atoms, both larger
and smaller probes are placed at the centre of each (surface) atom to
collect cavity grid points. In fact, this method relies on a novel algo-
rithm called Find Continuous SubSpace algorithm (FCSS), which
decomposes the space between the larger and the smaller probe into
distinct cavities.

More specifically, each cavity is delineated by moving a
controllable-size probe sphere along the 26 possible directions de-
fined by each cavity grid point and their neighbours, but without
colliding with the molecular surface. These movable probes are
located in the space between surface atoms and their larger probes.

According to its authors, this method is more faithful to represent
the geometric structure of tunnels. That is, it avoids the represen-
tation of tunnels as a group of different sized spheres (as seen in
CAVER [POB*06] and MolAxis [YFW*08]). Furthermore, the user

does not need to provide seed points indicating the direction or lo-
cation of cavities to detect and delineate cavity zones.

5.10. Grid-and-sphere-based methods: Discussion

Using probes in grid-based methods follows three different tech-
niques. The first is based on atom fattening (originating SAS or
SAS-like surfaces), as it the case of VOIDOO, McVol, VolArea and
PrinCCes (see column ‘SAS’ on Table 2). The second takes advan-
tage of the concept of rolling probes of unequal radii on the vdW
surface, as in POCASA, McVol, GHECOM and 3V. The third was
only incorporated in KVFinder and consists in placing concentric
probes of unequal radii at grid points so that the small probe gets in
cavities, but not large probes.

As shown in Table 2, grid-and-sphere-based methods can be char-
acterized as follows:

� Molecular surfaces. As usual, these methods directly use the
set of atoms (SA) of a given protein to identify its cavities (see
Table 3). Also, and given the hybrid flavour of grid-and-sphere-
based methods, they take advantage of three tools: an axis-aligned
grid, a scalar field and probe spheres.

� Limitations. The issue concerning GSS can be solved since the
voxel length is at most (1/2 R), with R the radius of the wa-
ter probe sphere, in conformity with Nyquist theorem [DG15];
otherwise, cavities cannot be properly sampled by empty voxels.
Protein-orientation sensitivity (POS) is a typical problem in grid-
based methods. But, using large probe spheres (approx. 5 Å), we
can block cavity entries/exits or mouth openings, solving the
POS problem in this manner.
MOA is another issue of grid-based methods, simply because
mouth-openings do not block scanning directions. As said above,
this problem can be solved using large blocking spheres on the
protein surface. With the exception of VolArea, the methods listed
in Table 2 resolve the MOA problem, that is, they are capable of
delineating the mouth openings of cavities. This is accomplished
at the cost of using probe spheres that isolate cavities from the
empty outer space. Let us also mention that only POCASA,
GHECOM and PrinCCes support multiscale probes.
Therefore, these methods determine protein cavities in an au-
tomated manner without the user intervention; the exception
is VolArea, which requires the user-assisted cavity localization
(UACL).

� Cavities. In general, grid-and-sphere based methods are capa-
ble of automatically identifying cavities. Only VolArea needs
user’s interactive assistance to identify such cavities (see column
‘UACL’ in Table 3). Nevertheless, VOIDOO may miss shallow
cleft/grooves, whereas McVol was designed only for detecting
cleft/grooves and voids. At last, among all methods listed in
Table 3, only PrinCCes can organize a cavity from its sub-cavities
or parts.

To summarize, using probe spheres together with grids solves two
typical problems of grid-based methods, namely, MOA and POS.
In fact, the use of multi-scale probes allows us to define suitable
stopgaps for each cavity.
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Table 3: Grid-and-sphere-based methods.

Cavities

Molecular surfaces Limitations Pockets

Methods Reference SA/vdW SAS GSS UACL Clefts/Grooves Invaginations Tunnels Channels Voids

VOIDOO [KJ94] • • • • • • •
HOLLOW [HG08] • • • • • • •
POCASA [YZTY10] • • • • • • •
McVol [TU10] • • • • •
GHECOM [Kaw10] • • • • • • •
3V [VG10] • • • • • • •
Volarea [RTC*13] • • • • • • • • •
KVFinder [OFH*14] • • • • • • •
PrinCCes [Czi15] • • • • • • • •

Abbreviations: SA/vdW, set of atoms/van der Waals surface; SES, solvent-excluded surface; SAS, solvent-accessible surface; GSS, grid-spacing sensitivity;
UACL, user-assisted cavity location.

6. Surface-Based Methods

These methods are based on analysis of geometric properties of the
molecular surface [NH06]. Examples of such geometric properties
are solid angles [Con86], the surface fractal dimension [PB99] and
curvature [NWB*06], so surface cavities look like valleys in the
middle of mountain ranges.

6.1. NSA

NSA (Nearest Surface Atom) method was introduced by Del Carpio
et al. [DCTS93]. This method starts by sampling the surface of each
atom as proposed by Lee and Richards [LR71] for computing the
SAS. Then, one removes the occluded points, that is, those points
inside other atoms (see Lee and Richards [LR71]), so that we end
up obtaining a set of points, called free points, which sample the van
der Waals surface of the protein. After discarding those occluded
points, one calculates the distance between each atom and the centre
of gravity of the protein. A smaller distance from an atom to protein’s
gravity centre means that the atom is located at a deeper site in the
protein. After finding the NSA from the centre of gravity, a cavity
is formed by clustering of the nearby surface atoms that are visible
to NSA’s free points on the vdW surface (see Figure 12(a)). The
process is repeated while there exists some concavity to detect on
the molecular surface (see Figure 12(b)). The concave regions are
the places where the protein cavities are located [DCTS93, LJ06].
However, this method has difficulties in dealing with n-part cavities
because it is based on a visibility criterion from the free points of
the NSA, that is, there is space for ambiguity in the identification of
cavity mouth openings.

6.2. SCREEN

Nayal and Honig [NH06] proposed a surface-based method,
called SCREEN (Surface Cavity REcognition and EvaluatioN).
This method generates two molecular surfaces through GRASP
[NSH91]. The first surface is the standard SES generated from

Figure 12: NSA: (a) the gravity centre (in orange) of the protein is
displayed together with its nearest surface atom (NSA), from which
the cavity (in green) is formed by the clustering of nearby surface
atoms that are visible from NSA; (b) the process is repeated while
there is some cavity to form on the protein surface (pictures inspired
in [LJ06]).

rolling a solvent probe sphere with 1.4 Å of radius on the van der
Waals surface (or set of atoms), here called inner surface. The second
surface, called surface envelope, is generated in the same manner,
but with a probe sphere of 5 Å of radius.

Cavities boil down to the space between the two surfaces. The SES
patch of the inner surface on the cavity floor represents the cavity,
while the homologous patch of the surface envelope represents the
cavity ceiling. As such, cavity envelope is well defined, as well as
its mouth openings, volume and surface area, which can be then
analytically computed in a precise way. No grid is used here for any
purpose.

6.3. CHUNNEL

CHUNNEL was introduced by Coleman and Sharp [CS09]. This
method is based on the SES, which is determined using the GRASP
algorithm [NSH91]. CHUNNEL was specifically developed to
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automatically find, characterize, and display channels (or pores)
of a given protein, particularly for large and very large proteins.

By relying on the triangulation of the SES of the protein to deter-
mine the number of channels in conformity with the Euler-Poincaré
formula, CHUNNEL automatically finds the location of the chan-
nel mouth without any user’s guidance or clues, as well as multiple
channels throughout the entire protein surface. For that purpose,
one uses the convex hull of the SES triangulation to locate each
channel’s entrance and exit (i.e. opening mouths).

6.4. MSPocket

MSPocket (Molecular Surface Pocket) was introduced by Zhu and
Pisabarro [ZP11]. It directly identifies pockets on the SES of a
given protein, without resorting to any regular grid as usual in grid-
based methods. Therefore, unlike grid-based methods, MSPocket is
not dependent on protein orientations. In fact, MSPocket utilizes an
analytical formulation of SES as given by MSMS software package,
which is due to Sanner et al. [SOS96]. MSMS produces a set of
sample points on SES, called surface vertices, each one of which
is associated with a protein atom. These vertices allow us not only
to build an SES triangulation but also to determine their normal
vectors by averaging normals of neighbour triangles.

Such normal vectors play an instrumental role in locating the
concavities on the SES. First, for each vertex, one calculates the
angle between its normal and the normal at each one of its adjacent
vertices. Then, one calculates the average angle of these angles,
assigning it to the central vertex if it is less than 90 degrees. A
vertex of this sort is here called concave vertex, and a triangle
delimited by three concave vertices is said to be concave. Likewise,
a subset of connected concave triangles is a cavity (i.e. either a
pocket or a void). This induces a mesh segmentation of SES into
cavities (i.e. concave triangles) together with the remaining non-
concave triangles belonging to SES. It is clear that this requires
the clustering of concave triangles into cavities, so that we end
up getting their boundaries or mouth openings. However, similar
to NSA method, the lack of an outer surface of the protein may
make such mouth openings uncertain, what leads to some degree of
ambiguity in their computation; as a consequence, the computation
of each cavity’s volume and area is not correct either. The reader is
referred to [ZP11] for further details.

6.5. Giard et al.’s method

Giard et al.’s method [GAGM11] was designed as a follow-up of
Travel Depth due to Coleman and Sharp [CS06] (see Section 7.3 for
further details). It aims to reduce the (time and memory) complexity
of Travel Depth by confining the geometric processing to the SES,
and thus eliminating the unnecessary processing of samples (i.e.
grid nodes) lying outside and inside the protein. In other words, as a
surface-based method, it does not use any grid to help in identifying
protein cavities.

Its leading idea is to utilize the triangulated molecular surface and
its convex hull to determine the cavities that stand in the middle. The
molecular surface is an SES approximation generated by summing
Gaussian functions centred on atoms, that is, a molecular Gaussian

surface (GS). The distance of each vertex of the GS mesh to its
nearest vertex of the convex hull works as a depth metric, which
determines whether a GS vertex belongs to a cavity or not.

The main advantage of this method is its reduced complexity
regarding consumption of memory space (i.e. no grid is used at all)
and time performance (i.e. only unpaired vertices of the GS mesh
and its convex hull are processed after all). The main drawback is
that it is necessary to use some visibility criterion to ensure the
correct measure of depth for GS vertices buried in n-part cavities,
which are not in the line of sight of any convex hull vertex.

6.6. Surface-based methods: Discussion

As shown in Table 4, surface-based methods can be characterized
as follows:

� Molecular Surfaces. These methods distinguish themselves from
others in that they use an analytical molecular surface to directly
find the protein cavities. SES is dominant in these methods, but
eventually other analytical formulations of molecular surfaces
may be used in the future (e.g. surfaces defined by bounded
kernel functions) [GVJ*09].

� Limitations. These methods operate in an automated manner, so
user’s assistance is not necessary. SCREEN uses two analytical
SES generated from two probes with different radii so that the
outer surface works as the ceiling for cavities. This outer surface
plays the same role as that one of large probes in sphere-based
methods. The difference here is that the surface ends up be-
ing generated. Therefore, SCREEN does not suffer from MOA.
Similarly, CHUNNEL and Giard et al.’s methods do not suffer
from MOA because it takes advantage of the convex hull of SES
triangulation to locate each channel’s mouth opening.
But, unlike SCREEN, CHUNNEL and Giard et al., NSA and
MSPocket methods suffer from ambiguity in delineating each
cavity’s mouth opening. This is so because they are based on a
visibility criterion (e.g. the line of sight from free points, and
normal vectors as a measure of curvature), without resorting to
a supplementary outer surface (e.g. convex hull) enveloping the
protein’s atoms.

� Cavities. Among those methods listed in Table 4, only NSA
and MSPocket are capable of identifying all sorts of cavities.
Nevertheless, it is not certain that NSA and MSPocket are capable
of correctly determine the entire extent of a cavity structured into
parts, largely because of the lack of a supplementary outer surface
enclosing the protein. On the other hand, CHUNNEL is focused
on identifying channels (and tunnels). Note that CHUNNEL and
Giard et al.’s methods have difficulties in detecting voids, largely
because the surface mesh bounding each void does not meet any
convex hull. This problem is mitigated using two SES, but, in this
case, it may happen that both triangulations coincide if the void
is convex or, alternatively, small depressions arise if the void is
not convex, tricking us about the number of cavities where such
void is located.

In short, using the analytical, geometric properties of molecu-
lar surfaces to identify protein cavities can be seen an emerging
trend in molecular graphics and modelling, in particular for those
interested in applications of geometric modelling and computational
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Table 4: Surface-based methods.

Cavities

Molecular surfaces Pockets

Methods Reference SA/vdW SES GS CH
Limitations

MOA Clefts/Grooves Invaginations Tunnels Channels Voids

NSA [DCTS93] • • • • • • •
SCREEN [NH06] • • • • • • •
CHUNNEL [CS09] • • • • •
MSPocket [ZP11] • • • • • • • •
Giard et al. [GAGM11] • • • • • • •

Abbreviations: SA/vdW, set of atoms/van der Waals surface; SES, solvent-excluded surface; GS, Gaussian surface; CH, convex hull; MOA, mouth-opening
ambiguity.

geometry to biology and chemistry. This leads us to the origins of
this research field in the sense that we have to ask ourselves which is
the best mathematical formulation to represent and model not only
the surface of a molecule (e.g. a protein) but also the surface shape
descriptors of their cavities.

7. Grid-and-Surface-Based Methods

These methods combine the advantages of the grid- and surface-
based algorithms. Analogously to probe spheres, surfaces eliminate
the ambiguity problem of grid-based methods, particularly in defin-
ing the stopgaps (and, consequently, mouth openings) of cavities.
They use the concept of scalar field in conjunction with a 3D grid.
The scalar field may be defined by a distance function, a depth
function, an electron density field or any other function.

7.1. FRODO

FRODO, which is due to Voorintholt et al. [VKV*89], is considered
by many as the first grid-based cavity detection algorithm. This
algorithm assigns a real value to every single grid point, which
depends on whether such point is inside the molecule, between the
van der Waals (vdW) surface and SAS, or beyond SAS. Such real
value assigned to each grid point is produced by a real function,
which depends on the distance of such grid point to the NSA, and
is as follows:

F (x) =

⎧⎪⎨
⎪⎩

C if d < Rw

C · (Rw+Rp )2−d2

(Rw+Rp )2−R2
w

if Rw < d < Rw + Rp

0 if d > Rw + Rp,

(2)

where d is the distance of the grid node x to its nearest atom, Rw

represents the van der Waals radius of such nearest atom, Rp denotes
the maximal radius of the probe that delineates the SAS and C is
the maximal value (= 100) assigned to a grid node.

So, we end up having a distance map associated to the grid.
It is clear that cavities are located between the vdW surface and
SAS, but truly speaking FRODO does not detect cavities [KJ94],
having it been designed only for the visualization of SAS. In fact, as
noted by Ho and Marshall [HM90], although FRODO is effective
in finding regions where cavities are located, it is not that easy to
isolate and define the extent of each specific cavity, including their

mouth openings (i.e. cavity entrances and exits). That is, FRODO
suffers from the MOA problem.

In fact, voids and invaginations can be identified by a cluster
null-valued grid nodes enclosed by a shell of non-null-valued grid
nodes. However, the detection of some invaginations may fail if its
mouth radius is greater than the radius of the water molecule (i.e.
1.4 Å); the same applies to tunnels and channels. Recall that this
process on the interaction between the water probe sphere and vdW
atoms is equivalent to consider SAS (with atom radii increased by
1.4 Å). This means that invaginations with large mouths and chan-
nels with large tunnels, as well as large clefts, cannot be detected
using FRODO because augmented atoms facing other augmented
atoms of the SAS on the opposite side of the cavity do not touch or
intersect.

7.2. CAVER

This method was primarily designed to identify pathways from
buried active sites (i.e. clefts, pockets and cavities) to the solvent
outside the protein [POB*06], though it was also designed to be
applied to molecular dynamic trajectories. CAVER utilizes two
geometric tools to determine pathways and, as a consequence, the
protein cavities themselves: (i) an axis-aligned grid embedding the
protein and (ii) the convex hull of the protein’s body. Grid nodes are
then categorized as outer and inner nodes in relation to the protein
body (i.e. set of vdW atoms). Outer nodes that fall inside the convex
hull identify where cavities are.

Such outer nodes allow us to construct a positively node-weighted
graph (with one or more components), from which one uses a
modified form of Dijkstra’s algorithm to identify the shortest low-
cost path from each point located in a protein cavity to the bulk
solvent outside the convex hull. This requires the preliminary iden-
tification of the outer nodes lying on the boundary of the con-
vex hull. It is clear that each possible path from the active site to
the convex hull is evaluated using a cost function that depends
on the number of nodes and the amount of free space around
each node. Consequently short and direct paths are ‘cheaper’ than
long and complicated ones. Also, nodes that are surrounded by
sufficient empty space are preferred, since they allow for a hypo-
thetical substrate to pass through the channel without the risk of
collision.
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Subsequent upgrades of the CAVER software were introduced
in CAVER 2.0 [MBS08], in which the axis-aligned grid was re-
placed by the Voronoi diagram to describe the skeleton of tun-
nels within the structure. Later on, CAVER 3.0 [CPB*12] (see
Section 11.8) implemented new algorithms for the accurate cal-
culation and clustering of pathways, improving the effective anal-
ysis of the time evolution of pathways in molecular dynamics
simulations.

7.3. Travel Depth

In computational biology and chemistry, the depth is a measure
of the buriedness of a protein atom, so that it is often defined as
the distance from the atom centre to the nearest water molecule on
the protein surface [PSA*91]. Coleman and Sharp [CS06, CS10]
introduced a grid-and-surface based method, called Travel Depth.
This method takes advantage of two distinct surfaces, the trian-
gulated surface (e.g. triangulated SAS or SES) and its convex
hull, which is determined using any 3D convex hull algorithm
(e.g. Quickhull [BDH96]). The convex hull works as a delimiter
of cavities on the protein surface, that is, the cavities are located
between the triangulated molecular surface and its convex hull
(see Figure 13).

After determining the convex hull (i.e. a convex set of triangles
enclosing the triangulated surface), we have to collect the grid cubes
whose centres lie outside the triangulated surface and inside the
convex hull into a set of eligible cubes for cavities. The cubes
whose centres are outside the convex hull are assigned the depth 0.
Starting from the shell of outside cubes lining the convex hull, one
calculates the depth of each of their ith neighbouring cubes in the
set of eligible cubes as follows:

di = min
j

(dj + |xi − xj |), (3)

where j denotes every neighbour node of i; equivalently, xj denotes
the centre of each cube neighbouring xi for which we are calculating

Figure 13: Detecting cavities using Travel Depth [CS06]: (a) each
voxel is classified as (i) outside the convex hull (O), (ii) inside the
protein surface and intersecting at least one surface atom (S), (iii)
inside the molecular surface (I) and (iv) between the convex hull
and the protein surface (B); (b) the depth is computed for each voxel
in conformity with Equation (3) (pictures taken and modified from
[CS06]).

the depth di . Therefore, the depth increases from the convex hull
down towards the triangulated molecular surface. The depth value
di corresponds to the minimum path length needed to travel towards
convex hull boundary, in a way similar to what one does to calcu-
late the shortest path in pathfinding (e.g. Dijkstra algorithm). Such
concept of depth allows us to organize cavities into sub-cavities in a
hierarchical manner [CS10], which agrees with our shape hierarchy
proposal in Section 2.3.

7.4. Zhang and Bajaj’s method

Zhang and Bajaj [ZB07] introduced a new cavity detection method
based on a signed distance function in relation to the molecular
surface. That is, the distance function is induced by the molecular
surface. The extraction of pockets can be performed in relation to
any closed molecular surface (e.g. van der Waals surface, Gaussian
isosurface, SES and SAS) embedded in a regular grid.

This two-step marching algorithm is oriented to pockets (i.e. sur-
face cavities). The first step involves the outward propagation of the
surface S to an outer shell surface O that is topologically equivalent
to a ball. The second step consists in the backward propagation of O

to an inner shell surface I , also enclosing S. Therefore, the pockets
are the empty regions between S and I .

More specifically, the cavities correspond to grid points out-
side the molecular surface where the following signed distance
function—called pocket function—is positive:

φ(x) = min(dS(x), dO (x) − t), (4)

where t denotes the varying parameter of the level set dS(x) = t ,
dS(x) is the signed distance function relative to the surface S, which
is positive/negative if x is outside/inside S, while dO (x) stands for
the signed distance function relative to the surface O, but, unlike
dS(x), dO (x) is positive/negative when x is inside/outside O; also,
dO (x) changes from negative to positive at dO (x) = t . For further
details, the reader is referred to [ZB07].

7.5. Grid-and-surface-based methods: Discussion

After a brief glance at Table 5, we observe the following:

� Molecular Surfaces. Surfaces (e.g. convex hull, SES and SAS)
play the role of cavity delimiters, and thus they solve the am-
biguity problem inherent to grid-based methods so that cavities
are determined by clustering voxels (or their centres) between
the inner and outer surfaces that enclose the set of atoms of a
given protein. The only remaining problem has to do with the
eventual need of better delineating each cavity’ mouth openings
and discarding voxels that do not belong to any cavity, which
may incorrectly connect two separate two cavities. This issue
may eventually arise from the use of convex hull as the outer
surface, but it is rather difficult to happen when one uses two
SES because their triangulations partially overlap on the convex
regions of both SES.

� Limitations. As a consequence of disambiguation of each cavity’s
mouth openings, yet in an approximate manner, there is no need
for the user assistance in detecting cavities, that is, cavities are

c© 2017 The Authors
Computer Graphics Forum c© 2017 The Eurographics Association and John Wiley & Sons Ltd.

28



T. Simões et al. / Detection Algorithms for Cavities 661

Table 5: Grid-and-surface-based methods.

Cavities

Molecular surfaces Limitations Pockets

Methods Reference SA/vdW SES SAS GS CH GSS MOA Clefts/Grooves Invaginations Tunnels Channels Voids

FRODO [VKV*89] • • • • •
CAVER [POB*06] • • • • • • • •
Travel Depth [CS06] • • • • • • • • • •
Zhang and Bajaj [ZB07] • • • • • • • •

Abbreviations: SA/vdW, set of atoms/van der Waals surfaces; SES, solvent-excluded surface; SAS, solvent-accessible surface; GS, Gaussian surface; CH,
convex hull; MOA, mouth-opening ambiguity.

determined in an automated manner. Besides, the usage of two
surfaces makes easier the voxel clustering into cavities. Also, the
disambiguation of cavity boundaries rids off the typical problem
of grid-based methods, which has to do with protein orientation
dependence, that is, these methods are not POS. However, they
still are grid-spacing sensitive (GSS). In fact, as noted in Sec-
tion 5.10, the grid spacing cannot go over 1/2R, where R is the
radius of the water molecule; otherwise, we risk missing some
cavities of the protein.

� Cavities. These two-surface grid-based methods have the ad-
vantage of determining the extent of pockets and channels in
terms of voxels. However, those methods using the convex hull
as outer surface are inadequate to find voids; none of these meth-
ods mentions how voids are identified from the convex hull of
the protein. Nevertheless, such voids can be easily determined as
components (or clusters) of outer grid nodes inside the convex
hull.

In summary, using surfaces in conjunction with grids allows us to
overcome the most common problems associated with grid-based
methods, namely: POS and MOA. However, the problem of GSS
remains, unless we use a grid spacing of 1/2R maximum, but this
significantly increases the memory space consumption.

8. Tessellation-Based Methods

The foundations of the tessellation-based methods lie in the field
of computational geometry, in largely after the introduction of al-
pha shapes in the plane by Edelsbrunner, Kirkpatrick and Seidel
[EKS83], which were later generalized in 3D by Edelsbrunner and
Mucke [EM94]. Edelsbrunner himself and colleagues [EFFL95] end
up publishing a work on measuring pockets and voids in proteins.
There are three main sub-families of tessellation-based methods:
(i) α-shape methods; (ii) Voronoi-based methods and (iii) β-shape
methods. However, all these methods result somehow from the the-
ory of α-shapes.

8.1. Theory of α-shapes

Given a set of points in 3D, it is well-known that Delaunay triangula-
tion of such points satisfies the circumsphere rule, which states that
no point is inside of the circumsphere of any of its tetrahedra. This is

illustrated in Figure 14(a), where we see the Delaunay triangulation
of a set of points (in yellow) on the plane, with the corresponding
circumcircles drawn in grey.

By construction, the α-complex is a simplicial subcomplex of the
Delaunay triangulation, where α determines the maximum admissi-
ble value of the radius of any circumsphere; the 0-complex (α = 0)
reduces to the initial set of points, while ∞-complex (α = ∞) is
the convex hull of the initial set of points. Therefore, the tetrahedra
inscribed in circumspheres of radius greater than α are discarded
from the α-complex, as illustrated in Figure 14. By varying the
value of α ∈ R

+, we obtain a filtration of sub-complexes of the
Delaunay triangulation. The α-shape is defined as the union of all
simplices (i.e. vertices, edges, triangles and tetrahedra) belonging
to the α-complex.

In summary, α-shape methods build upon the Delaunay triangu-
lation of atomic centres of a given protein. The parameter α is the
key idea behind a geometric carving process of generating a sub-
complex of the Delaunay triangulation. The question is whether
such a carving process helps anyhow in the delineation of the cavi-
ties of the molecular structure. More specifically, is there an optimal
value of α ∈]0, ∞[ to detect voids? Similarly, are there values of α

that separate pockets from clefts?

8.2. APROPOS

APROPOS (Automatic PROtein Pocket Search) was introduced by
Peters et al. [PFF96]. It is based on the theory of 3D α-shapes due
to Edelsbrunner and Mücke [EM94]. This pocket detection method
is based on the SAS, but, in practice, one uses a subset of atoms
augmented with the radius of 1.4 Å of solvent water probe. This is
important to delimit the carving process that is typical in α-shape
methods.

APROPOS builds up two envelope α-shape triangulations for a
given protein, each one of which corresponds to a distinct value of α.
The first (outer) envelope is coarser than the second (inner) envelope;
the outer envelope is constructed with α = 20 Å, while the inner
envelope is generated for a value of α in the range [3.5, 4.5] Å. These
values of α are empirical and were obtained from experimental
testing. In this manner, one ends up having an outer envelope and
an inner envelope of the protein, and so cavities are in the space
between these inner and outer envelopes, or α-shapes.
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Figure 14: Alpha-shape example where α = 0.15: (a) convex hull (in black), Delaunay triangulation (in red), and atom centres (in yellow);
(b) the k-simplex (in red) is part of the α-shape because the current circumsphere has a radius smaller than α; (c) the k-simplex (in black and
dotted) is not part of the α-shape because the current circumsphere has a radius greater than α; (d) after testing each circumsphere, as seen
in (b) and (c), we get the final α-shape.

8.3. CAST

The main drawback of APROPOS stems from the need of tuning the
value of α for both outer and inner α-shapes, in particular the one
concerning the inner α-shape, which is more sensitive to the surface
shape variations of the protein itself. To overcome this problem,
Edelsbrunner et al. [Ede98] introduced the dual sub-complex of the
union of balls featuring van der Waals atoms, which amounts to
the α-shape that is entirely inside such union of balls. In essence,
they proposed the convex hull as the outer envelope, and the dual
sub-complex as the inner envelope of atomic coordinate centres (see
Figure 15).

CAST was introduced by Liang et al. [LWE98] as an implemen-
tation of the method detailed by Edelsbrunner et al. [Ede98], and
consists of the following steps:

� Voronoi diagram. Firstly, one creates a Voronoi space decompo-
sition from the atoms (atomic coordinates) of the molecule, as
shown in Figure 15(a).

� Convex hull. Secondly, one calculates the corresponding convex
hull (i.e. Delaunay triangulation), as illustrated in Figure 15(b).

� Dual sub-complex. Then, one removes the simplexes (e.g. tri-
angles) that are not completely inside the molecule, result-
ing so in an α-shape of the original molecule, as depicted in
Figure 15(c).

The leading idea here is to get a triangulation with the same topo-
logical type as the original set of atoms that comprise the molecule
so that we can extract the cavities in a straightforward manner.
Note that we have assumed that all atoms possess the same radius
(see Figure 15). In case of using the actual van der Waals atoms,

Figure 15: Detecting cavities through CAST: (a) Voronoi diagram of a molecule (i.e. set of spherical atoms); (b) convex hull of the atomic
centres, together with Delaunay triangulation; (c) α-shape with triangles, edges and vertices in black, where the empty triangles denote the
existence of a cavity (taken and modified from [LWE98] [WPS07]).
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Figure 16: Discrete-flow method at work: (a) Voronoi space decomposition of a molecule; (b) Flow of obtuse triangles from the initial space
decomposition; (c) example that shows a cavity that cannot be properly identified by the method, because the group of obtuse triangles are
flowing to infinity (taken and modified from [LWE98]).

one has to use, instead, the weighted Delaunay triangulation, being
the weighted Voronoi cells necessarily different.

Additionally, Edelsbrunner et al. [Ede98] introduced a discrete-
flow method to decide on the existence of cavities or pockets in the
complement of the dual sub-complex within the convex hull here
called complement sub-complex (i.e. the sub-complex of empty
or partially empty triangles). The eligibility of a cavity as part of
the complement sub-complex is determined in conformity with the
principle of a fluid flowing into a sink. Let us imagine the water flow
field generated by filling each triangle with water, so that the water
of each obtuse triangle flows to the next one until it reaches a pocket
or sink represented by an acute triangle, as illustrated in Figure 16.
This means that every single pocket is formed by growing from an
acute triangle.

But, as Edelsbrunner et al. [Ede98] noted, some cavities can-
not be identified using this discrete flow process, simply because
the Delaunay triangulation can lead to the flow of obtuse trian-
gles to the infinity, that is, some cavities do not match acute
triangles or tetrahedra. In fact, Edelsbrunner and co-authors for-
mally defined cavities as 3D regions in the complement space
of the protein that possess limited accessibility from the comple-
ment space itself. Cavities were deliberately defined in this manner
to exclude shallow valleys or depressions, like the one shown in
Figure 16(b), although some shallow valleys match well-known
binding sites.

Summing up, CAST does not solve the fundamental problem of
the stopgaps (or delimiters) of some cavities (in particular, wide
clefts/grooves), that is, it is not always possible to know where
the cavity begins and the outside space occupied by the solvent
ends. Liang et al. [LWE98] identified this as a difficult problem to
overcome; hence, the ‘can of worms’ problem that they mention
in their paper. In fact, in CAST, the discrete flow condition (or
acute triangle condition) is not satisfied for all types of cavities; it
is only valid for the types of cavities considered by Edelsbrunner
et al. [Ede98] and Liang et al. [LWE98], say pockets with i mouth
openings, with i = 0, 1, . . . , n, and n ∈ N.

CAST is the basis of other methods and systems, namely: CASTp
web server [BNL03], SplitPocket web server [TDCL09] and Ro-
bustVoids [SDP*13], just to mention a few of them. CASTp is also
based on the theory of α-shapes, and arguably can detect all pockets
and voids of a given protein, as well as the surface atoms partici-
pating at each cavity. SplitPocket also uses the weighted Delaunay
triangulation and the discrete flow procedure to predict each pocket
of a given protein. But, unlike CAST, it utilizes not only geometric
information but also physicochemical and evolutionary information
(e.g. conservation index) for putative binding cavities. RobustVoids
builds on the weighted Delaunay triangulation to construct a filtra-
tion of α-shapes to extract pockets and voids in a robust manner
with the user assistance. The accuracy of this system comes from
the fact that cavities are correctly determined independently of the
small inaccuracies resulting from crystallographic measurements
(X-ray crystallography) or the perturbation of atomic radii, which,
as widely known, are determined empirically.

8.4. GP method

The geometric potential (GP) method is due to Xie and
Bourne [XB07]. It is similar to CAST in the sense that the carv-
ing process has the effect of peeling empty triangles and tetrahedra
off the convex hull (i.e. the Delaunay triangulation). However, the
peeling-off of simplices is based on empirical parameters like the
maximum size of 30.0 Å for a ligand binding pocket.

The steps of the GP method are the following:

� Cα atom-based structure. Firstly, one constructs the protein struc-
ture from its Cα atoms (or alpha carbon atoms), as shown in
Figure 17(a). An amino acid (or, amino acid residue, to be more
precise) consists of an amino group (NH2), a hydrogen atom (H),
a carboxyl group (COOH) and a side chain (R) bound to a Cα

atom [Pro14]. Cα atoms are the central atoms of amino acids that
form a protein.

� Convex hull. Secondly, one constructs the convex hull (i.e. De-
launay triangulation), as illustrated in Figure 17(b).
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Figure 17: GP method [XB07]: (a) Cα atom-based structure (grey points); (b) convex hull (in orange) and Delaunay triangulation (in dark
grey); (c) first carving procedure that removes simplexes whose edges are longer than 30.0 Å (black dashed line segments); the resulting
environmental boundary (i.e. outer envelope of the protein) is represented by orange solid line segments; (d) second carving procedure removes
k-simplexes circumscribed by spheres with radius larger than 7.5 Å (in orange); this results in the inner envelope of the protein (i.e. protein
boundary); (e) geometric potential (GP) and residue surface direction are used to predict binding cavities (taken and modified from Xie and
Bourne [XB07]).

� First carving step. Thirdly, one proceeds to the peeling of the
tetrahedra from the convex hull; this carving procedure is lim-
ited to simplexes whose edges are longer than 30.0 Å (black
dashed lines), as depicted in Figure 17(c). The resulting trian-
gulation is bounded by the so-called environmental boundary,
which functions as the outer envelope of the protein.

� Second carving step. Then, one proceeds to the further peeling of
the tetrahedra circumscribed by spheres with a radius larger than
7.5 Å. This results in the inner envelope of the protein, also called
protein boundary, which mostly overlaps the outer envelope. See
Figure 17(d).

� Prediction of binding cavities. Finally, it comes the time of pre-
dicting where binding cavities are, as illustrated in Figure 17(e).
For that purpose, one uses shape descriptors such as the geomet-
ric potential and residue surface direction for each Cα atom.

The novelty of the GP method is twofold:

� The use of Cα atoms of a given protein instead of its entire set of
atoms. This speeds up the algorithm because we are considering
one atom per amino acid instead of its nine atoms (excluding the
side chain), but it produces a very rough approximation that leads
to significant geometric inaccuracies. Indeed, the GP method uses
a coarser atomic structure, where each Cα atom features an amino
acid.

� The use of GP parameter as a new shape descriptor capable
of distinguishing cavities that bind from those that do not bind
ligands.

Xie and Bourne [XB07] used the following formula:

P = d +
∑

i

di

Di + 1.0

cos(αi) + 1.0

2.0
(5)

to calculate the value of the geometric potential P at each Cα ,
where d stands for the distance of the Cα atom to the environmental
boundary, di is the distance of its ith neighbouring Cα atom to
the environmental boundary, while Di and αi denote the distance
and direction to its ith neighbouring Cα atom; note that we only
consider the ith neighbouring Cα atoms belonging to the protein

boundary, with the further condition that they are not obstructed by
other residues within the protein boundary.

Then, it remains to calculate the geometric potential for each pu-
tative binding cavity, which is given by the average of the geometric
potentials for all Cα atoms within the cavity. A cavity is considered
as a ligand binding site if its geometric potential is around 50 (on
the scale of 0–100); otherwise, the cavity does not qualify as ligand
binding site, being its geometric potential usually close to zero.

8.5. MOLE

MOLE [PKKO07] is a follow-up of CAVER [POB*06] (see
Section 7.2), both developed by Petřek and colleagues. CAVER
is a grid-and-surface method, while MOLE is a Voronoi
tessellation-based method, though CAVER has later evolved to in-
corporate Voronoi tessellations in its direct follow-ups, CAVER 2.0
[MBS08] and CAVER 3.0 [CPB*12].

As argued by Petřek et al. [PKKO07], CAVER suffers from two
drawbacks: (i) the use of grid makes it very memory space and time-
consuming in exploring large ramified channels; (ii) the introduction
of unavoidable grid approximation errors. On the contrary, MOLE
takes advantage of the Voronoi tessellation to find pathways defined
by Voronoi vertices in the empty space corresponding to channels,
tunnels and pores (Figure 18). Such pathways defined by the Voronoi
tessellation’s edges are found using Dijkstra’s pathfinder so that
such cavities are found with greater accuracy, in less time and is
fully automated when compared to CAVER. Superficial cavities
like clefts/grooves are determined with the help of the convex hull
that encloses the molecule.

See [SSVB*13] for further details about a more recent follow-up
of MOLE, called MOLE 2.0, which also estimates physicochemical
properties of the identified channels, such as, hydropathy, hydropho-
bicity, polarity, charge and mutability.

8.6. Medek et al.’s method

This method is focused on the computation of channels, as proposed
by Medek et al. [MBS07]. It is based on the Delaunay triangulation

c© 2017 The Authors
Computer Graphics Forum c© 2017 The Eurographics Association and John Wiley & Sons Ltd.

32



T. Simões et al. / Detection Algorithms for Cavities 665

Figure 18: Detecting cavities using MOLE [PKKO07]: Two-
dimensional example of the Voronoi diagram of a molecule com-
prised by a set of atoms (grey spheres). The convex hull is represented
as dotted black lines and each Voronoi edge is label with a cost func-
tion value (CFV). The Dijkstra’s algorithm is accomplished using
each CFN from a user-given start point (orange small sphere). The
path delineated by the previous algorithm (orange line) is identified
as a cavity (pictures taken and modified from [PKKO07]).

(the dual of Voronoi diagram), which has the advantage of function-
ing also like the envelope of the molecule, in a way similar to convex
hull. Indeed, the convex hull is easily found from Delaunay trian-
gulation. However, for performance purposes, Medek et al. do not
use the exact formulation of the Delaunay triangulation of a set of
points, but instead a Delaunay triangulation of a set of spheres rep-
resenting atoms. See [KCK04] for further details about the Voronoi
diagram of a set of spheres, also referred as the additively weighted
Voronoi diagram or Euclidean Voronoi diagram of spheres.

Such a Delaunay triangulation of a set of spheres can be then
interpreted as a weighted graph. Two simplifications, conservative
and approximate, were introduced to give different weights to the
graph. The conservative simplification sets the radii of all atoms to

the biggest atom’s radius, whereas the approximate simplification
assumes that all atoms have identical radii. The authors show that
the ideal tunnel is obtained from the graph using a modified Di-
jkstra algorithm, in the sense that Dijkstra’s pathfinder is optimal
and complete, it finds the lowest cost path (if it exists) along the
interior of a channel. Note that Dijkstra’s pathfinder is limited by
the convex hull, which significantly shortens its computation time.
Both approaches provide a good trade-off between tunnel quality
(without noticeable loss of accuracy) and computational time. Al-
though the conservative simplification gives less accurate results, it
is faster than its approximate counterpart due to its greater simplicity.
Both simplifications show a much better ratio of speed to accuracy
when compared to CAVER, although the tests only considered two
molecules with little less than 2500 atoms.

8.7. Kim et al.’s method (KCC*)

One of the main limitations of α-shapes stems from the assump-
tion that, in a set of spheres, all spheres are of the same size
[KKS01a] [KKS01b] [KSK*06]. Edelsbrunner tried to solve this
problem through the generalization of α-shapes to weighted α-
shapes [Ede95], but, even so, they did not take into consideration
the variations in size of input spheres, in the sense that the proximity
among spheres is not fully described in relation to Euclidean metric
[KSK*06].

With this in mind, Kim et al. [KCKC06] proposed a method
based on β-shapes, which take into account distinct van der Waals
(vdW) radii for atoms (Figure 19). In this sense, beta shapes can
be seen as a generalization of alpha shapes. Essentially, they pro-
posed an algorithm that first determines the Voronoi diagram of
vdW atoms of a given protein. Note that the Voronoi diagram of
atoms is not the same as the ordinary Voronoi diagram for points
(centres of atoms) since the Euclidean distance is measured not
relative to the centres of the atoms, but relative to the surface
of the atoms. After determining such extraordinary Voronoi dia-
gram, one constructs the corresponding beta shape using a spherical
probe.

Following the same line of research, Kim et al. [KCC*08] built up
a blending mesh of triangles derived from a surface generated from
blending atoms, as illustrated in Figure 19. Then, they construct the

Figure 19: (a) van der Waals surface in black, and inner blending surface as a connected arrangement of blue and black spherical patches;
(b) inner blending mesh constructed from the atomic centres and blending surface; (c) outer blending surface as a connected arrangement of
red and black spherical patches; (d) outer blending mesh as the convex hull of atomic centres (taken and modified from Kim et al. [KCC*08]).
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convex hull from such a blending mesh. Cavities are found in places
of the convex hull that are not occupied by the blending mesh. Also,
Kim et al. [KCC*08] use the Voronoi diagram of atoms, not the
Voronoi diagram of atom centres, to easily calculate the molecular
surface.

8.8. MolAxis

This method was developed by Yaffe et al. [YFW*08]. MolAxis
relies on two geometric concepts: α-shapes and medial axis. The
use of α-shapes means that the molecule is seen as a set of 3D balls
featuring constant-radius atoms. In respect to the medial axis of a
geometric object, it can be defined as the set of points that possess
one or more closest points on the boundary of such object [Blu67];
for example, the midpoint of a straight line segment, the centre of a
sphere or the axis of a cylinder. In the case of MolAxis, the geometric
object at hand is the vdW surface of a molecule. Taking into account
that the surface is closed in 3D, we end up having two medial axes:
inner medial axis and outer medial axis. The inner medial axis can be
understood as the skeleton of the molecule, while the outer medial
axis is the skeleton of the complement of the molecule in 3D, that
is, the space outside the molecule.

MolAxis is focused on the computation of outer medial axis
because it indicates where channels and tunnels of a molecule are.
The outer medial axis is similar to Voronoi pathways of MOLE
(see Section 8.5) in the complement space because MolAxis takes
advantage of the inner and outer medial axes of the protein built
upon the Voronoi diagram. The main novelty of MolAxis is how
it approximates the outer medial axis of the complement space of
the molecule to construct channels. That is, it approximates the
additively weighted Voronoi diagram, as already used by Medek
et al. [MBS07]. This approximation is the result of approximating
each vdW atom by one or more unit balls, that is, the weighted
Voronoi diagram is approximated by the Voronoi diagram of atomic
centres. But, the outer medial axis can be calculated in an exact
manner using the weighted Voronoi diagram, also called Apollonius
diagram [BD05].

8.9. Fpocket

Guilloux et al. [LGST09] introduced Fpocket, which primarily
builds upon the Voronoi diagram of the set of centres of the
atoms of a given protein (see Figure 20). For that purpose, one
computes the Voronoi tessellation of the atomic centres, what is
performed using the publicly available qvoronoi’s source code at
http://www.qhull.org , a well-known package that firstly calculates
the convex hull of a set of points through the Quickhull algorithm.
However, Fpocket does not use any triangulation.

Instead, Fpocket uses the Voronoi tessellation and alpha spheres.
Every single alpha sphere is centred at a distinct Voronoi vertex,
although an alpha sphere is smaller than its homologous Voronoi
ball. Its radius is given by the distance from its Voronoi vertex to
the closest atom centre minus the radius of such atom. Thus, alpha
spheres in the complement space of a protein are tangential spheres
in contact with surface atoms.

Recall that a Voronoi vertex is the centre of an empty circum-
sphere, called Voronoi ball, through four points, which coincides
with an empty circumsphere of the Delaunay triangulation; this is
so because the Voronoi tessellation and Delaunay triangulation are
dual structures. So, in conformity with the empty circumsphere
rule of the Delaunay triangulation, an alpha sphere has always
four points of contact with surface atoms, featuring thus the lo-
cal curvature of the molecular surface. That is, cavities are located
where we find alpha spheres; this thus requires the use of some
clustering of alpha spheres to form such cavities. In other words,
locating alpha spheres is equivalent to detect cavities on protein
surfaces.

The main steps of the method are as follows:

� Voronoi tessellation. Firstly, one constructs the Voronoi diagram
of the atomic centres, as illustrated in Figure 20(a).

� Computation of alpha spheres. Secondly, one determines the
contact alpha spheres centred at the Voronoi vertices in the com-
plement space of the molecule. The minimum size of an al-
pha sphere is naturally solvent (water) probe sphere, which has
1.4 Å of radius, but bigger radii may be used. This allows us to
immediately discard solvent inaccessible alpha spheres. Never-
theless, we have to define a maximum size for alpha spheres to
also discard rather exposed alpha spheres. This a priori prun-
ing of too small and big alpha spheres significantly reduces the
number of false positives and false negatives for cavities. This is
illustrated in Figure 20(b).

� Clustering of alpha spheres. Thirdly, one proceeds to the clus-
tering of alpha spheres, as shown in Figure 20(c). The clustering
procedure uses the proximity and neighbourhood relationships
of Voronoi vertices to aggregate their alpha spheres into separate
clustered pockets within the empty complement space.

� Pocket ranking. Finally, the ranking of cavities takes place to
check their ability to bind ligands. For that purpose, one uses
a straightforward scoring scheme that is based on the partial
least squares (PLS) regression, which is somehow related to the
principal components regression. This has the effect of further
reducing the number of false positives and false negatives for
cavities.

8.10. CAVE

CAVE was introduced by Busa et al. [BHH*10] to solely identify
voids in proteins. Its leading idea is to construct an enveloping
triangulation enclosing each void. That is, it does not make usage of
α-shapes, Voronoi diagram, β-shaped, or Apollonius diagram. The
enveloping triangulation is a tetrahedralization whose vertices are
the atomic centres, so it is a Delaunay-like triangulation in 3D.

As its authors noted, van der Waals radii of atoms are augmented
by the (water) probe sphere radius. That is, the number, sizes and
shapes of cavities are strongly dependent on the probe radius. The
goal is to construct a minimal closed 2-cycle (envelope) of triangles
enclosing each void. Any tetrahedron’ triangle intersecting the void
is not considered as being part of the minimal closed 2-cycle of a
void. Let us mention that CAVE also allows for detecting voids, as
well as for studying properties of each void, namely its location,
boundary atoms, volume and surface area.
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8.11. VoroProt

VoroProt was proposed by Olechnovic et al. [OMV11]. It resembles
MOLE and MolAxis because they are all based on the additively
weighted Voronoi diagram of a set of atoms, which is also known
as Apollonius diagram [EM94, EK06]. Therefore, a molecule is
a set of atoms represented as vdW spheres. Then, one constructs
the Apollonius diagram, which can be seen as the Voronoi dia-
gram of the set of vdW spheres. At last, it takes place the con-
struction of the Apollonius graph (i.e. the dual of the Apollonius
diagram), which works as the delimiter of the molecule. Apollo-
nius graph unequivocally defines the set of atoms neighbouring
each atom. This construction is similar to the Delaunay triangula-
tion, with the difference that one uses spheres instead of points,
and tangent spheres instead of circumspheres (circumsphere rule).
As for MOLE and MolAxis, cavities in the complement space are
detected using skeletal pathways (for invaginations, tunnels and
channels) in the Apollonius diagram together with the boundaries
of the Apollonius graph (surface grooves and voids). Thus, there is
no room for ambiguity in locating entries and exits of cavities of the
molecule.

8.12. Lindow et al.’s method (LBH)

Similar to Voroprot, Lindow et al.’s method [LBH11] also relies
on the Apollonius diagram (i.e. the Voronoi diagram of spheres). It
aims at identifying transport pathways in molecules. Such pathways
are determined using depth-first search in the graph built from the
edges and nodes of the Apollonius diagram.

Unlike Voroprot, Lindow et al. did not use the Apollonius graph
as a delimiter of the molecule. Instead, they used omnidirectional
casting of rays from every single Apollonius vertex to determine
whether it lies in a cavity of not; more specifically, if more than
50% of rays hit the molecular surface, one concludes that the vertex
belongs to a cavity. This threshold of 0.5 is a value that leads to
approximately discard the vertices outside the convex hull of the

molecule. Therefore, there is no ambiguity in identifying cavity
entries and exits.

8.13. BetaVoid

BetaVoid was introduced by Kim et al. [KCL*14] to identify
voids exclusively, that is, the method was not designed to iden-
tify cavities in general. It is a freeware solution for molecular
void recognition and accurate computation of void volume, area
and topology. It relies on a geometric formalization of molecu-
lar voids allied with an analytic approach that uses the Voronoi
diagram of spherical atoms and the β-complex. The proposed al-
gorithms identify both van der Waals and Lee-Richards solvent-
accessible voids, along with the residues that belong to each void
atom. Also, BetaVoid allows users to vary atom radii from the
default values of the Bondi radii. One of its main contributions
is a general and unified geometric framework that allows us to
analyse molecular voids in an efficient and mathematically correct
manner.

8.14. CCCPP

More recently, Benkaidali et al. [BAM*14] introduced an alpha-
shape variant, called CCCPP, which supposedly takes advantage of
the size and the shape of the ligand. This method essentially finds
the empty space where channels, pockets and cavities are in the
complement of the alpha shape of the protein to its convex hull.
That is, the convex hull works here as the outer envelope of the
protein.

Therefore, the convex hull works as the ceiling for each concavity
of the protein. As their authors argued, the focus of the method is
on the shape of the channels (i.e. empty space inside the convex
hull), not the shape of the protein. To find those channels, one uses a
door-in-door-out principle for empty (or partially) tetrahedra. This
principle is similar to the discrete flow principle, with the difference

Figure 20: Detecting cavities through Fpocket [LGST09]: (a) Voronoi diagram of the atomic centres; (b) similar to a Voronoi ball (dotted
red circles), each α-sphere (dotted green circle) is also centred at a Voronoi vertex (orange points), but it is a contact sphere that is tangential
to surface atoms (solid grey circles); (c) cluster of α-spheres (solid green circles) that fill a cavity.
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that now the convex hull is functioning as the outer boundary for all
channels.

Channels are found as follows. Starting from the Delaunay trian-
gulation, one constructs a graph for empty (or partially empty) tetra-
hedra inside the convex hull. This is a graph whose nodes represent
empty (or partially empty) tetrahedra, and edges represent triangles
bounding those tetrahedra, much like we do in the construction of
the Voronoi diagram from the Delaunay triangulation, with the dif-
ference that we are not imposing any geometric constraints to such
graph, here called facial graph. A channel is a connected subgraph
of the facial graph.

Note that Benkaidali et al. argue that the spherical model for
ligands, usually given by a probe sphere featuring a water molecule
is often not adequate for the detection of channels, so they ended
up by applying the cylindrical model instead. The adoption of the
cylindrical model is seen by the authors as a step forward in the
conventional alpha-shape approaches.

8.15. Tessellation-based methods: Discussion

Looking at Table 6, we observe the following:

� Molecular Surfaces. These methods do not use any molecu-
lar surface. To identify molecular cavities, they only use vdW
atoms or their centres; at most, we can say that they indirectly
use the vdW surface. More specifically, α-shape and Voronoi-
based methods use atomic centres and, implicitly constant-
radius spheres to represent atoms, while β-shape methods and
Apollonius-based methods take advantage of varying-radius
spheres to represent those atoms.

� Limitations. As shown in Table 6, tessellation-based methods do
not suffer from significant limitations indeed. In a way, these
limitations are all related to accuracy in identifying not only

the correct location of each binding cavity of a given protein,
but also its number of surface atoms and its boundary—and,
subsequently, its area and volume—in the complement space. In
respect to α-shape methods, they are focused on the occupied
space by a protein so that any tiny empty space less than a water
molecule inside a tetrahedron originates a false positive. Also,
two buried chambers interconnected via a small channel with a
radius less than the water molecule is reported as a single cavity,
when it consists of two distinct cavities or a cavity with two
sub-cavities. This shows that alpha shapes are sensitive to false
negatives. In fact, α-shape methods tend to fail to detect wide
surface pockets and shallow valleys. On the other hand, β-shape
methods produce more accurate results than α-based methods
because they are based on vdW atom-featuring spheres instead
of atomic centres.
On the contrary, Voronoi-based methods put their focus on the
empty complement space, filling it with contact spheres, called
alpha spheres, centred at Voronoi vertices. By using the least
radius of 1.4 Å for alpha spheres, one guarantees the number of
false positives and false negatives is reduced to a minimum. The
cavities are where there is a higher density of contact spheres.
Furthermore, they provide a skeleton per channel in a way similar
to medial axis. Finally, Apollonius-based methods produce more
accurate results than Voronoi-based methods, because they are
based on vdW atom-featuring spheres instead of atomic centres.
For example, the skeletal pathways of channels approximate the
medial axis of the complement space.

� Cavities. With the exception of a few cavity detection methods,
we can say that tessellation-based methods are accurate in iden-
tifying cavities of proteins. In general, Voronoi- and Apollonius-
based methods are adequate to identify any cavity, in particular
channels; surface pockets are also easily identified because of
the use of the convex hull, Delaunay triangulation or Apollonius
graph, which work as delimiters of the protein.

Table 6: Tessellation-based methods.

Cavities

Molecular surfaces Limitations Pockets

Methods Reference Tessellation SA/vdW CH EAT MOA Clefts/Grooves Invaginations Tunnels Channels Voids

APROPOS [PFF96] α • • • • • • • •
CAST [LWE98] α • • • • • • • •
GP [XB07] α • • • • • • • • •
MOLE [PKKO07] AD • • • • • • •
Medek et al. [MBS07] DT • • • •
KCC* [KCC*08] β • • • •
MolAxis [YFW*08] AD, MA • • • • • •
Fpocket [LGST09] α, Voronoi • • •
CAVE [BHH*10] ET • • •
VoroProt [OMV11] AD • • • • • •
LBH [LBH11] AD • • • • • • •
BetaVoid [KCL*14] α • •
CCCPP [BAM*14] α • • • • • • •

Abbreviations: AD, Apollonius diagram [EK06]; DT, Delaunay triangulation; MA, medial axis [Blu67]; ET, enveloping triangulation [BHH*09]; SA/vdW, set
of atoms/van der Waals surface; CH, convex hull; EAT, empirical alpha tuning; MOA: mouth-opening ambiguity.
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As far as we know, there is not any tessellation-based method in
the literature to identify cavities into sub-cavities. Nevertheless, it is
straightforward to accomplish that with Voronoi- and Apollonius-
based methods because they produce skeletal pathways and their
branches.

9. Consensus Methods

To the best of our knowledge, Metapocket is the only consen-
sus method found in the literature, which was proposed by Huang
[Hua09]. Consensus methods are approaches that combine the
results produced by two or more cavity detection techniques. More
specifically, this method combines the predictions of four methods
to improve the success rate in predicting the location of binding
cavities; three of these methods are purely geometric (LIGSITEcs,
PASS and SURFNET), while the fourth is an energy-based method
(Q-SiteFinder [LJ05]).

Since these four methods have different ranking scoring func-
tions, it is hard to compare and evaluate the predictions directly.
Therefore, a z-score is calculated separately for each cavity using
different methods, to make the ranking scores comparable. Probes
within a given distance threshold are grouped together as a cluster,
and each cluster is ranked by a scoring function consisting of the
sum of the z-scores of the cavities in that cluster. For the dataset
of proteins referred by Huang [Hua09], MetaPocket improved the
success rate up to 90% over individual methods.

Later, Zhang et al. [ZLL*11] continued this work by adding more
four methods (GHECOM, ConCavity, POCASA and Fpocket) to
further improve the prediction success rate. This resulted in the de-
velopment of MetaPocket 2.0, a consensus method which combines
the predicted cavity sites of a total of eight methods.

10. GPU-Based Methods

In the last decade, we have noted an increasing use of GPU comput-
ing in molecular modelling, rendering and visualization [KBE09,
SSE*10, DBG10, LBH11, KKC*11, CVT*11, PTRV12, TPS12,
PRV13, DG13, PTRV13, LLNW14, DCD*14, DG15, HGVV16].
However cavity detection methods taking advantage of GPU pro-
cessing power are not so commonly found in the literature; the
exception lies in the methods we describe below.

10.1. Parulek et al.’s method

After introducing an implicitly defined formulation for SES
[PTRV12], Parulek et al. [PTRV13] proposed a cavity detection
algorithm solely for molecular visualization purposes, that is, they
were not concerned about benchmarking the accuracy of their al-
gorithm against a ground-truth of already known binding cavities.
Arguably, most computations were performed on GPU using CUDA
and GLSL, but no details about the implementation of their method
were published.

Therefore, this is a surface-based method, which has the partic-
ularity of using a random sampling of the domain, much like in
McVol [TU10] (see Section 5.4). More specifically, they generate
point samples inside balls centred at atomic centres, but with a ra-
dius that is twice the vdW radius of each atom. The samples inside

SES are dropped straight away. The remaining samples outside SES
are used to determine the cavities on SES.

Parulek et al. take advantage of an implicit formulation of SES to
determine the direction of the gradient at each point sample outside
SES. Similar to grid-based methods with scanning directions, this
gradient vector and its symmetric vector determine the existence of
a cavity if they hit two opposite boundary walls of SES. As the last
step, they use mutual visibility test between pairs of points satisfying
the scanning direction condition between walls of SES with the goal
of clustering the sampled points into distinct cavities. However, as
the authors mentioned in their paper, their method may not identify
all and especially shallow cavities [PRV13].

10.2. Krone et al.’s method

Similar to Parulek et al.’s method, Krone et al. [KRS*13] used an
implicit formulation for molecular surfaces, not only for represent-
ing and modelling molecular surfaces but also to help in extracting
the molecular cavities for visualization purposes. More specifically,
they use a Gaussian surface that better adjusts to SES, in conformity
with the parameter set in [GP95] and [Ric77]. This work is a follow-
up of their previous work detailed in [KFR*11], which arguably was
the first method to extract cavities in real-time extraction. Cavities
are detected using an ambient occlusion-based visibility criterion
due to Borland [Bor11], who used an ambient occlusion-based ap-
proach to get an adequate visualization of the internal structure of
proteins. Once again, this method focuses on molecular rendering
and visualization of cavities, and not on the accuracy of the method
in detecting and locating cavities, even with respect to benchmark
results.

Thus, the leading idea of the method was to obtain a sur-
face segmentation with noticeable cavities. For that purpose, the
molecular surface is triangulated beforehand using the marching
tetrahedra algorithm due to Doi and Koide [DK91]. The result-
ing triangles are then tagged as either shadowed or unshadowed,
what depends on their computed ambient occlusion (AO) fac-
tors in relation to an user-defined threshold. It is clear that shad-
owed triangles are those that belong to eventual cavities so that
they are clustered into cavities using the principle of connected-
ness, that is, two adjacent shadowed triangles in the molecular
surface belong to the same cavity. This clustering-based segmen-
tation is based on the labelling technique due to Hawick et al.
[HLP10], which was specially designed for GPU computing. How-
ever, because it mostly aims at molecular visualization, its authors
did not embark in any benchmarking with other cavity detection
method regarding accuracy (e.g. the number of cavities and their
locations).

10.3. PLB-SAVE

To the best of our knowledge, the first cavity detection method to
run entirely on GPU (via CUDA) is due to Lo et al. [LWP*13], and
is called PLB-SAVE. Furthermore, it uses the LigASite dataset of
binding sites for benchmarking comparisons [DLW08].

The leading idea of this method is to take advantage of the Con-
nolly function for segmentation of the molecular surface into cavities
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and its complement. While using the Connolly function to divide
the molecular surface into convex, concave and saddle patches is
not a novelty [CCL03], their segmentation produces numerous fine
patches to be useful in cavity detection. One ideally requires a
coarser surface segmentation, and especially with larger binding
cavities. Natarajan et al. [NWB*06] introduced a Morse theory-
based segmentation of molecular surfaces to solve this problem.
Instead of using the Connolly function, Natarajan et al. used the
Mitchell-Kerr-Eyck function [MKE01] as a way to merge neigh-
bour segments into larger segments by simplifying the atomic den-
sity function.

PLB-SAVE essentially is a grid-based method applied to the set
of atoms of a given molecule. This method maps each atom over
their occupied voxels in the 3D space. This way, one can identify
the protein surface, from which one calculates the solid angles asso-
ciated with each atom. In practice, PLB-SAVE thus uses a discrete
version of the Connolly function. Instead of measuring the solid an-
gle � associated to each surface point, one measures the solid angle
of each surface voxel, which is given by the following expression:

� = n

N
. 4π, (6)

where N is the whole number of voxels occupied by a probe sphere
of 6 Å centred at each surface voxel, and n denotes the number of
those voxels overlapping the protein. This means that � ∈ [0, 4π ];
if � ∈ [0, 2π [, the corresponding surface voxel lies in a convex
region of the surface; if � ∈]2π, 4π ], the corresponding surface
voxel is located in a concave region of the surface; if � ≈ 2π , the
corresponding voxel belongs to an approximately flat region of the
surface.

Next, one proceeds to the clustering of connected surface voxels
around those with similar, highest solid angles, that is, only the con-
cave regions concerning cavities are taken into account. Note, that
the Connolly function is translation- and rotation-invariant because
it is defined over the molecular surface. However, clustering voxels
with similar solid angle levels can often lead to misleading results
(i.e. unreliable cavity locations). This is so because a binding cavity
may include concave and approximately flat regions, as a result of
the fine-grain segmentation that results from the Connolly function.
To overcome this problem of significant variations in the solid angle
of a cluster of voxels, Lo et al. introduced the concept of average
depth for a cavity [LWP*13].

10.4. CAVE-CL

CAVE-CL is an OpenCL implementation of the CAVE method that
is authored by Bus ̆a et al. [BHH*09, BHH*10, BHHW15]. This
method was designed to detect voids solely, also called internal
cavities. CAVE-CL operates on a set of balls featuring the atoms of
a molecule, but the size of each atom is increased with the radius of
the probe sphere, as is usual for the SAS.

The atom centres are vertices of the so-called envelope triangu-
lation (ET), which can be seen as a sub-complex (or subset) of the
nerve of an alpha shape triangulation. After building up this enve-
lope triangulation, we are ready to detect where the voids of the

protein are. Each void is commonly encountered inside a closed
polyhedron that makes part of the envelope triangulation.

10.5. Kim et al.’s method (KLKK)

KLKK is a hybrid method due to Kim et al. [KLKK16], which
is capable of detecting voids, chambers, tunnels and channels. It
operates simultaneously on two GPU data structures (via CUDA): a
sphere tree and a grid of voxels. The sphere tree is a novel represen-
tation of a given protein (i.e. the set of atoms). In fact, one generates
a sphere tree for each peptide chain of a given protein; a sphere tree
is held in GPU memory as a 1D array. This new representation of
a protein allows us to accelerate the proximity search queries on
GPUs.

After forming the sphere tree, one constructs an approximate con-
vex hull that encloses the protein with the help of such proximity
queries on the GPU. The voxels inside an approximate convex hull
of the molecule are then classified as follows: occupied, empty and
empty-boundary. The voxels occupied by a given protein denote the
absence of cavities; the empty voxels—in particular those containing
Voronoi edges—identify the location of cavities on or inside the pro-
tein; the empty-boundary voxels are those that identify exit/entrance
doors for channels and tunnels. Furthermore, this method uses the
Dijkstra algorithm to determine the shortest path from a chamber to
an exit mouth of a tunnel or channel. Note that KLKK takes advan-
tage of an approximate convex hull of the molecule to distinguish
the empty voxels of cavities inside the convex hull from those empty
voxels outside the convex hull.

10.6. CriticalFinder

CriticalFinder is a grid-and-surface method proposed by Dias et al.
[DNJG17], whose program entirely runs on GPU via CUDA. This
method builds upon the theory of critical points (also known as
Morse theory), and relies on the assumption that each cavity can
be identified by a cluster of approximate critical points of the same
sort. These approximate critical points are corners of voxels inter-
secting the Gaussian surface that encloses the protein. The result is
a meaningful segmentation of the protein surface into cavities and
saliences.

CriticalFinder calculates the approximate critical points of the
Gaussian scalar field (or function) that describes the molecular sur-
face through the eigenvalues of its Hessian matrix, that is, it takes
advantage of curvature analysis. Other research works have already
used curvature information (e.g. Natarajan et al. [NWB*06]) to
segment molecular surfaces. However, there is no evidence that
the resulting segmentation is a meaningful segmentation in terms
of cavities, because no comparison was carried out relative to
any ground-truth dataset of known binding sites (e.g. LigASite at
http://ligasite.org/).

10.7. GPU-based methods: Discussion

Given the new advances in parallel computing (e.g. GPU-based
applications) in last decade, we decided to define a category specif-
ically dedicated to GPU-based methods, although they are clearly
framed in geometric categories, as indicated in Table 7. Let us then
discuss the characteristics of these methods:
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Table 7: GPU-based methods.

Cavities

Molecular surfaces Limitations Pockets

Methods Reference SA/vdW SES GS CH
GPU

Computing GSS MOA Clefts/Grooves Invaginations Tunnels Channels Voids Category

Parulek et al. [PTRV13] • • CUDA/GLSL • • • • • Surface-based
Krone et al. [KRS*13] • • CUDA • • • • • Surface-based
PLB-SAVE [LWP*13] • CUDA • • • • • • Grid-based
CAVE-CL [BHHW15] • OpenCL • Tessellation-based
KLKK [KLKK16] • • CUDA • • • • • • Grid-based;

Voronoi
CriticalFinder [DNJG17] • • CUDA • • • • • • Grid-and-surface-

based

Abbreviations: SA/vdW, set of atoms/van der Waals surface; SES, solvent-excluded surface; GS, Gaussian surface; CH, convex hull; GSS, grid-spacing
sensitivity; MOA, mouth-opening ambiguity.

� Molecular Surfaces. Despite the fact that these six methods be-
long to three different geometric categories, they all rely on the
set of atoms (SA) or van der Waals surface of the protein. Nev-
ertheless, Parulek et al. [PTRV13], Krone et al. [KRS*13] and
KLKK [KLKK16] also take advantage of surface formulations
as the SES, Gaussian surface (GS) and convex hull (CH), respec-
tively, to represent the molecular surface somehow.

� Limitations. Taking into consideration that every single GPU-
based method belongs to some geometric category of methods,
each one of them suffers from the limitations inherent to its
category. For example, PLB-SAVE and KLKK are grid-based
methods, so they are sensitive to grid spacing (GSS), but be-
cause KLKK uses the convex hull as the outer envelope of the
molecule, it does suffer from MOA. PLB-SAVE is partially am-
biguous because of the strict threshold used to classify the con-
vex and concave surface regions through a discrete variant of the
Connolly function; as a consequence, it tends to miss shallow
grooves. On the other hand, Parulek et al. and Krone et al. are
surface-based methods, but Parulek et al.’s method may miss
identifying shallow grooves on the molecular surface because
the random domain sampling may not sample such cavities in a
proper way.

� Cavities. As expected, these methods are capable of correctly
identifying most cavities of proteins. Nevertheless, as explained
above, both Parulek et al.’s and PLB-SAVE may miss shallow
grooves because of their criteria to identify cavities. As an excep-
tion, CAVE-CL, a parallel variant of CAVE (see Section 8.10),
was designed to detect voids solely.

As seen from Table 7, the grid-based methods are still in their
infancy, so a long way has to be traced in relation to n-part cavity
detection (i.e. sub-cavities). Furthermore, there is not yet a bench-
marking tool to compare different methods regarding performance
and accuracy.

Finally, in terms of performance, most GPU implementations
of the methods described above were compared with their CPU
counterparts [KRS*13, LWP*13, BHHW15]. In contrast, Kim et al.
[KLKK16] only benchmarked the GPU implementation of their
algorithm using an increasing number of GPUs, while Dias et al.

[DNJG17] adopted both strategies, CPU-GPU and multiple GPU-
GPU. As expected, the use of a GPU setup speeds up the execution
of the programs relative to CPU setup, and the performance boost
is also noticeable when the number of GPUs increases, particularly
for proteins with a large number of atoms (approx. 100,000 atoms
or more).

11. Time-Varying Methods

The cavity detection methods discussed above apply to a single
protein conformation at a given time, that is, to a static structure.
However, protein molecules, along with their cavities, are dynam-
ically changing their conformation and shape over time. In fact, a
major problem with static cavity detection methods is that they miss
cavities that become only accessible in dynamic molecular con-
formations that are different to the crystal conformation [EH07].
However, in the last decade, a few works have addressed tracking
the geometric evolution of molecular cavities throughout the course
of molecular dynamics (MD) trajectories, as the protein molecule
switches between a sequence of stable conformation states. In a
more general setting, the reader is referred to Al-Bluwin et al.
[ABSC12] for more details. A summary of these methods can be
found in Table 8.

11.1. EPOSBP

Seemingly, EPOSBP was the former method to detect and track
transient protein cavities across a sequence of MD snapshots (or
time steps) [EH07]. EPOSBP aims at protein-protein interactions. It
is based on PASS (see Section 3.4), which is a sphere-based method.
Essentially, for a significant number of MD snapshots, the PASS
method is used to identify the protein cavities in each snapshot. Each
cavity is given an ID to track it during MD trajectories. Surprisingly,
Eyrisch and Helms [EH07] noted that all cavities change over the
time window of 10 ns, that is, they vanished and reappeared several
times over time. Note that to simulate a narrow lapse of 10 ns of
biological time may require computing resources of CPU-weeks.
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Table 8: Time-varying methods.

Cavities

Pockets

Methods Reference Core method Category
Dynamic
trajectories Clefts/Grooves Invaginations Tunnels Channels Voids

EPOSBP [EH07] PASS Sphere-based MD • • • • •
TexMol [BGG*10] TexMol Surface-based NMA • • • • •
dxTuber [RK11] dxTuber Grid-and-sphere-

based
MD • • •

MDpocket [SBCLB11] Fpocket Voronoi,
Grid-based

MD • •

PocketAnalyzerPCA [CPG*11] LIGSITE Grid-based MD, PCA • • • • •
Provar [AMA*12] PASS, Fpocket,

LIGSITE
Sphere,

Grid-based,
Voronoi

MD, ED,
NMA,
CBM

• • • • •

PPIAnalyzer [MPK*12] LIGSITE Grid-based MD,
FRODA

• • • •

CAVER 3.0 [CPB*12] CAVER 2.0 Voronoi MD • • • • •
TRAPP [KRH*13] TRAPP Grid-based MD, PCA •
LBBH [LBBH13] LBH Tessellation-based MD • • • • •
trj_cavity [PEG*14] trj_cavity Grid-based MD • • • • •
Epock [LCC*15] POVME Grid-based MD • •
Desdouits et al. [DNB15] GHECOM Grid-and-sphere-

based
MD, PCA • • • • •

Abbreviations: NMA, normal mode analysis; MD, molecular dynamics; PCA, principal component analysis; ED, essential dynamics; CBM, constraint-based
methods; FRODA, constrained geometric.

Another surprising result was the fact that transient protein
cavities are one order of magnitude more than the number of
cavities identified for the crystal structures of the apo proteins. This
shows that time-varying cavity detection methods are particularly
useful in elucidating unknown binding sites, that is, the protein crys-
tal structure lacks information about those missed binding cavities.

11.2. TexMol

TexMol (Texture Molecular Viewer) is a molecular visualization
client software that provides a user interface to a set of software
packages, including the one concerning detection and tracking meth-
ods for pockets and tunnels [BDST04].

Unlike EPOSBP, which is based on MD trajectories, TexMol uses
normal mode analysis (NMA) for the computation of small and large
time-scale molecular trajectories [BGG*10]. Note that MD runs on
the scale of nanoseconds to microseconds, and needs Brownian
motion trajectory filtering to tune simulation results. On the other
hand, NMA yields longer range molecular trajectories (on the scale
of milliseconds to seconds), and trajectory filtering is obtained by
selecting a subset k of the eigenmodes of the eigenmode expansion
(EME).

Based on the techniques described in Section 6, Bajaj and co-
authors [SB06, BGG09] take advantage of time-varying contour
trees to track birth, growth, and dissolution of cavities (topology),
as well as to compute stable manifolds on these NMA molecular
trajectories to track the change of the mouths of cavities (geometry).

11.3. dxTuber

In the line of the time-varying methods, which usually detect cavi-
ties for an ensemble of conformations, Raunest and Kandt [RK11]
developed a mixed grid-and-sphere based technique, called dxTu-
ber, which does not neglect alternate protein forms and relies on
cavity dynamics. Their technique is capable of detecting all three
main types of cavities (voids, channels, and pockets) by making
use of protein flexibility and solvent residence probabilities, which
are derived from molecular dynamics simulations, using solvent
molecules to probe for cavities. Therefore, dxTuber allows studying
cavities from a molecular dynamics perspective.

Solvent and protein trajectories computed via molecular dynam-
ics (MD) simulations are converted to a voxel representation of
mass-weighed spatial density maps using VMD [HDS96], which
outputs protein-internal and protein-external solvent regions. dx-
Tuber then separates both voxel regions and classifies a cavity as
a contiguous voxel set of protein-internal regions of high solvent
residence probability.

For each type of cavity, a different search algorithm was imple-
mented. Also, dxTuber was compared with SURFNET, CAVER and
PyMol to evaluate its computational performance. Only six proteins
that contain the most representative protein cavities (voids, chan-
nels and pockets) were tested. Since dxTuber relies on molecular
dynamics to probe protein cavities, this technique requires a large
amount of computational power to perform cavity analysis. There-
fore, simulation length, molecular size and voxel resolution directly
determine dxTuber’s performance.
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11.4. MDpocket

MDpocket relies on Fpocket (see Section 8.9) [SBCLB11]. Recall
that Fpocket builds upon the Voronoi tessellation to detect protein
cavities. It returns such cavities as clusters of α-spheres that are
tangential to surface atoms of a given protein.

Tracking of transient cavities is performed using an axis-aligned
grid of nodes equally spaced, with each voxel having the size (vol-
ume) of 1.0 Å3. Firstly, Fpocket is run in each snapshot, that is,
Fpocket is executed as many times as the number n of pre-defined
snapshots. Secondly, for each snapshot l, each α-sphere is assigned
to the closest grid node (i, j, k), being then the number αl of counted
α-spheres normalized by the number of snapshots as follows:

ρ(i,j,k) = 1

n

n∑
l=1

αl, (7)

where n stands for the number of snapshots. It is clear that this
originates a cavity density map ρ within the grid. This cavity density
map indicates how many α-spheres are packed within cavities of the
complement space.

Thirdly, for each snapshot l, each grid node (i, j, k) is given a
binary occupancy parameter δl , that is, δl = 1 if the node has been
assigned at least an α-sphere; otherwise, δl = 0. It follows a cavity
frequency map 	 over the grid, which is generated through the
normalization of the binary occupancy parameter δl associated to
each node (i, j, k) across the sequence of snapshots as follows:

	(i,j,k) = 1

n

n∑
l=1

δl . (8)

This means that the grid node (i, j, k) is persistently accessible
to the solvent if 	(i,j,k) = 1, blocked if 	(i,j,k) = 0, and transiently
accessible if 0 < 	(i,j,k) < 1. Summing up, encoding cavities in a
grid over time allows us to track cavities during MD trajectories.
Thus, MDpocket renders a more generic and less error-prone iden-
tifying and tracking technique for cavities than EPOSBP, provided
that ID labelling is unnecessary.

11.5. PocketAnalyzerPCA

PocketAnalyzerPCA is another method to detect and track dynamic
cavities along MD trajectories [CPG*11]. It was developed aiming
at the characterization of protein–ligand interactions. It implements
a variant of the grid-based cavity detection algorithm LIGSITE
(see Section 4.3) to identify cavities—as connected aggregates of
grid nodes—in each snapshot (or time step), as well as principal
component analysis (PCA) to track the shape evolution of cavities.

More specifically, this method applies PCA directly on the grid
nodes of each cavity, with the purpose of unveiling the dominant
deformation of the cavity over time. Note that the PCA might also
be applied to the atomic centres, in which case we would have to
guarantee that PCA would be applied to all the atoms bordering
the cavity; otherwise, some cavities may not be identified. As an
example, only using Cα atoms in the computation of MD trajectories
makes some cavities undetected.

This method involves two major steps: PCA and clustering. The
PCA step provides the following: (i) principal component (PC)
eigenvectors, which unveil the dominant deformation modes of the
cavity, and (ii) PC projections (called ‘scores’) that characterize
the cavity conformational distribution (CCD). In the second step,
clustering of the CCD results of a given protein that deforms over
time allows us to reduce the entire set of its structures to a small
subset that holds noticeably different binding pocket conformations.

11.6. Provar

Provar (Probability of variation) was developed by Ashford et al.
[AMA*12]. As other cavity tracking methods, the leading idea of
Provar is gaining insight into binding cavities through the inspection
of time-varying conformations of any protein. As suggested above,
the argument is that the cavity prediction based on a single static
structure may fail to detect putative binding sites, in particular,
transient cavities that change in their shape and size over time;
persistent cavities are less prone to be left out.

Provar admits, as input, sequences of conformational variants
(or conformations) of a single protein produced from a number
of sources, namely: molecular dynamics (MD), essential dynamics
(ED), normal mode analysis (NMA) or constraint-based methods
(CBM) (e.g. CONCOORD and tCONCOORD), solution-NMR con-
formational ensembles, multiple protein structures solved in distinct
crystal forms, or with distinct ligands or experimental conditions.
The detection of cavities for each conformation of the same protein
can be performed using PASS, LIGSITE or Fpocket. Provar auto-
matically identifies and scores cavity-lining atoms and residues, that
is, those atoms and residues bounding each cavity, after which it un-
dertakes the probabilistic analysis of changes of cavities on protein
surface in terms of shape and size.

11.7. PPIAnalyzer

PPIAnalyzer is due to Metz et al. [MPK*12]. It is targeted at
protein–protein interactions (PPIs). Metz and co-authors noted two
challenges to bear in mind in dealing with PPIs. First, in contrast to
protein–ligand bindings, protein–protein interfaces—enabling the
interaction between proteins—are rather flat, that is, they lack a
noticeable binding cavity. Second, taking into account the com-
monly large size of protein-protein interfaces—which may vary in
the range 1200 to 4660 Å2 approximately—protein–protein binding
tends to be broader in terms of occupied area of the interface.

In fact, as noted by Metz et al. [MPK*12], the experimental
evidence suggests that residues participating in protein–protein in-
teractions tend to be spatially clustered in protein-protein interfaces,
resulting in the so-called ‘hot spot’ regions. Furthermore, it was also
observed an opening of transient cavities in protein–protein inter-
faces. Therefore, one concludes that to determine protein–protein
interfaces, one has to look for hot spots and transient cavities.

This method works as follows. First, one uses and compares
molecular dynamics (MD) and constrained geometric (FRODA)
simulations to generate structural ensembles. Second, PPIAnalyzer
proceeds to the analysis of structural properties of protein–protein
interfaces in such ensembles, with the goal of identifying transient
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cavities exclusively using geometric criteria. Third, one identifies
hot spots and ranks protein–protein interface modulators (PPIMs) by
applying the molecular mechanics Poisson–Boltzmann (generalized
Born) surface area (MM-PB(GB)SA) approach.

11.8. CAVER 3.0

CAVER 3.0 was proposed by Chovancova et al. [CPB*12] as a
time-varying follow-up of the previous CAVER (see Section 7.2)
method to predict tunnels and channels, which play an important role
as transport pathways of water solvent, ions and small molecules
in many proteins. While CAVER applies to static macromolecular
structures, CAVER 3.0 was designed to cope with transient tun-
nels and channels over time. Moreover, CAVER 3.0 puts forward
new algorithms capable of identifying and clustering such transport
pathways. CAVER 3.0 was also incorporated as part of the CAVER
Analyst 1.0 graphic tool [KSS*14].

The method of CAVER 3.0 consists of three steps: (i) identifi-
cation of pathways for each MD simulation’s snapshot; (ii) clus-
tering of such pathways across all snapshots; and (iii) ranking
of pathway clusters. Note that the steps concerning the identifi-
cation and clustering of pathways are independent of each other, so
that their calculation within distinct snapshots can be performed in
parallel.

The identification of pathways (first step) within each snapshot
starts with the construction of a pseudo-Voronoi diagram of a given
protein. Let r the vdW radius of the smallest atom of the protein.
Every single atom with a radius greater than r is approximated by a
user-specified number of balls of radius r , that is, each large atom
is approximated by a set of smallest pseudo-atoms. The idea here
is to approximate the weighted Voronoi diagram (also known as
Apollonius diagram) of a set of atoms through the ordinary Voronoi
diagram of an augmented set of atomic centres. Then, as usual,
pathways are identified as graph paths made up of Voronoi vertices
and edges.

After detecting pathways within each snapshot, these are clus-
tered (second step) regarding their geometric similarities (e.g. geo-
metric distance). To identify the same cavity in disparate snapshots,
the authors have proposed a modification of the average-link hierar-
chical clustering algorithm [LPFL08] by computing on-the-fly the
distance between pathways.

Each cluster is then ranked by priority p = k/n, where k is the
sum of throughputs of all pathways in such a cluster, and n is the total
number of snapshots of the MD simulation. This means that both
the number of pathways and their throughputs in a cluster contribute
to its ranking. It is clear that, if the cluster contains two or pathways
in the same snapshot, only the highest-throughput pathway is taken
into account.

11.9. Lindow et al.’s method (LBBH)

This method was proposed by Lindow et al. [LBBH13], and it is
here also named LBBH method after its authors. It extends the
LBH method [LBH11] designed for a single conformation of a
molecule and its cavities to dynamic cavities in molecular dynamics

trajectories. This method consists of two steps: pre-processing step
and interactive step.

The pre-processing step consists in computing the Apollonius
diagram (i.e. Voronoi diagram of wdW spheres), which represents
the skeletal structure of cavities, for each molecular simulation’s
snapshot. In other words, this step aims at computing the static
molecular paths for each snapshot in a separate manner, as in an
authors’ previous work [LBH11].

In mathematical terms, a static molecular path is nothing more
than a subset of the skeleton of the distance function determined
by the vdW spheres; specifically, it consists of maxima and index-2
saddles and maxima of such a distance function, together with their
interconnecting separatrices.

The interactive step allows the user to identify, choose and visu-
alize the dynamic cavities and their changes over time, that is, users
observe how dynamic molecular paths (cavities) evolve over time.

11.10. TRAPP

Kokh et al. [KRH*13] introduced TRAPP (TRAnsient Pockets in
Proteins). TRAPP works on ensembles of protein conformations
obtained from simulations or from experimental structures, from
which it is capable of identifying the stable and transient regions of
cavities in an automated manner.

TRAPP uses a grid-based method for cavity detection that de-
termines the shape and physical properties of every single binding
site. The detection of transient cavity regions is performed using
two distinct techniques. The first takes advantage of PCA to corre-
late cavity variations, muck like in PocketAnalyzerPCA. The second
calculates the averaged deviation of the cavity shape in a molecular
trajectory (i.e. across an ensemble of structures or conformations of
a given protein) relative to a reference (crystal) structure; such a de-
viation was named the averaged relative deviation from a reference
structure (ARDR).

This method distinguishes itself from others in that it only con-
siders binding sites for which there are already known ligands. To
validate the ability of TRAPP in detecting stable and transient cav-
ities, their authors used a set of holo-proteins and already known
protein motion trajectories, more specifically, trajectories generated
by standard MD simulation over 10 ns, which are available from the
MoDEL database [MDH*10].

11.11. trj_cavity

trj_cavity was developed by Paramo et al. [PEG*14] within the
GROMACS (www.gromacs.org) framework for quickly identify-
ing and characterizing cavities detected along MD trajectories. The
method is based on a new grid-based approach to detect cavities on
each frame (or snapshot) by efficiently searching neighbour voxels;
in fact, its time complexity is linear with respect to the number
of voxels. More specifically, trj_cavity searches for each voxel be-
longing to a cavity along each of six directions defined by the pos-
itive and negative x, y and z axes. The method can detect cavities
along the trajectory by assuming that the next frame has the same
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cavity on the current frame, and they overlap somehow partially
in space.

The performance of trj_cavity is heavily dependent on some pa-
rameters, which include the voxel size and the number of cavities
that the user aims to detect, for example, cavities with a prede-
fined value volume. Furthermore, although the grid-based method
underlying trj_cavity does not require the user to choose a cavity
of interest, he/she has to do that in the context of cavity’s trajectory
analysis.

11.12. Epock

Laurent et al. [LCC*15] developed Epock, a software package used
for tracking a protein cavity volume throughout MD trajectories,
which is intended not for cavity identification, but instead to follow
a priori determined cavities over time. It extends the method pro-
posed in the POVME program [DdOM11], and takes as input an
MD trajectory and a topology of the cavity under analysis, defined
by a maximum encompassing region that provides spatial bounds
for each cavity using a combination of simple three-dimensional ob-
jects (spheres, cylinders and cuboids). For each cavity, Epock then
calculates its free space, composed of the set of all grid points where
the distance to the protein exceeds a user-defined probe radius. Fi-
nally, it outputs cavity volume variations, residue contributions and
the computed trajectory of this free space over time, which can be
visualized by VMD [HDS96].

11.13. Desdouits et al.’s method

Similar to PocketAnalyzerPCA, Desdouits et al.’s method
[DNB15] also uses the PCA technique to track the dynamic ge-
ometry of protein cavities over time. Their method builds upon
gHECOM (grid-based HECOMi finder) described in Section 5.5.
Recall that gHECOM is a grid-and-sphere-based method that uses
probe spheres of minimum and maximum sizes to better delineate
the cavity bounds (i.e. mouth openings), reducing this way the occur-
rence of cavity false positives and negatives. In fact, small cavities
(with volume less than 12.0 Å3) are thrown away. By definition, a
cavity is a concavity accessible to the solvent probe (i.e. the water
molecule of 1.4 Å radius).

Unlike PocketAnalyzerPCA, cavity trajectories are indirectly de-
termined by identifying the cavities on each conformation of atomic
trajectories. As argued by Desdouits et al. [DNB15], determining
cavity trajectories using the absolute 3D positions of their grid nodes
is sensitive to alignment of the protein in space. They also confirmed
the dynamic nature of the cavity evolution over time, as advanced
by Eyrisch and Helms [EH07], with cavities—no matter their size—
appearing and disappearing at several locations of the protein.

11.14. Time-varying methods: A discussion

With the advent of GPU computing in the last decade, it be-
came feasible to simulate MD trajectories of atoms and molecules
(and, implicitly, their cavities) within a reasonable time window.
This, combined with datasets of trajectories (e.g. MoDEL database
[MDH*10]), has ushered in time-varying methods to identify

dynamic or transient cavities. As a consequence, we now have tools
to uncover unknown cavities and putative binding sites that result
from protein–ligand and protein–protein interactions.

As shown in Table 8, most time-varying methods are based on
existing static methods; for example, EPOSBP is based on PASS,
which is a sphere-based method. But, note that most of them
belong to the category of grid-based methods. However, as ar-
gued above, Voronoi diagram-based methods, in particular, Apol-
lonius diagram-based methods, are more accurate than grid-based
methods.

On the other hand, trajectories of atoms and molecules com-
puted by molecular dynamics (MD) simulations are adequate for
short time-scales, and are dominant in the current state-of-the-art
of time-varying methods, as shown in Table 8. Only a couple of
these methods (i.e. TexMol and Provar) take advantage of NMA
simulations, which are more suited for large time-scales. Both MD
and NMA simulations are computationally rather expensive; in par-
ticular, an MD simulation of a few nanoseconds for a large a pro-
tein takes a very long time, because solving Newton’s equations
is computationally expensive. Hence, the increasing use of high-
performance computation resources (e.g. GPUs) to speed up these
simulations. Recall that the computation an MD simulation is akin
to N -body simulation, that is, it involves pairwise interactions of N

particles.

12. Limitations, Challenges, and Future Directions

A more comprehensive characterization of what is a protein cavity
in structural and functional terms would allow for a refinement of
the current detection algorithms. As noted in [OFH*14], the initial
challenge for any cavity detection method lies in the mathematical
specification of the cavity. This is noticeable when it comes to
identifying the boundary atoms that make up a cavity, that is, its
‘walls, floor, and ceiling (mouth)’.

The current cavity specifications of the various methods described
above lead to some trade-offs. Sphere-based algorithms have dif-
ficulties in dealing with cavities of different sizes simultaneously,
because that requires using probe spheres of empirically distinct
sizes for each protein, resulting in difficulties in detecting and de-
lineating cavity mouth openings on proteins. In fact, a relatively
small probe can function as a stopgap for invaginations with small
mouth openings, but shallow cavities (i.e. grooves) require large
probes as ceiling bounds. Therefore, they are probe-radius sensitive.
Besides, as Benkaidali et al. [BAM*14] noted, the spherical model
of probes is often inadequate for the detection of shallow cavities
(e.g. depressions or grooves), and cavities of cylindrical shapes (e.g.
tunnels or channels). In the same vein, grid-based algorithms suffer
from ambiguity issues related with grid-spacing, protein-orientation
sensitivity and delineation of mouth openings, in particular, the cav-
ity entry/exit that separates the empty space of a given cavity from
the remaining empty space [NH06]. Tessellation-based algorithms
also suffer from MOA, and this explains why some of them use the
convex hull as outer boundary. Besides, they (at least the former
methods of this category) may fail in detecting some cavities (i.e.
false negatives), and detect cavities that are false positives quite
easily.
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Summing up, the deficiencies of these methods explain the need
for refined techniques to detect cavities on protein surfaces. This
is the case of mixed geometric methods, and surface methods, as
well as the consensus methods. Mixed methods are an attempt of
aggregating the strengths of two distinct techniques and, at the same
time, mitigating their weaknesses. Consensus methods act on the
results of two or more methods, without re-engineering any of them.
Furthermore, surface-based methods seemingly are an alternative to
the other more conventional categories of methods. Besides, we need
for further developments in hierarchical segmentation techniques
for protein structures and surfaces.

Thus, we envisage the following challenges in the near future:

� Sphere-based methods. To study and apply geometric segmenta-
tion techniques, as of computer graphics, to a set of balls featuring
atoms, and its complementary space in 3D space. Can we seg-
ment such a set of balls in a way to get a meaningful segmentation
in terms of cavities as putative binding sites?

� Grid-based methods. In the line of a few methods found in
the literature, like those due to Delaney [Del92], Masuya and
Doi [MD95] and [Kaw10], grid-based methods would benefit in
large from a proper generalization of image segmentation tech-
niques from 2D to 3D, as of in image processing and analysis
field.

� Surface-based methods. We will need more advanced formula-
tions for protein surfaces to take advantage of geometric prop-
erties and shape descriptors of smooth surfaces in differential
geometry (e.g. gradient, normal vector and so forth) to seg-
ment protein surfaces into cavities and protrusions. Surface-
based methods do not use space decompositions, grids and probe
spheres, and are potentially faster in their computations to find
protein cavities. Besides, and following Lindow et al. [LBH14],
we likely need to explore and design (or reformulate) new al-
gorithms based on new types of molecular surfaces, as it is the
case of the ligand-excluded surface (LES), which can be seen
as a generalization of SES. Note that there is not an analytical
formulation for LES yet.

� Tessellation-based methods. In part, the communities of com-
puter graphics and geometric computing (i.e. computational ge-
ometry and computer aided geometric design) already brought
part of the bulk of knowledge related to combinatorial geometry
and numerical geometry into the field of molecular graphics and
modelling. Therefore, one expects that this research in cavity
detection methods will continue in the future.

Obviously, all these methods are essentially static, that is, they
operate on only one protein conformation. If we wish to mimic
the dynamic behaviour of proteins and their interactions with other
molecules, we need to develop new models, techniques and tools
capable of coping with geometry that varies over time. That is,
we need to develop an adequate theory of the dynamic geometry
of molecules (e.g. via contour trees) based on tracing of singu-
larities of the vector field generated by the electron density map
associated with a molecule. In this respect, the search for more
robust and efficient time-varying geometry methods will be cen-
tral to future breakthroughs in the field of molecular graphics and
modelling.

13. Conclusions

We have reviewed the literature concerning geometric methods to
detect cavities on proteins. We have identified four main families
of cavity detection algorithms: sphere-based, grid-based, surface-
based and tessellation-based. Additionally, we were able to identify
three additional families of mixed methods, namely those based on
grid-and-sphere (Section 5), on grid-and-surface (Section 7) and
also on consensus (Section 9). All these techniques were designed
for analysing a single protein conformation so that they identify
static cavities.

A current trend in this field is to develop dynamic models for
protein surfaces that deform over time and mimic their biophys-
ical behaviour. To this end, we need surface models for proteins
that take into account protein–ligand and protein–protein inter-
actions; for example, we need a model that is further capable
of representing induced conformations on molecular binding and
thereby captures topological transformations of, for example, a
void into a pocket, and vice versa. In many ways, this is a chal-
lenge for those involved in physically based geometry research,
which directly involves Computer Graphics and Geometry Pro-
cessing. The promise borne by these new approaches is both a
more faithful and farther reaching model of protein–ligand interac-
tions that could yield significant gains in molecular simulation and
modelling.
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Chapter 3

CavVis — A Field-of-View Geometric Algorithm for
Protein Cavity Detection.

This chapter concerns the following article:

CavVis — A Field-of-View Geometric Algorithm for Protein Cavity Detection.

Tiago Simões, and Abel Gomes.
Journal of Chemical Information and Modeling, Vol. 59, No. 2, pp. 786-796, January

2019.

Overview

This chapter proposes a new geometric algorithm called CavVis that identifies cavities

through the concept of visibility of points of the molecular surface. CavVis takes advan-
tage of computer graphics concepts such as the field-of-view (FoV), voxel ray casting,

and back-face culling, in addition to the analytic formulation of the Gaussian surface.
This method belongs to the category of grid-and-surface methods because it is based

on the two mathematical concepts: Gaussian surface and the 3D grid that embeds it.

Taking into account the findings of Chapter 2, CavVis not only increases the accuracy

in the detection of cavities on protein surfaces, but also solves the main issues of grid-
and-surface methods, namely: grid-spacing sensitivity, protein-orientation sensitivity,

and mouth-opening ambiguity. The first two issues are mitigated using the field-of-
view (FoV), voxel ray casting, and back-face culling. The third issue is solved using the

convex hull of cavity vertices.
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Abstract

Several geometric-based methods have been de-
veloped for the last two to three decades to de-
tect and identify cavities (i.e., putative bind-
ing sites) on proteins, as needed to study
protein-ligand interactions and protein dock-
ing. This paper introduces a new protein cav-
ity method, called CavVis, which combines vox-
elization (i.e., a grid of voxels) and an analytic
formulation of Gaussian surfaces that approxi-
mates the solvent-excluded surface (SES). This
method builds upon visibility of points on pro-
tein surface to find its cavities. Specifically,
the visibility criterion combines three concepts
we borrow from computer graphics, the field-
of-view (FoV) of each surface point, voxel ray
casting, and back-face culling.

Introduction

Macromolecular structures like proteins play a
fundamental role in cellular processes. The
interactions between proteins and nucleotides,
peptides, catalytic substrates, or man-made
chemicals allow the execution of their biological
functions,1 namely catalysing metabolic reac-
tions, DNA replication, cell signalling, or intra-
cellular transport. There are several interaction
types: protein-ligand, protein-protein, protein-
DNA, and so forth. These interactions are ac-
complished under conditions of chemical com-
plementarity and shape complementarity.

In this paper, we are mainly interested in

shape complementarity of protein-ligand inter-
actions, in particular in the detection and iden-
tification of protein cavities (i.e., putative bind-
ing sites). This cavity detection and identifi-
cation process is often seen as a first step for
molecular docking.2–4 We follow the definition
of protein cavity put forward by Simões et al.6

There are three main families of cavity detec-
tion methods: evolution-based, energy-based,
and geometry-based. Specifically, there are
various types of geometric methods to de-
tect and identify cavities on the protein sur-
face,5–7 namely: sphere-based (e.g., PHE-
COM8), grid-based (e.g., ConCavity9), surface-
based (e.g., MSPocket10), tessellation-based
(e.g., Fpocket11), as well as mixed geometric
methods that combine some of those. CavVis,
the computational cavity detection method
here proposed, belongs to the class of grid-and-
surface geometric methods.

Grid-based methods (or voxelization-based
methods) rely on the set of protein atoms em-
bedded into an axis-aligned grid; representa-
tive methods of this category are, for exam-
ple, POCKET,12 LIGSITE,13 PocketPicker,14

PocketDepth,15 and VICE.16 Atom centers and
their radii allow to distinguish the grid nodes ly-
ing inside from those on or outside the protein
(i.e., set of atoms); a voxel lying on the protein
surface (i.e., van der Waals surface) owns at
least one inside grid node and one outside grid
node, and is called surface voxel. This labelling
of grid nodes amounts to the generation of a dis-
crete scalar field over the grid. The leading idea

1
55



of these methods is then finding linear paths
of outside grid nodes bracketed between sur-
face voxels. However, grid-based methods suf-
fer from two main deficiencies, grid-spacing sen-
sitivity and protein-orientation sensitivity, i.e.,
changing the grid spacing or the protein orien-
tation may result in detecting a different num-
ber and different locations of cavities.6 These
problems can be mitigated by increasing the
number of paths than come out from each sur-
face voxel. We solve these problems in CavVis
by using a field-of-view (FoV) cone to capture
the FoV-visible triangle regions of the molecu-
lar in front of cone’s apex.

SCREEN,17 CHUNNEL,18 Giard et al.,19 and
MSPocket10 are surface-based methods for the
detection of cavities on proteins. SCREEN gen-
erates two solvent-excluded-surfaces (SES) for
the protein using probe spheres with distinct
radii for the inner (1.4 Å) and outer (5 Å) sur-
faces. In this case, a cavity is identified by the
empty space (or gap) between the inner and
outer surface where at least one water molecule
fits in. CHUNNEL was specifically designed to
detect protein channels (or pores). It takes ad-
vantage of the Euler-Poincaré formula to ex-
tract the number and location of such chan-
nels from the 2-dimensional simplicial triangu-
lation of the protein’s SES. In turn, Giard et
al.’s method builds upon both the triangula-
tion of the molecular surface and its convex
hull (another triangulation) to find the cavi-
ties that boil down to the empty space (or gap)
between the two triangulations; they use the
Gaussian molecular surface that supposedly ap-
proximates the SES. Unlike the previous meth-
ods, MSPocket only uses one surface triangula-
tion, specifically a SES triangulation. The key
idea of this method is to identify concave ver-
tices of the triangulation so that a triangle is
said to be concave if its vertices are all con-
cave. A cavity is then seen as a connected set of
concave triangles. To identify a concave vertex,
MSPocket first calculates the angle between the
vertex normal and the average normal of its
neighbor vertices (i..e, vertices of its star of inci-
dent triangles). If the angle is less than 90�, the
vertex is classified as concave. This geometric
criterion amounts to evaluate the local curva-

ture in the neighborhood of each vertex, and
thus suffices to determine a significant number
of protein cavities; but, MSPocket tends to miss
larger cavities that have some convex regions.
In contrast, CavVis overcomes this problem us-
ing a zonal visibility criterion based on three
computer graphics tools: the FoV cone, voxel
ray casting, and back-face culling20.21 The first
two tools operate similarly to blocking scanning
directions of grid-based methods, with the dif-
ference we only use a single scanning direction
per surface vertex, while the third tool discards
triangles that are not FoV-visible to the viewer
virtually located at each surface vertex.

In turn, Travel Depth,22,23 CriticalFinder4

and GaussianFinder24 are representatives of
grid-and-surface methods. The leading idea
behind grid-and-surface methods is to take
advantage of the virtues of both grid- and
surface-based methods, and simultaneously to
rid off their drawbacks. In fact, most grid-
and-surface-based methods build upon two sur-
faces to capture the grid nodes of cavities be-
tween them, so solving the problem of protein-
orientation sensitivity of grid-based methods,
as well as the mouth-opening ambiguity (i.e.,
uncertainity about the location of mouth open-
ings or stopgaps of cavities) of single surface-
based methods.6 This mixture of both grid- and
surface-based techniques also solves the prob-
lem of grid-spacing sensitivity since the grid
spacing is less or equal to 1/2r, where r is the
radius of the water molecule.25

The protein cavity detection method here
proposed, called CavVis, is another grid-and-
surface method. But, unlike other grid-and-
surface methods, it only uses a single surface
enclosing the protein. Therefore, as shown
throughout the manuscript, the typical prob-
lems of grid-based methods are solved in a dif-
ferent manner. In fact, CavVis performs the
voxelization of the space that embeds the pro-
tein in order to construct a triangulation of
the molecular surface, in particular the one
outputted by the marching cubes (MC) algo-
rithm.26 After triangulating the molecular sur-
face, one uses the field-of-view of each vertex to
compute its visible vertices that are disposed
in front of it. These visible vertices are then
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Figure 1: CavVis’ steps.

grouped together into clusters. Each cluster
originates a cavity after filling its convex hull
with balls. Computing the convex hull for each
cluster, rather than for the entire molecular
surface, resolves the protein-orientation sensi-
tivity problem enunciated above for grid-based
methods, and also the mouth-opening ambigu-
ity problem of single surface-based methods.

Methods

CavVis builds upon the MC algorithm.26 The
MC algorithm is a well-known triangulation al-
gorithm in computer graphics and volume ren-
dering27.28 It is here used to triangulate the
Gaussian molecular surface generated from N

atoms as follows:

f(p) =
NX

i=1

f

i

(p) (1)

which represents the overall electron density at
the point x as the summation of subsidiary

electron densities f

i

(p) = e

�d(
||p�p

i

||2
r

i

�1) of all
atoms i at p; here, ||p � p

i

|| denotes the dis-
tance of the arbitrary point p to the center p

i

of
the i-th atom, r

i

stands for the radius of atom i,
and d represents the decay rate of the Gaussian
kernel associated to each atom. The Gaussian
surface has been used in several research works
as, for example, Zhang and Bajaj,29 Giard et
al.,19 Krone et al.,30 and Dias et al.4 In par-
ticular, we use the Gaussian formulation that
most approximates the SES (solvent-excluded
surface);31–34 that is, the Gaussian surface de-
fined by f(p) = T (with the threshold T = 1.0)
and decay rate d = 2.35.

CavVis Overview
Briefly, as shown in Fig. 1, CavVis consists of
the following steps:

1. Voxelize the bounding box enclosing the
protein.

2. Evaluate f at each node of the voxelized
box or grid.

3. Find the 8-bit flag for each voxel, which
determines if the voxel is inside, outside or
crossed by the surface, which are known
as interior, exterior, or surface voxels, re-
spectively.

4. Triangulate the surface voxels. The trian-
gulation inside each surface voxel is per-
formed in conformity with its 8-bit flag.

5. Compute normals at triangle vertices.
These normals are used not only for cor-
rectly rendering the surface, but also work
as the support for our cavity detection al-
gorithm.

6. For each surface vertex, find other vertices
inside its FoV cone, which is defined by
the triple (vertex, normal, angle). Any
vertex whose cone does not span triangle
vertices is immediately discarded; it does
not belong to any cavity.

7. Construct cavities using the forward vis-
ibility condition of each surface vertex;
that is, if the cone of the vertex A in-
cludes B (i.e., if B is visible to A), and
the cone of B includes C, then A, B, and
C belong to the same cavity.

The first five steps concern the MC algorithm,
while the last two take advantage of the former
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steps to detect cavities on protein surface. Let
us then briefly describe each step of the for-
mer five; we describe the last two steps in more
detail because they are specific to our cavity
detection method.

Voxelization
First, one embeds the molecule into its axis-
aligned bounding box. For that purpose,
one determines the minimum and maximum
coordinates of the atomic centers, that is,
(x

min

, y

min

, z

min

) and (x
max

, y

max

, z

max

), which
define the opposite corners of the bounding
box. To guarantee that all atoms get inside
the bounding box, one uses a padding of 2.0Å.
Then, the bounding box is voxelized with a grid
spacing � = 0.6Å in order to guarantee the
correct sampling of each cavity with at least a
voxel; that is, we assume that a single voxel
is enough to detect a protein cavity. More de-
tails about parameter tuning, including the grid
spacing are discussed further ahead.

Function Evaluation
Second, one computes the value of f (cf. Eq. 1)
at the 0-th corner of each voxel; note that the
computation of f on other corners of the same
voxel will be carried when one iterates on neigh-
boring voxels. In order to speed up computa-
tions, the value of f is calculated locally per
atom, rather than globally per voxel.35 In other
words, for each atom i, we calculate the value of
f

i

only for voxels of a n⇥n⇥n sub-box centered
at each atom, with n = 2 . r

max

� , where r

max

is
the radius of the biggest atom of the input pro-
tein; for example, considering r

max

= 1.8Å and
� = 0.6Å, we obtain n = 6 for every single
atom. Therefore, the final value of f at the 0-th
corner of each voxel is the result of summing up
the values f

i

of its neighboring atoms, specifi-
cally atoms whose atom sub-boxes contain such
a voxel. Each atom sub-box avoids to compute
each f

i

for all voxels of the bounding box, mak-
ing the complexity of CavVis dependent on the
number of atoms rather than the cubic resolu-
tion of the grid. In other words, this procedure
translates into a process of the linearization of

the algorithmic complexity of CavVis.

Flag Computation
The value of f at each corner of a voxel de-
termines the value of its 8-bit flag. Accord-
ing to Lorensen and Cline,26 this means that
a voxel has 256 possible configurations. If the
voxel flag is either 00000000 or 11111111, the
voxel is not crossed by the molecular surface;
otherwise, the surface intersects the voxel. For
example, if the flag is 10010001, with the 0-th,
4-th, and 7-th bits (or corners) set to 1, then we
know we are in presence of a surface voxel, that
is, a voxel traversed by the molecular surface.
The flag 00000000 denotes a voxel outside the
molecular surface, whereas 11111111 a voxel in-
side the molecular surface. The value of either
0 or 1 held by a flag bit depends on the value of
f at the corresponding voxel corner; if f > T

(with the isovalue T = 1.0), the flag bit is set
to 1; otherwise, it remains unchanged to its ini-
tial value 0. Therefore, the Gaussian molecular
surface is an isosurface.

Voxel Triangulation
The 8-bit flag of each voxel determines the
triangle configuration inside such voxel, that
is, how the surface is triangulated inside such
voxel. For further details about the MC trian-
gulation, the reader is referred to.26,28 However,
as explained further ahead, only surface voxels
are of interest here for the purpose of the cav-
ity detection on molecular surfaces, since they
are the only ones that contain surface triangles
(and their vertices).

Normal Computation
Computing normals at surface vertices is a
straightforward task because the molecular sur-
face is analytical (cf. Eq. (1)). Specifically, a
normal vector at a point of the Gaussian molec-
ular is given usually by the gradient vector.
However, we know that gradient vector points
into the direction of the steepest ascent36,28 so
it points inwards the Gaussian surface. It hap-
pens that we want the normal vector pointing
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outwards the surface for cone visibility and ren-
dering purposes, so that the normal vector ~n is
the negative gradient vector r, that is

~n = �rf =
�
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where p = (x, y, z) is an arbitrary point, p
i

=
(x

i

, y

i

, z

i

) the center of atom i, r
i

the radius of
atom i, and d the decay rate of electron density
of each atom.

However, the computation of normal vectors
using Eq. (2) becomes very expensive when the
number of atoms increases in a significant man-
ner. In fact, for a protein of 25,000 atoms,
each partial derivative of the gradient at a sin-
gle surface point requires the computation of
3⇥25,000= 75,000 subsidiary derivatives. To
overcome this problem, we use the mean vector
of the normal vectors of triangles around each
vertex of the triangulation.

Cavity Vertices
For each surface vertex, we find the nearest sur-
face voxel within its FoV cone. This is so be-
cause a viewer positioned at such vertex and
looking in the direction of the vertex normal
must see the opposite side of the cavity where
the closest surface voxel lies in. The FoV cone is
defined by the vertex normal and the aperture
angle � (or angle of view).

So, given a surface vertex, collecting its FoV-
visible vertices and triangles is as follows:

1. Find the nearest surface voxel along its
FoV cone axis.

2. Find surface vertices and triangles simul-
taneously inside the FoV cone and 1.4 Å-

radius sphere centered at the previous
surface voxel.

3. Discard non-visible surface vertices and
triangles through back-face culling.

Let us now describe these three steps in more
detail.
Nearest surface voxel. Here, we assume that
we already have the array of all surface voxels
(i.e., with triangles therein). These voxels are
those traversed by the molecular surface, and
are outputted by the MC algorithm (first five
steps of CavVis), so that surface triangles, ver-
tices, and their normals can directly retrieved
for each surface voxel.

Computing the nearest surface voxel is per-
formed using the voxel ray casting algorithm
due to Amanatides and Woo.21 This is accom-
plished by considering only the first surface
voxel crossed by the FoV axis, which is defined
by the normal vector ~v. This is illustrated in
Figure 2(a).
Finding surface vertices inside FoV cone. Af-
ter finding the surface voxel, we collect all the
vertices and triangles inside the 5 ⇥ 5 ⇥ 5 sub-
box centered at the surface voxel (Figure 2(b)).
This sub-box is 5� = 3.0 long, which almost
minimally contains a sphere featuring the wa-
ter molecule. This constant-sized box or sphere
forces the FoV angle –associated to each surface
vertex– to vary, depending on the distance be-
tween such surface vertex and the correspond-
ing surface voxel in front of it. In practice, we
do not need to compute the FoV angle (�) ex-
plicitly. The vertices collected inside FoV cone
are represented by small white spheres in Fig-
ure 2(c), while their corresponding triangles (in
orange) are shown Figure 2(d).
Back-face culling of vertices and triangles.
Among the previous tentative cavity vertices
and triangles, we need to discard those not
visible to the viewer placed at the FoV cone
apex, who is looking in the direction of the
normal vector. This is performed using the
well-known back-face culling technique in com-
puter graphics (see, for example, Hughes et
al.20). The back-face culling discards all tri-
angles (and their vertices) that satisfy the con-
dition ~n ·~v � 0, where ~n stands for the triangle
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(a) (b) (c)

(d) (e) (f)

Figure 2: Finding the vertices and triangles visible to a surface vertex A: (a) a surface voxel (in
black) was found using voxel ray casting along the cone axis defined by the normal vector at A;
(b) the 5 ⇥ 5 ⇥ 5 sub-box inscribed inside a sphere centered at surface voxel; this radius and the
vertex-voxel distance implicitly define the FoV cone; (c) the triangulation vertices (in white) and
their normal spikes inside the sub-box (or sphere); (d) the triangles (in orange) inside the sub-box
(or sphere); (e) the triangulation vertices (in white) after back-face culling; (f) the triangles (in
orange) after back-face culling.

normal vector and ~v the viewer’s vector; that
is, all triangles that are not visible to the cone
apex (here considered as viewer’s location) are
discarded. The back-face culling of vertices and
triangles is illustrated in Figure 2(e)-(f) relative
to Figure 2(c)-(d), respectively.

Summing up, for each surface vertex, we de-
termine its visible vertices and triangles. The
identifiers (or labels) of these vertices and tri-
angles are hold in separate arrays associated to
each surface vertex. If the FoV semi-axis does
not intersect the molecular surface, it is not nec-
essary thus to label any vertex or triangle. Let
us now see how these vertices and triangles are
aggregated into cavities on the molecular sur-
face.

Cavity Formation
Before proceeding any further, recall that all
non-cavity vertices have been already discarded

before. Therefore, the formation of cavities
builds upon clustering of cavity vertices on
the molecular surface. This procedure involves
three main steps:

1. Clustering of vertices of each putative
cavity using a breadth-first strategy (see
Fig. 3);

2. Merge putative surface cavities if they are
close enough to each other (see Fig. 4);

3. Find protein cavities by filling then with
dummy atoms (i.e., pseudo-atoms) (see
Fig. 5).

Vertex clustering. Grouping surface vertices
into distinct clusters takes advantage of the la-
belling mentioned above. Each vertex collects
the labels (or ids) of its FoV-visible vertices.
As shown in Fig. 3, we can use a breadth-first
strategy to collect all vertices of each cluster.
For example, let us assume that the vertex 1
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Figure 3: Vertex clustering using the concept of set (to avoid repetitions) and a breadth-first
strategy. On the left-hand side, we show how a cluster is formed in an array set, while on the
right-hand side we show the clustering process using a breadth-first strategy on a tree.

(a) (b) (c)

Figure 4: Building up of a cavity of the protein 2VQ4: (a) the cavity vertices featured by multi-
colored balls are not grouped together yet; (b) three clusters (in green, blue, and gray) were formed
after vertex clustering; (c) merging the previous three clusters originates a single cluster (cavity).

(the tree root) holds the set of labels {5, 6, 11}.
This means that all vertices with at least one of
those labels belong to the same cluster, and cor-
responds to second level of the tree, that is, the
array set is {1, 5, 6, 11}. Then, we sequentially
reunite all labels of each vertex of the second
level into the set, say {1, 5, 6, 11, 20, 32, 77, 8}
to form the third level; that is, we add 20 and
32 for vertex 5, we add 77 for vertex 6, and
we add 8 for vertex 11. This process repeats
again and again while there is at least a label
to add to array set; otherwise, a new cluster is
complete. Note that we avoid repetitions be-
cause, by definition, a set has no repetitions.
To form a new cluster, we pick a vertex that
does not belong to a cluster yet, and repeat the

clustering process above. This vertex clustering
process is illustrated in Figure 4(a)-(b), where
the multicolor small balls representing surface
vertices are grouped together into three clus-
ters of the same cavity; these three clusters are
merged into a single one to form a cavity, as
shown in Figure 4(c).
Cluster merging. As illustrated in Figure 4(b),
merging clusters of vertices is necessary when
two or more clusters have been identified for a
cavity. For that purpose, we need to compute
the distance between every two clusters, which
is given by the distance between two closest ver-
tices belonging to distinct clusters. Merging
takes place if the minimum distance between
two clusters is less than 1.4Å (i.e., radius of
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(a) (b) (c)

Figure 5: Cavity filling for the protein 3CAF: (a) convex hulls of all clusters of vertices; (b) each
cavity is depicted as a volume generated by a Gaussian surface whose kernel functions are centered
at each vertex of cavity’s convex hull or at each grid node inside the convex hull; (c) the protein
depicted together with its cavities.

water molecule). But, we end up selecting only
the first ten bigger clusters as cavities for the
sake of performance evaluation, because bigger
cavities has a bigger probability of being bind-
ing sites. Such bigger clusters are those with
greater number of vertices.
Cavity filling. Terminated the cluster merging,
we end up obtaining a single cluster per cavity.
Then, one computes the convex hull of all ver-
tices of the cavity cluster. Filling a cavity with
spheres of radius 1.4Å (water molecules) must
satisfy the following conditions: (i) its center
must be a grid node inside the convex hull; (ii)
its center must be a convex hull vertex; (iii) its
center must be outside the molecular surface;
This filling procedure is illustrated in Figure 5.
A few more examples of cavities as detected by
CavVis are shown in Figure 6.

Molecular Visualization
CavVis software also includes a visualization
module that uses the MC triangulation algo-
rithm in conjunction with the OpenGL 2.0
graphics system in order to visualize not only
the molecular surface, but also protein cavities
and their surfaces. As mentioned above, the vi-
sualization of protein surfaces and their cavities
build upon the MC triangulation algorithm. In
fact, all pictures displaying molecules and cav-
ities in this paper were generated using such
OpenGL visualization module. Also, in addi-
tion to OpenGL output, CavVis also generates
.xyz files describing cavities, a single .xyz per

cavity. These files allow us to visualize CavVis
cavities using well-known molecular visualiza-
tion tools such as, for example, VMD37 and
Chimera.38

Results and Discussion

Hardware/Software Setup
Testing was performed on an Apple iMac desk-
top, equipped with a 3.2 GHz Intel Core i5, 16
GB RAM, and a NVIDIA GeForce GT 755M,
running OS X Yosemite operating system. Let
us also mention that we run all benchmark-
ing methods, including CavVis, on this desktop
computer. CavVis was implemented in C++
and is publicly available at https://github.

com/MediaLabProjects/CavVis/.

Ground Truth
In testing, we used PDBSum as ground-truth
dataset of binding sites.44 More specifically, we
used a subset of 1239 proteins (335 apo proteins
and 904 holo proteins) of PDBSum. This sub-
set corresponds to the intersection set between
PDBsum44 and LigASite39 datasets.
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(a) (b) (c) (d)

Figure 6: CavVis’ cavity detection for four proteins: (a) 1MZL; (b) 1FK3; (c) 2RK2; and (d) 2PCY.

Benchmarking Methods
CavVis was compared with the following cavity
detection methods:

• Fpocket: This tessellation-based algo-
rithm builds upon the Voronoi diagram
(of the atom centers) and theory of alpha
spheres to detect cavities on proteins (see
Guilloux et al.11 for more details).

• MSPocket: This surface-based algorithm
takes advantage of surface sampling and
point normals to detect protein cavities
(see Zhu and Pisabarro10). Basically,
one looks at the normals in the neigh-
borhood of each sampled point to decide
whether the point neighborhood is con-
cave or not; concave neighborhoods usu-
ally correspond to protein cavities.

• GHECOM: This grid-and-sphere method
employs multi-size spherical probes in
conjunction with a 3D grid and the the-
ory of mathematical morphology to de-
tect cavity regions (see Kawabata8). The
leading idea is that a cavity is the locus
outside the protein where a small enough
probe gets in, but not a large probe.

• CriticalFinder: It is a grid-and-surface
method that finds cavities through the de-
tection of critical points on voxels inter-
sected by the Gaussian surface (see Dias
et al.40 for more details).

• POCASA: This grid-and-sphere algo-
rithm uses a boolean scalar field classifier
of the voxelized domain to distinguish
the inner and outer grid nodes of the
protein surface (see Yu et al.41 for more
details). Then, one uses a large probe
sphere rolling the molecular surface to
identify cavities; a cavity is a cluster of
outer grid nodes not caught by the probe
sphere.

• ConCavity: A grid-based algorithm that
depends on algorithms based on sequence
and structure to detect cavity regions (see
Capra et al.9 for more details).

• PASS: This sphere-based method fills cav-
ities with probe spheres in conformity
with the three-point Connolly-like sphere
geometry.42 See Brady Jr. and Stouten43

for further details.

We chose these methods because their source
codes are publicly available to the scientific
community, with the advantage of being accom-
panied by a supporting scientific article pub-
lished elsewhere. Also, these methods cover the
most significant families of methods.5–7

Parameter Tuning
As seen above, we use a number of parame-
ters in CavVis, namely: Gaussian decay rate
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Table 1: CavVis’ time performance (total time and time per step) for the six biggest proteins of
the dataset.

Proteins

#

Atoms

Voxelization

Function

Evaluation

Flag

Computation

Voxel

Triangulation

Normal

Computation

Cavity

Vertices

Cavity

Formation

Total

Time (s)
Time per

Atom (ms)
Time (s) % Time (s) % Time (s) % Time (s) % Time (s) % Time (s) % Time (s) %

1VPN 13230 3⇥ 10�6 10�4% 1,110 34,3% 0,440 13,6% 0,420 13,0% 0,179 5,5% 0,708 21,9% 0,376 11,6% 3,232 0,244

2YWB 15065 3⇥ 10�6 10�4% 1,434 31,5% 0,560 12,3% 0,580 12,8% 0,211 4,6% 1,031 22,7% 0,730 16,1% 4,547 0,302

3M4D 16762 3⇥ 10�6 10�4% 1,553 27,2% 0,610 10,7% 0,620 10,9% 0,310 5,4% 1,129 19,8% 1,483 26,0% 5,706 0,340

2AHU 16967 3⇥ 10�6 10�4% 1,434 28,1% 0,590 11,5% 0,620 12,1% 0,229 4,5% 1,071 21,0% 1,166 22,8% 5,110 0,301

1TYF 21308 3⇥ 10�6 10�4% 1,854 27,4% 0,740 10,9% 0,790 11,7% 0,345 5,1% 1,446 21,4% 1,591 23,5% 6,767 0,318

1XO6 25641 3⇥ 10�6 10�4% 2,185 27,5% 0,870 10,9% 0,920 11,6% 0,357 4,5% 1,835 23,1% 1,782 22,4% 7,949 0,310

(d = 2.35), isovalue (T = 1.0), grid spacing
(� = 0.6), local sub-box resolution (n⇥ n⇥ n)
of each atom, field-of-view angle (�), and maxi-
mum cluster-cluster distance (1.4Å). The values
of d and T remain unchanged because they both
guarantee that the respective Gaussian molecu-
lar surface is the isosurface that better approx-
imates the solvent-excluded surface (SES).

The grid spacing � is very important be-
cause it determines the number of cavities iden-
tified by CavVis; that is, the number (and,
subsequently, the location) of cavities varies
by changing the grid spacing. As shown by
Dias and Gomes,25 the correct sampling of cav-
ities is regulated by the Theorem of Nyquist.
Here, we relax the Nyquist condition, since
we ensure that at least a single voxel fits in
such a cavity. In fact, assuming that a cav-
ity at least hosts a water molecule (with ra-
dius of 1.4 Å), we come to the conclusion that
the maximal cube inscribed in a water molecule
sphere is about 2.0 Å long approximately (using
Pythagoras theorem). This means that it is im-
possible to detect many cavities when one uses
a grid spacing greater than 2.0 Å; hence, we use
the default grid spacing � = 0.6, which allows
to come up with a speed-accuracy tradeoff in
the detection of protein cavities.

Also, we use a sub-box of voxels around and
centered at each atom to avoid to evaluate f

i

everywhere. Basically, we evaluate f

i

at ev-
ery single voxel of the sub-box centered at its
corresponding i-th atom. Note that this pro-
cedure also guarantees that Gaussian functions
associated to overlapping atoms mix properly
without gaps. The resolution of such sub-box
is given by n⇥ n⇥ n, with n = 2 . r

MAX

� , where
r

MAX

= 1.8Å is the radius of the largest atom

of the input protein and � = 0.6Å. Therefore,
the resolution of each atom’s local sub-box is
6 ⇥ 6 ⇥ 6. However, this resolution automati-
cally changes if the grid spacing parameter were
user-redefined.

Each atom’s sub-box allows us to calculate
the scalar field f —associated to a protein— in
a per atom basis; that is, one calculates f

i

only
for the voxels of the sub-box centered at i-th
atom, which is then added to the current value
of f at each voxel using an accumulation strat-
egy. This procedure works as a sort of lineariza-
tion of the entire electron density field compu-
tation of the protein, because the scalar field
computations are performed per atom of a 1-
dimensional array, rather than per voxel of a
3-dimensional grid.

Concerning the FoV angle (�), we can say
that it is dynamically variable because it de-
pends on the distance between each triangula-
tion vertex and its corresponding surface voxel
in front of it on the opposite side of a given
cavity. In practice, the value of � is never cal-
culated because we use a fixed 5⇥5⇥5 sub-box
centered at each surface voxel found using the
voxel ray tracing (see Fig. 2). This sub-box is
the one that fits the water molecule sphere of
radius 1.4 Å. Therefore, the value of � also de-
pends on this radius, but we do not need to
calculate � explicitly.

Finally, after constructing the clusters of tri-
angulation vertices, one assumes that the max-
imum distance between any two clusters is by
default 1.4 Å maximum. Otherwise, they are
merged into a single cluster. The cluster-cluster
distance is given by the minimum vertex-vertex
distance. It is clear that the cluster-cluster dis-
tance parameter maybe user-redefined, but this
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procedure has implications in the final number
of detected cavities. Increasing the distance re-
sults in a less number of cavities because of the
effect of merging more clusters; on the contrary,
the number of cavities increases with decreasing
of the cluster-cluster distance.

Time Performance
Before proceeding any further, let us men-
tion that CavVis is a single-threading program
that runs on CPU (Central Processing Unit).
To have a glimpse of the time complexity of
CavVis, let us have a look at Table 1. The last
column of Table 1 (“Time per Atom”) indicates
that the experimental time complexity seems to
be linear. The time spent per atom is about 0.3
milliseconds, no matter the number of atoms of
the protein.

This linear complexity may be surprising be-
cause one would expect cubic time complexity
given the 3D grid. It happens that the first step
(voxelization) is very fast, while the remaining
ones are relatively fast and of the same order of
magnitude. Initially, the second step (function
evaluation) and the fifth step (normal computa-
tion) were the most expensive computationally.

In fact, the function evaluation initially had
cubic complexity because it was performed on
a voxel basis. Besides, we had to compute N

functions f

i

for each voxel, where N stands for
the number of atoms. As shown above, this
procedure was linearized evaluating the scalar
field on an atom basis (i.e., over a 1D array of
atoms, rather than in a per voxel basis over the
entire 3D grid of voxels).

In turn, the computation of normal vectors
was also very time-consuming because we had
to compute three derivatives per vertex, with
each derivative involving the computation of N
functions f

i

(cf. Eq. (2). We solved this prob-
lem through the computation of the outwards
vector of each triangle. Each triangle vector is
determined using the cross product of two con-
secutive triangle edges.

Accuracy Metrics
As suggested above, to evaluate the accuracy
of CavVis, we compared it with state-of-the-art
methods relative to a dataset of known binding
sites, which works here as ground-truth. Such
evaluation was carried out using the well-known
metrics of precision and recall, which are de-
fined as

P =
TP

TP + FP

(4)

and
R =

TP

TP + FN

(5)

respectively, where TP denotes the number of
true positives, FP the number of false posi-
tives, and FN the number of false negatives.
A true positive is a hit, that is, when a ground-
truth cavity and a method-specific cavity over-
lap in some extent. A false positive is a method-
specific cavity that does not meet any ground-
truth cavity. A false negative is a ground-
truth cavity that was not detected by a specific
method.

As usual in statistical analysis, we employ the
F-score metric (F ) to rank the benchmarking
methods. The F-score is defined as the har-
monic mean of precision and recall, whose ex-
pression is as follows:

F = 2
P.R

P +R

=
2TP

2TP + FP + FN

(6)

Thus, the precision and recall should have high
values to ensure that F-score also gets a high
value. The accuracy results are shown in Ta-
ble 2 and Figure 7.

Discussion
After a brief glance at the results shown in Ta-
ble 2 and Figure 7, we observe that CavVis
is not top-ranked in terms of precision and
recall separately. ConCavity ranks first in
terms of precision, while GHECOM ranks on
the top concerning recall, and this applies to
both unbounded proteins (or apo proteins) and
bounded proteins (or holo proteins).

However, ConCavity performs badly in terms
of recall because it produces too many false neg-

11
65



Table 2: Accuracy of the benchmark methods for the apo and holo proteins of the ground-truth
dataset of binding sites.

Method

apo proteins holo proteins

TP FP FN ⇡ P ⇡ R ⇡ F TP FP FN ⇡ P ⇡ R ⇡ F

CavVis 1872 1693 1478 53% 56% 54% 4931 4675 4109 51% 55% 53%

Fpocket 2040 2754 1310 43% 61% 50% 5259 7161 3781 42% 58% 49%

MSPocket 2239 4096 1111 35% 67% 46% 5929 10558 3101 36% 66% 46%

GHECOM 2509 5087 841 33% 75% 46% 6632 12883 2408 34% 73% 46%

CriticalFinder 1487 1850 1863 45% 44% 44% 3939 4992 5101 44% 44% 44%

POCASA 1358 1804 1992 43% 41% 42% 3568 4571 5472 44% 39% 42%

ConCavity 695 356 2655 66% 21% 32% 1786 833 7254 68% 20% 31%

PASS 1018 2669 2332 28% 30% 29% 2616 6759 6250 28% 30% 29%
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Figure 7: Accuracy study of valid predictions across the set of methods benchmarked. a) Precision,
recall, and F-score percentages for apo structures. b) Precision, recall, and F-score percentages for
holo structures.

atives (i.e., it misses ground-truth cavities quite
often). This significant number of false nega-
tives likely has to do with too restrictive cavity
filtering criteria. In fact, ConCavity discards
small and large cavities; specifically, it discards
cavities with radius less than 1 Å and greater
than 5 Å. It is clear this also results in a small
number of true positives. This prevents the us-
age of the top-10 filtering criterion (from the
biggest to the smallest cavity in terms of vol-
ume) as in PDBsum.

On the contrary, GHECOM is the method
that most hits the binding sites of the ground-
truth dataset (i.e., with the highest number of
true positives), but it has a poor performance in
terms of precision because it detects too many
false positives (i.e. fake cavities). GHECOM’s
performance can be explained by the fact that

it does not use the top-10 filtering criterion ei-
ther. Obviously, the unbalanced values of pre-
cision and recall impairs the F -score values of
ConCavity and GHECOM.

Similar to GHECOM, MSPocket also pro-
duces many true and false positives because it
generates many clusters of concave triangles,
being the triangle-triangle connectivity the only
criterion to consider triangles are constituents
of a cavity. Eventually, an additional criterion
to merge more clusters might improve the accu-
racy of MSPocket, even considering MSPocket
already uses the top-10 filtering criterion.

POCASA is similar to GHECOM, yet the
minimum probe sphere has radius greater than
2.0Å, which works as a filtering criterion for
cavities. The difference is that POCASA deliv-
ers the top-ranked cavities in terms of decreas-
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ing volumes; consequently, the number of false
positives decreases in relation to GHECOM.

CriticalFinder detects the surface voxels be-
longing to cavities, called critical voxels. These
critical voxels are then grouped together into
separate clusters since they are within a spe-
cific distance. In a way, grouping such surface
voxels together is much like to group the sur-
face triangles in MSPocket. The difference is
that CriticalFinder uses a more effective clus-
tering algorithm in the formation of cavities.
To this it is not strange the fact that Criti-
calFinder and POCASA have similar figures in
terms of TP, FP, and FN (cf. Table 2), al-
though CriticalFinder is slightly more accurate
than POCASA.

Regarding PASS, it is one of the methods
that less hits the protein cavities of the ground-
truth dataset; that is, its number of true posi-
tives is relatively small and its number of false
negatives is noticeable high when compared to
other methods. Its number of fake cavities
(FP) is also high. This can be explained by
the fact that it is difficult to correctly evalu-
ate the buriedness of cavities by accretion of
probe spheres. Worse, it is the fact that PASS
is another method that does not use the top-10
filtering criterion.

As far as Fpocket is concerned, it is one of
the methods that most hits and misses less
the protein cavities of the ground-truth dataset.
However, it produces many fake cavities (FP),
even considering that it uses a minimum al-
pha sphere of radius of 3.0Å, which works as
a filtering criterion for cavities. Nevertheless,
Fpocket does not use top-ranking filtering cri-
terion. Looking at Table 2, we see that Fpocket
would excel in detecting protein cavities if we
were able to reduce the number of false posi-
tives.

Finally, CavVis ends up being the method
with the best accuracy among those of the
benchmark because it makes a more balanced
mixture of precision and recall, resulting in the
highest F -score of 54% for apo proteins and
53% for holo proteins. CavVis ranks top largely
due to the following: (i) its ability to over-
come the issues related to grid-spacing sensitiv-
ity, protein-orientation sensitivity, and mouth-

opening ambiguity; (ii) the clustering procedure
that leads to the formation of cavities; (iii) and
the rank-based filtering criterion for cavities.

Conclusions

We have here proposed a new grid-and-surface
method, called CavVis, to detect cavities on
proteins. CavVis builds upon the concept of
the field-of-view defined by each Gaussian sur-
face vertex and its normal vector. Essentially,
the field-of-view works as a criterion of visibil-
ity for each triangle vertex of the triangulated
surface. Additionally, the whole process is sup-
ported and speeded up using voxel ray casting
and back-face culling. That is, culling is used
to exclude triangles that are not visible to the
surface vertex, yet they are inside its field-of-
view.

We also used the clustering of visible surface
vertices according to a breadth-first strategy
to form vertex clusters and create their con-
vex hulls as tentative cavities, solving the prob-
lems of protein-orientation sensitivity, grid-
spacing sensitivity, and mouth-opening ambigu-
ity, so common in grid-based methods. Further-
more, we used a statistical analysis methodol-
ogy (say, precision, recall, and F-score) to com-
pare CavVis to other well-known cavity detec-
tion methods, which has shown that it outper-
forms other benchmarking methods considered
in our work.

Summing up, the novelty of CavVis comes
from the fact that it employs computer graph-
ics tools to solve the geometric problem of
detecting and delineating cavities of proteins.
We also show that clustering (of cavity con-
stituents) and filtering (biggest cavities have a
higher probability of being binding sites) have a
significant impact on the accuracy of cavity de-
tection methods. In fact, accuracy and time
performance still are the two main issues in
cavity detection methods, particularly in those
methods that dynamically detect protein cavi-
ties over time (or trajectories).
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Chapter 4

CavShape — A Cavity Detection Algorithm Through
the Multivariate Shape Diameter Function

This chapter concerns the following article:

CavShape — A Cavity Detection Algorithm Through the Multivariate Shape Diameter

Function.
Tiago Simões, and Abel Gomes.

Article submitted to PLOS Computational Biology.

Overview

This chapter proposes a new geometric algorithm called CavShape, which builds upon
a mesh segmentation technique introduced in computer graphics, the shape diameter

function (SDF). SDF is a shape descriptor to segment a mesh into saliences. This shape

descriptor has been modified to detect protein cavities, rather than saliences. The
modified SDF is here called multivariate shape diameter function (mSDF). CavShape

belongs to the category of surface-based methods because it only relies on surface
information; that is, no grid information is used to detect cavities on protein surfaces.

It is worth noting that CavShape does not suffer from the problems of grid-spacing ambi-

guity and protein-orientation sensitivity because it is not based on grids. Furthermore,
it solves the issue of mouth-opening ambiguity inherent to surface-based methods be-

cause CavShape fills the cavities with spheres that in turn ends up delineating the region
of each cavity of the protein surface.
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YThese authors contributed equally to this work.
¤Current Address: Department of Informatics, Universidade da Beira Interior, Covilhã,
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Abstract

Finding cavities or putative binding sites on protein surfaces can be understood as a
mesh segmentation problem as usual in computer graphics and computer vision. Bearing
in mind this segmentation idea, we propose an algorithm to segment protein surface
based on the concept of shape diameter function (SDF). SDF is a scalar function that
measures the diameter of the interior volume of a closed surface in the neighborhood
of each one of its points. Interestingly, when applied to Gaussian surfaces, which are
modeled by the sum of Gaussian functions that are positive everywhere, SDF ends up
measuring the diameter of the exterior volume of the protein exterior, from which we can
infer the location and extent of protein cavities. Moreover, unlike other cavity detection
methods, SDF is largely independent of pose changes of the protein and holds similar
values in separate cavities, allowing us to identify such cavities using clustering of points
with similar SDF values.
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Introduction

Proteins play a role of paramount importance in the living cell. They perform a
number of di↵erent biological functions as, for example, catalytic reactions, DNA
replication, cell signalling, and intracellular transport, as a result of their interactions
with nucleotides, other peptides, catalytic substrates, or even man-made chemicals [1].
Such interactions can be classified into protein-ligand, protein-protein, protein-DNA
interactions, just to mention a few. It is clear that such interactions take place under
complementarity conditions at both chemical and shape levels. However, this paper only
addresses the problem of detecting protein cavities (i.e., putative binding sites), which
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can be understood as a requirement for shape complementarity analysis and molecular
docking [2–4].

In the literature, we find three main categories of cavity detection methods: evolution-
based, energy-based, and geometry-based. Taking into consideration that we here
proposing a geometric method (called CavShape) to detect cavities on protein surfaces,
let us briefly review such geometry-based methods. For more thorough reviews, the
reader is referred to [5, 6]. Geometric methods divide into the following major classes:
grid-based (e.g., ConCavity [7]), sphere-based (e.g., PHECOM [8]), tessellation-based
(e.g., Fpocket [9]), surface-based (e.g., MSPocket [10]), as well as hybrid geometric
methods that mix two or more of those geometric methods. Let us mention that
CavShape is a surface-based method.

Grid-based methods (also called voxelization-based methods) build upon rendering
the protein atoms onto an axis-aligned grid, so that we can label grid nodes as ‘inside’,
‘outside’, and ‘on’ the molecular surface, here called interior, exterior, and surface nodes,
respectively. The leading idea is then to find linear paths of exterior nodes bracketed
by surface nodes to identify and form cavities. Examples of grid-based methods are
POCKET [11], LIGSITE [12], PocketPicker [13], PocketDepth [14], and VICE [15].
However, the performance of grid-based methods depends on grid spacing and protein
orientation; in other words, the number and location of cavities may vary with changes
in grid spacing changes or protein orientation. CavShape overcomes these problems
using a pose-independent function on the protein surface, which is called shape diameter
function (SDF) [16].

Sphere-based methods build upon the idea of filling in cavities with probe spheres
of varying radii. They di↵er from each other in the way they fill in cavities with probe
spheres. Most sphere-based methods take advantage of the principle of rolling probe
spheres on surface atoms of the protein according to the three-point Connolly-like sphere
geometry [17]. They do not su↵er from the drawbacks of grid-based methods mentioned
above, with the further advantage of riding o↵ the mouth-opening ambiguity. In fact, in
addition to small cavity-filling probe spheres, using a large probe it is feasible to know a
cavity where a cavity starts and eventually ends. The principle behind this procedure is
that a cavity is a locus where small probes get in, but the large probe does not. However,
it is di�cult to know in advance which are the adequate radii of the small filling probes
and large cavity-blocking probe, because they vary from protein to protein. Examples of
sphere-based methods are PASS [18], PHECOM [8] and dPredgeo [19].

Tessellation-based methods are based on computational geometry techniques. We
divide them into ↵-shape methods, Voronoi-based methods, and �-shape methods.
Concerning ↵-shape methods, they rely on the Delaunay triangulation of atomic centers.
The parameter ↵ determines the carving process of the Delaunay triangulation that
leads to the identification of cavities. The main issue is to find the optimal value of ↵,
since it varies from protein to protein, not to say from cavity to cavity; hence ↵-shape
methods su↵er from the same issue as sphere-based methods in respect to the radii
of small and large probe spheres. In respect to Voronoi-based methods, they focus on
the complement space of the protein, so no carving procedure is not necessary at all.
We fill in such complementary space with alpha spheres centered at Voronoi vertices.
Most of these methods use the convex hull as the tool to resolve the mouth-opening
ambiguity; that is, the convex hull works as a stopgap for pockets. Concerning �-shape
methods, they improve on ↵-shape methods by directly considering van der Waals spheres
featuring atoms rather than atomic centers. Also, Apollonius-based methods improve
on Voronoi-based methods because they directly use van der Waals spheres instead
of atomic centers. Overall, these methods are particularly adequate to identify and
retrieve channels and tunnels. Examples of tessellation-based methods are Fpocket [9],
VoroProt [20], and BetaVoid [21].
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Surface-based methods form the smallest category of cavity detection methods. They
rely on the mathematical formulation of molecular surface and its shape invariants. Some
of these methods take advantage of two surfaces (an inner and an outer one) to enclose
the protein. The inner surface is the natural molecular surface that fits tight to the set of
atoms, while the outer surface is fatter to give room for cavities. Cavities are between the
inner and outer surfaces; see, for example, SCREEN [22] and Giard et al. [23] for more
details. Thus, similar to convex hull, the outer surface works as the stopgap for cavities.
Other surface-based methods only use a single surface. For example, MSPocket [10]
relies on the solvent-excluded surface (SES) and its triangulation to identify concave
vertices that are part of each cavity, as a cavity is then understood as a group of concave
triangles. The issue here is that cavities are not only sets of strictly concave triangles
because the surface shape of a cavity may oscillate locally between convex and concave
triangles. In fact, the main problem of surface-based methods is the lack of region shape
invariants to identify cavities of varying sizes, yet there are many local shape invariants
like, for example, Gaussian curvature, eigenvalues, and so forth.

Here we propose a new surface-based method, called CavShape, which builds upon a
shape invariant known as shape diameter function (SDF). This invariant was introduced
by Shapira et al. [16] in the field of computer graphics to segment triangle meshes, and
is not sensitive to pose or mouth-opening ambiguity. In practice, we intend to apply
such an invariant to protein segmentation into cavities. At our best knowledge, it is
the first time that SDF is applied to solve the problem of detecting and identifying
cavities on protein surfaces. Traditionally, the SDF algorithm maps inner region volumes
by casting a cone of rays from each vertex inwards the surface. Then, we calculate
intersection distances for each vertex and their weighted average within a standard
deviation of the median of all distances. These weighted average is the SDF value of
such vertex. Clustering similar SDF values finally achieve the segmentation of the object.
Additionally, CavShape implements changes to the original algorithm to map outer void
volumes (i.e., cavities) rather than inner volumes of the protein. Those are regions
devoided of molecular mass and highly prone to be known binding sites. Finally, we
need to distinguish and delineate cavity regions with relevant SDF values. Specifically,
a cavity filling algorithm with spheres and sphere clustering algorithm end up to form
cavities on the protein surface.

The remainder of the paper is organized as follows. Section Background overviews
the background that underpins CavShape. Section Method details the steps of CavShape.
Section Testing and Results presents a benchmark study of CavShape against other
cavity detection methods relative to a ground-truth dataset of well-known binding sites.
Finally, Section Conclusion and Future Work presents the conclusions and future work.

Background

Protein Surface

In the literature, we find mainly three mathematical mathematical formulations, namely:
van der Walls surface [24,25], solvent-accessible surface (SAS) [26], and solvent-excluded
surface (SES) [27]. As known, SES is the one that better represents the molecular surface.
In the present article, we use the Gaussian surface (also called sum of Gaussians) that
more accurately approximates the SES. It is defined by the implicit function f : R3 ! R
as follows:

f(p) =
nX

i=1

e
Di(

kp�pik2

r2i
�1)

(1)

where p 2 R3, kp� pik the distance from the point p to the center pi of the i -th atom,
ri the radius of the atom i, and finally Di is the decay rate of the Gaussian kernel tied
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to atom i. We use the value Di = 2.35 that guarantees the better approximation to
SES [28–31]. Note that f represents the global electron density at an arbitrary point p
as the sum of local electron densities associated to atoms i at p. Note that this Gaussian
surface that approximates SES was also adopted by other authors, namely Zhang and
Bajaj [32], Giard et al. [23], Krone et al. [33], and Dias et al. [4].

Surface Triangulation

There are many algorithms to triangulate a molecular surface, depending on the mathe-
matical formulation of the surface itself. That is, the triangulation depends of whether
the surface is defined in the parametric form, implicit form, or else (see [34] for further
details). The Gaussian surface defined above is in the implicit form, so that any tri-
angulation algorithm for implicit surfaces applies, namely continuation methods (see,
for example, [35–37]) and space partitioning methods (see, for example, [38–41]). In
the present article, we use the modified marching cubes algorithm due to Dias and
Gomes [42,43], which belongs to the category of space partitioning methods. Recall that
the marching cubes algorithm was originally proposed by Lorensen and Cline [38].

Shape Diameter Function

The shape diameter function (SDF) was originally introduced by Shapira et al. [16] as a
shape descriptor for mesh skeletonization and segmentation in computer graphics. Let M
be a mesh surface (manifold) enclosing a protein. We define a scalar function d : M ! R,
here called the shape diameter function (SDF), as the neighborhood diameter of the
protein at the arbitrary point p 2 M . This diameter at p is given by the distance to its
antipodal surface point in the inward-normal direction, as illustrated in Fig.1(a). Note
that it is assumed that the normal vector at p is pointing outwards the surface.

However, taking into consideration that we are using a piecewise linear mesh, we
cannot define exactly the antipodal point. To overcome this problem, we use a cone at
p with its axis aligned with the inward-normal direction (the symmetric normal vector),
triggering several cone rays inwards (Fig.1(a)). The shape diameter function at p is then
given by the weighted average of all rays lengths falling within the standard deviation
relative to the length median. But, considering that there are more rays with large
angles than rays with small angles, it is necessary to use weights to equalize the rays
within the cone; specifically, the weight of a ray is the inverse of the angle between the
ray and cone axis. Thus, the SDF generates a scalar field on the surface. This scalar
field allows for the segmentation of the mesh surface M into surface protrusions {Pi}
and their complement M in M , that is M = {Pi} [M .

Therefore, the SDF-based segmentation mainly finds protrusive regions, not cavities.
In fact, SDF was designed to segment articulated and tubular models, which are common
place in computer graphics. Recall that the diameter of a surface point measures the
weighted average of ray lengths starting at a point to several anti-podal surface points
across the interior of the model. It is also assumed that the normal vector at the centroid
of each triangle is pointing to outside of the surface.

However, in the particular case of the Gaussian surface here used to model protein
surfaces, the normal vectors point to inside the surface in the direction of the steepest
ascent of the gradient because the Gaussian function is positive everywhere taking a local
maximum at each atom center. Consequently, and taking into consideration that the
SDF is computed in the opposite direction to gradient normal at each triangle centroid
(see Fig.1(b)), we conclude that SDF induces a segmentation of the mesh surface M
into surface cavities {Ci} and their complement M in M , that is M = {Ci} [M . This
illustrated in Fig. 2, where we observe that cavities of three proteins can be identified by
yellow-to-red regions. However, their histograms are bimodal (one mode for protrusive
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(a) (b)
Fig 1. Ray casting direction is opposite to the cone: (a) the normal vector (gradient
vector) is pointing outwards as usual for most surfaces; (b) the normal vector (gradient
vector) is pointing inwards in the case of Gaussian surfaces.

regions and another mode for depressive regions), so we cannot distinguish cavities from
one another. This means that we cannot use a Gaussian mixture model (GMM) to fit k
Gaussians to the histogram of SDF values of the mesh triangles to find cavities of the
protein surface, as proposed by Shapira et al. [16]. Such fitting could be achieved using,
for example, the expectation-maximization (EM) algorithm [44], but, as shown in Fig. 2,
the SDF-based segmentation is useless for molecular surface segmentation. To overcome
this problem, we modified the original SDF algorithm into two main aspects:

• We changed the univariate shape diameter function (SDF) to a multivariate
shape diameter function (mSDF). This means that we no longer use one weighted
diameter per triangle centroid, but a chunk of diameters per triangle centroid, each
concerning a distinct ray of the cone. Each raw diameter forms a feature in the
space of parameters of each triangle centroid.

• We use the DBSCAN clustering algorithm to identify the cavities in the space of
parameters.

Method

The main steps of CavShape are the following:

Fig 2. Gaussian molecular surfaces for proteins 4PTI, 2RK2, and 1FKD represented with their SDF scalar fields and their
histograms. Images generated by MeshLab [45].
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1. Surface triangulation. This step can be done using marching cubes algorithm [38]
or any other triangulation algorithm (e.g., [37]).

2. Multivariate shape diameter function. Second, one computes the multivariate
shape diameter function at each triangle centroid.

3. Diameter clustering. Third, one constructs the clusters of diameters per triangle
centroid. If only one cluster is formed, then the centroid belongs to a cavity;
otherwise, the centroid does not belong to any cavity. The admissible maximum
diameter di↵erence (or threshold) in a cluster is 2.8 Å, which is the diameter
of water molecule approximately. The diameter clustering is performed using a
multi-core DBSCAN [46].

4. Filling cavities with spheres. Fourth, one places spheres along rays connecting each
point to its antipodal points of each cluster. This allows us to populate cavities
with spheres over the molecular surface, though cavities are not apart yet.

5. Sphere clustering. The filling spheres are grouped into di↵erent clusters. The
sphere clustering is performed using a multi-core DBSCAN mentioned above. The
diameter of each filling sphere is d =0.5 Å, while the distance threshold (⌧ > d) is
1.25 Å.

These sphere clusters constitute the cavities of the protein. However, only the ten
larger cavities are considered for benchmarking (see Section Testing and Results). The
flow diagram of the CavShape is shown in Fig. 3. The next subsections detail the steps
of CavShape.

Surface triangulation

Surface triangulation is the first step of CavShape, which outputs a triangle mesh for the
molecular surface. In the present implementation, we use a variant of the marching cubes
algorithm for surface triangulation [38], with the grid spacing of � = 0.6 Å. However, it
is feasible to use other triangulation algorithms [37,39–41]. This means that CavShape
is not a grid-based method. In fact, CavShape is a surface-based method that exclusively
depends on the surface properties of the protein.

Multivariate SDF

Let us refer that the computation of the multivariate shape diameter function (mSDF)
at each triangle centroid is independent of the protein pose. That is, and unlike other
methods, CavShape’s output does not depend on the protein pose in 3D Euclidean space.
Basically, several rays (say, k rays) are casted from each triangle centroid to intersect

Fig 3. CavShape’s flow diagram that illustrates the main steps of the algorithm.
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(a) (b) (c)
Fig 4. Casting rays casted from three triangle centroids represented as red, green and yellow spheres: (a) using a cone with
an angle of view of 60° (as in the traditional SDF); (b) using a cone with an angle of view of 25° (as in our multivariate SDF);
(c) the resulting cone of rays for a cavity using our multivariate SDF after discarding the yellow and green cones because some
their rays do not intersect the surface mesh (i.e. infinite diameters).

other mesh triangles, as illustrated in Fig. 1(a). Each ray is assigned a SDF value, which
is the distance from its centroid to the intersection point. In practice, we end up having
k SDF values per centroid; hence, the multivariate SDF. The rays casted from each
centroid are distributed uniformly within a cone whose angle of view ↵ was empirically
determined as 25°(Fig. 4(b)). The cone axis is aligned with the surface normal at the
centroid. Such empirical angle of view is justified by the fact that smaller angle values
do not allow for an unambiguous discrimination between di↵erent mesh regions, because
the sensitivity to local mesh features is more noticeable. Conversely, using larger angle
values (i.e., close to a maximum of 90°) may lead to erroneous results because rays may
overflow to other regions of the mesh [16], as illustrated in Fig. 4(a).

The ray-triangle intersection is central to this procedure of computing the multivariate
SDF at each centroid. Similar to Shapira et al. [16], such ray-triangle intersections are
speeded up using an accelerated spatial data structure called octree. To this end, we
first determine the octant per ray that satisfies the following conditions: (i) the ray
intersects the octant; (ii) the octant at least encloses a triangle; (iii) the octant is the
closest one to ray’s centroid. This procedure is similar to voxel ray tracing introduced by
Amanatides and Woo [47]. Rays that do not intersect the mesh have infinite diameter.

Diameter Clustering

Unlike Shapira et. al [16], we do not use a single SDF values at each centroid to cluster
mesh vertices. Instead, we use the clustering of ray diameters per triangle centroid.
This clustering task is performed using a CPU multi-threading implementation of the
DBSCAN algorithm proposed by Patwary et. al [46]. Two diameters belong to the
same cluster if their di↵erence ✏ is less or equal to 2.8 Å (i.e. diameter of the water
molecule). If all k diameters associated to each triangle centroid form a single cluster
of bounded diameters (i.e., finite extension diameters) (red centroid in Fig. 4(c)), the
triangle is labelled as belonging to a cavity; otherwise, it is not. However, a triangle with
a single cluster of unbounded diameters (i.e., infinite extension diameters) is thrown
away because the rays do not intersect the mesh (green centroid in Fig. 4(b)). Also, every
triangle with two or more diameter clusters is discarded (yellow centroid in Fig. 4(b)).
This is so because at least one ray of the cluster overflows to remote regions of the mesh.
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Filling cavities with spheres

After identifying single-cluster centroids of bounded diameters, each ray segment is
populated with a sequence of tangential spheres of radius 0.5 Å. As a result, we end up
filling protein cavities with spheres. This radius of 0.5 Å is much less that water molecule
radius (i.e., 1.4 Å) to guarantee that a suited packing of spheres inside each cavity; that
is, the volume occupied by the spheres converges to the cavity volume when the sphere
radius tends to zero.

Sphere clustering

With the spheres in place, it remains to cluster them into cavities. For that purpose,
we use the DBSCAN algorithm [46], which was also used for diameter clustering (see
Section Diameter Clustering). However, now the distance threshold is 1.25 Å, so that
we have a maximum space clearance of 0.25 Å between spheres belonging to the same
cluster because each filling sphere radius is equal to 0.5 Å. Finally, only the top-10
cavities in terms of volume are outputted by the algorithm as putative binding sites.
Fig. 5 shows four proteins and their cavities as generated by CavShape.

Testing and Results

For testing and comparison purposes, we used an Apple iMac desktop computer manu-
factured with a 3.2 GHz Intel Core i5, 16 GB RAM, and a NVIDIA GeForce GT 755M.
This computer runs the OS X Yosemite operating system. CavShape is bundled with a
molecular visualization module, which is built upon the OpenGL 2.0 graphics system. It
is also worth noting that CavShape and its competing benchmark methods were all run
on the desktop computer mentioned above. The C++ version of CavShape is publicly
available at https://github.com/MediaLabProjects/CavShape/.

Benchmark methods

We compared CavShape with the following open-source cavity detection methods:

• Fpocket. This Voronoi tessellation-based method was introduced Guilloux et al. [9],
and makes also use of the theory of ↵-spheres.

(a) (b) (c) (d)
Fig 5. Clusters of cavity-filling spheres for the following proteins: (a) 110D; (b) 1MZL; (c) 1UBI; (d) 2PCY.
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• MSPocket. Zhu and Pisabarro [10] proposed this surface-based method. It uses
normal-based curvature information around each surface point to classify and
merge a set of concave connected regions into a protein cavity.

• GHECOM. Kawabata [8] introduced this grid-and-sphere method. As such, it
employs a 3D grid that embeds the protein, taking advantage of mathematical
morphology theory and spherical probes with multi sizes to detect cavities on the
protein surface. In this method, a cavity is defined as the space that is empty on
the outside of the protein. Specifically, where a small probe can enter but a larger
one can’t.

• POCASA. Yu et al. [48] put forward this grid-and-sphere algorithm. Firstly, one
adopts a boolean scalar field applied to grid nodes to put apart the interior and
exterior grid nodes that are protein’s surface relative. Secondly, one identifies a
cavity as the empty outer space whose grid nodes are not absorbed by a rolling
large probe sphere.

• ConCavity. Capra et al. [7] introduced this grid-based method that combines
the advantages of structure-based and sequence-based methods. This method
scores the grid nodes of cavities produced by any grid-based cavity method as, for
example, PocketFinder [49]; the scoring procedure assigns sequence conservation
values of residues to nearby grid nodes that are associated to cavities.

• PASS. Brady Jr. and Stouten [18] proposed this sphere-based method. Filling
cavities with probe spheres is performed according to the three-point Connolly-like
sphere geometry [17], though only low-solvent exposure probes are taken into
account in the formation of cavities.

Ground Truth

For testing and benchmarking purposes, we used a ground-truth dataset of binding sites
which is a subset of both PDBSum (www.ebi.ac.uk/pdbsum) and LigASite database
(ligasite.org/); see Laskowski et al. [50] and Dessailly et al. [51] for further details
about PDBsum and LigASite, respectively. Concretely, our ground truth comprises 1239
proteins (335 apo proteins and 904 holo proteins). Similar to PDBsum, CavShape only
outputs the top-10 largest cavities. The ten cavities of each protein are sorted in terms
of volume, using an order of decreasing volume. Therefore, CavShape only considers
12390 cavities concerning 1239 proteins.

Performance metrics

The comparative performance analysis of CavShape with the methods mentioned above
based itself on the concept of overlapping between each method-specific cavity ci and
each ground-truth cavity Cj . Note that each ground-truth cavity is a known binding
site, that is, a locus on the protein surface that binds to an already known ligand. The
performance analysis is based on the matching between binding sites (or ground-truth
cavities) and cavities found by di↵erent methods (i.e., method-specific cavities). Thus,
we consider that a cavity ci is a hit if ci \ Cj 6= ?. This allows us to come up with the
number of true positives (TP), false positives (FP), and false negatives (FN).

In fact, a hit is nothing more than a true positive. In turn, a false positive repre-
sents cavities outputted by a method that does not intersect any ground truth cavity.
Conversely, a false negative represents a ground-truth cavity that does not overlap any
method-specific cavity. Therefore, the performance analysis can be performed using the
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well-known metrics like precision

P =
TP

TP + FP
(2)

and recall

R =
TP

TP + FN
. (3)

Also, according to statistical analysis, we can use the F-score metric (the harmonic
mean of precision and recall)

F = 2.
P.R

P +R
(4)

to rank the cavity detection methods above, since high values of P and R lead to a high
value of F-score. The performance analysis results are shown in Table 1 and Figure 6.
We observe that CavShape performs better than any other method considered in our
comparative study because its F-score stands over any other.

Table 1. Benchmark study for ground truth apo and holo protein structures.

METHOD
APOS HOLOS APOS and HOLOS

TP FP FN ⇡ P ⇡ R ⇡ F TP FP FN ⇡ P ⇡ R ⇡ F ⇡ P ⇡ R ⇡ F

CavShape 1827 1376 1523 57% 55% 56% 5073 3556 3967 59% 56% 57% 58% 56% 57%

Fpocket 2040 2754 1310 43% 61% 50% 5259 7161 3781 42% 58% 49% 42% 59% 49%

MSPocket 2239 4096 1111 35% 67% 46% 5929 10558 3101 36% 66% 46% 36% 66% 46%

GHECOM 2509 5087 841 33% 75% 46% 6632 12883 2408 34% 73% 46% 34% 74% 46%

POCASA 1358 1804 1992 43% 41% 42% 3568 4571 5472 44% 39% 42% 44% 40% 42%

Concavity 695 356 2655 66% 21% 32% 1786 833 7254 68% 20% 31% 68% 20% 31%

PASS 1018 2669 2332 28% 30% 29% 2616 6759 6250 28% 30% 29% 28% 30% 29%

Discussion

Looking at the results listed in Table 1 and the chart in Fig. 6, we note that CavShape
ranks first with a F-score value of 56% and 57% for apo and holo proteins, resulting

57%
49%

46% 46%
42%

31%
29%

CavShape Fpocket MSPocket GHECOM POCASA Concavity PASS
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Fig 6. Precision, recall, and F-Score percentages for 1239 proteins.
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in a combined F-score value of 57%. Interestingly, this is so even considering that
CavShape does not score first in terms of precision and recall separately. In fact,
ConCavity ranks first concerning precision (68%), while GHECOM ranks first concerning
recall (74%). Nevertheless, ConCavity’s recall is too low (20%) as a consequence of its
exaggerated number of false negatives; that is, ConCavity often misses ground-truth
cavities. Conversely, GHECOM’s precision because it produces many false positives
(or fake cavities). In other words, if the precision and recall are not balanced, the
corresponding the F-score decreases too much because it is given by the harmonic mean
of precision and recall.

Conclusion and Future Work

We have introduced a new surface-based method for the detection of protein cavities,
called CavShape. It builds upon the definition of shape diameter function (SDF), which
was previously introduced by Shapira et al. [16] in the field of computer graphics. No grid
or rolling sphere probes are used at all. Recall that CavShape requires the preliminary
triangulation of the molecular surface, here defined as the Gaussian surface that better
approximates the solvent-excluded surface (SES), yet other sort of molecular surface
might be used. Cavities are filled by tangential spheres placed along each diameter,
which are then grouped together into clusters according to a proximity criterion. In
addition, we used the performance metrics of precision, recall, and F-score to benchmark
CavShape against state-of-the-art cavity detection algorithms. The results obtained lead
us to the fact that CavShape outperforms such methods.

Supporting information

Software S1 CavShape Source Code. CavShape was encoded in C++ and is
publicly available at https://github.com/MediaLabProjects/CavShape/.
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Chapter 5

CavSeeker — Identifying Protein Cavities by
Locating Critical Points of the Scalar Field
Generated from Summation of Gaussians

This chapter concerns the following article:

CavSeeker — Identifying Protein Cavities by Locating Critical Points of the Scalar Field

Generated from Summation of Gaussians.
Tiago Simões, and Abel Gomes.

Article submitted to Bioinformatics.

Overview

This chapter proposes a new geometric algorithm called CavSeeker. The method builds

upon the analytical formulation of the Gaussian scalar field to detect cavities. CavSeeker
carries out an eigenvalue analysis to identify minima and saddle points in the range

[0.001, 1.0] of the Gaussian scalar field of the protein. These points are of particular in-
terest to distinguish cavity regions such as voids, exposed cavities, or tunnels. Note that

CavSeeker does not consider maxima because they are inside the protein. CavSeeker
belongs to the family of grid-based methods because it uses a scalar field in conjunction

with the grid of voxels.

As in previous methods described before, CavSeeker is capable of solving the issues
typically associated with grid-based methods (see Chapter 2 for more details). Specif-

ically, the location of each critical point does not depend on the grid-spacing value
or protein-orientation. Finally, the scalar field range solves the problem concerning

mouth-opening ambiguity. Indeed, such range acts as a stopgap for cavity mouth open-
ings.
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Abstract
Motivation: Many algorithms to find protein cavities (or tentative binding sites) have been proposed in
the literature for the last two to three decades. However, only a few methods have taken advantage of the
critical points of the electron density field of each protein. CavSeeker, the protein cavity detection method
here introduced, develops from the leading idea that such cavities are located around specific critical
points of the electron density field of the protein. Basically, CavSeeker finds the voxels that are transverse
to two iso-surfaces of the electron density field of the protein, between which one can find the critical
points and their corresponding cavities. CavSeeker belongs thus to the category of grid-based methods.
Results: The accuracy of CavSeeker in finding protein cavities was evaluated using a benchmark suite
that includes other methods and a ground-truth dataset of binding sites. Our experimental analysis has
shown that CavSeeker seamlessly outperforms other competitor methods.
Availability: CavSeeker is publicly accessible at https://github.com/MediaLabProjects/
CavSeeker.
Contact: agomes@di.ubi.pt
Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction
Several predictive methods to detect protein cavities have been introduced
in the literature for the last three decades. These methods are relevant
in molecular bioinformatics because protein cavities are tentative sites
to where ligands and other proteins may bind. Therefore, they play an
essential role in the preliminary stages of studies addressing protein-ligand
interactions, protein-protein interactions, molecular docking and the like.

In general, cavity predictive methods fall into three major categories:
evolutionary-based, energy-based, and geometry-based Simões et al.
(2017). Evolutionary-based algorithms are dependent on a sequence
alignment procedure to predict binding sites. Energy-based methods
rely on the identification of energies underlying interactions between
the protein and the binding molecule. Typically, a energy-based test is
performed between the set of atoms of the protein and a small probe.
Finally, geometry-based methods take advantage of some mathematical
description of the protein shape to detect cavities. The main classes of

geometry-based methods are the following: sphere-based, tessellation-
based, surface-based, and grid-based. Sphere-based methods essentially
search for sites (cavities) where a small probe (with water molecule radius
of 1.4Å) can enter, but not a larger probe (e.g., 5Å). Tessellation-based
methods are computational geometry methods, and can be thus understood
as a mathematical formulation for methods based on spheres, particularly
after the emergence of alpha shapes (Edelsbrunner et al. (1983)), which
have led to the development of Voronoi diagram-based methods to identify
cavities and pockets of proteins (e.g., Fpocket Le Guilloux et al. (2009)).

In turn, surface-based methods build upon the properties (e.g.,
curvature) of some mathematical formulation of surface for proteins in
order to find their cavities. Cazals et al. (2003) used the Connolly function
to break down the molecular surface into several patches (i.e., convex,
concave, and saddle), much like in part segmentation algorithms used in
computer graphics (see Rodrigues et al. (2018)). However, the resulting
surface segmentation does not match the coarse segmentation of the surface
into cavities. Natarajan et al. (2006) tried to solve this problem through
simplification techniques, trying to merge small segments into larger ones,
but it remains unclear whether these larger segments correspond to binding
sites. Exner et al. (2002) used the concept of global curvature (previously

© The Author 2018. Published by Oxford University Press. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com 1
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(a) (b) (c)

Fig. 1: Critical points for the protein 4PTI: (a) maxima in smud green; (b) minima in blue; (c) saddle points in red.

proposed by Zachmann et al. (1992)) to describe such large surface
segments, but there is no evidence about the correspondence between such
segments and binding sites. Dias et al. (2017) proposed a cavity detection
method based on the curvature analysis, but such analysis was limited to
voxels that intersect the molecular surface. On the contrary, we use spectral
analysis of the scalar field on the set of voxels outside the protein, so we
get in principle better results in predicting binding sites and their locations.

CavSeeker is a grid-based method to predict binding sites of proteins
because it builds upon two main mathematical tools: (i) grid of voxels
that embeds the protein; (ii) an electron density scalar field that results
from the summation of subsidiary scalar fields of protein atoms. However,
unlike other grid-based methods, its scalar field is continuous rather than
discrete or boolean. Note that this continuous scalar field allows us to
generate a filtration of isosurfaces by continuously varying the isovalue.
Additionally, the scalar field allows us to determine if each grid node (or
voxel) is transverse to, inside, or outside the protein surface. It is clear
that we need some clustering technique to group together specific outside
voxels into cavities.

The main deficiencies of the grid-based methods are the following:
grid-spacing sensitivity and protein-orientation sensitivity. This means
that, by changing the grid-spacing sensitivity or protein orientation, we
may obtain a distinct number of cavities, as well as distinct locations for
cavities. CavSeeker solves these problems by first locating the critical
points of the scalar field generated by the protein. Such critical points are
invariant to changes of grid spacing and protein orientation, and can be
determined at different levels of detail or refinement. The reader is referred
to Delaney (1992), Masuya and Doi (1995), Venkatachalam et al. (2003),
Laurie and Jackson (2005), Weisel et al. (2007), and Oliveira et al. (2014)
for more details about this family of methods.

The remaining of this paper is organized as follows. Section 2
overviews the theory behind CavSeeker, namely the summation of
Gaussians and spectral analysis. Section 3 describes each step of the
algorithm that empowers CavSeeker. Section 4 describes the experiments
an presents the accuracy results of CavSeeker in comparison with other
well-known methods. This benchmark was built upon a subset of the
PDBsum dataset of binding sites, that is considered here as the ground
truth. Finally, Section 5 concludes the paper.

2 Background
CavSeeker is a grid-based method to detect protein cavities. Let us then to
introduce its underpinning concepts.

2.1 Summation of Gaussians

We use the the summation of Gaussians as the function f : R3 ! R to
describe the electron density scalar field of a given protein as follows:

f(p) =
nX

i=1

fi(p) (1)

where

fi(p) = e

�d(
||p�ci||

2

r2i
�1)

(2)

stands for the i-th Gaussian function representing the electron density field
of i-th atom of the protein, while ri and ci the radius and center of the
ith atom; in turn, p denotes an arbitrary point in R3. This mathematical
formulation has the advantage of allowing for the generation of a set of
isosurfaces for the same protein. For example, the isosurface f = 1 is
the one that better approximates the solvent-excluded surface (SES) Blinn
(1982), Gabdoulline and Wade (1996), Grant and Pickup (1995), and
Zhang et al. (2006). Intuitively, we observe this fact from Eq. (2), where
fi is equal to 1 when ||p� ci|| = ri.

2.2 Critical Points

CavSeeker seeks for critical points of the Gaussian scalar field f (see
Eq. (1)) in the domain where the protein is embedded. This domain is an
axis-aligned bounding box enclosing the protein. A critical point satisfies
the condition rf = 0, where rf is the gradient of f : R3 ! R. In other
words, the partial derivatives vanish at every critical point in the domain.

There are three types of critical points, namely minima, maxima, and
saddles, as illustrated in Fig. 1. Taking into consideration that Gaussian
functions fi, one per atom, attains a maximum at the center of each atom
and is positive everywhere, we observe that maxima of f are all inside
the molecular surface (Fig. 1(a)). Also, considering f decreases with the
distance to atoms and their surface, it seems obvious that the minima
of f are found away from the molecular surface (Fig. 1(b)). Looking at
Fig. 1(c), we see that saddles (points where f is maximum and minimum
simultaneously) are located in depressions or concavities of the molecular
surface. Summing up, maxima are not helpful to determine cavities of
the protein. Minima are useful to determine voids. In fact, in a void there
is at least a minimum because f increases from such a minimum to any
neighboring maximum inside the surface. In turn, saddles determine the
existence of exposed cavities and tunnels.

However, the annihilation of the gradient does not allow us to classify
the critical points into maxima, minima, and saddles. To make sure about
the sort of a critical point, we need to compute the eigenvalues �1, �2,
and �3 of the Hessian matrix, which is defined as follows:
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Fig. 2: CavSeeker’s steps.
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Critical points are then classified as follows:

• Maxima: A critical point is a maximum if �1, �2, and �3 are all
negative.

• Minima: A critical point is a minimum if�1, �2, and�3 are all positive
or zero.

• Saddles: A critical point is a saddle if at least one eigenvalue is positive
and another is negative. Specifically, if two eigenvalues are positive
and one is negative, we have a type-2 saddle; otherwise, if if two
eigenvalues are negative and one is positive, we have a type-1 saddle.

2.3 Voxelization of the Domain

Considering that the domain of f will be discretized by a voxelized,
axis-aligned bounding box, we classify the domain voxels relative to
the isosurface f = 1 as follows: inside (f > 1), outside (f < 1),
and surface (1 + ✏ < f < 1 � ⌧ ), where ✏, ⌧ > 0. For sake of
computational efficiency, computing the location of minima (inside the
voids of the protein) and saddles outside the molecular surface is performed
in an approximate manner at the grid nodes (i.e., voxel corners). First,
we determine the outside nodes where the gradient attains an absolute-
valued minimum relative to its neighboring nodes; such nodes are here
called critical nodes. Then, such critical nodes are classified accordingly
in function of its eigenvalues: minimum nodes (for voids) and saddle nodes
(for exposed cavities and tunnels).

3 Method
As illustrated in Fig. 2, CavSeeker consists of several steps: (i)
computation of the bounding box enclosing the protein; (ii) voxelization
(or gridification) of the bounding box; (iii) computation of scalar field at
each grid node; (iv) reduction of the domain of outside grid nodes; (v)
computation of the outside critical nodes; (vi) classification of outside
critical nodes; and (vii) cavity formation.

3.1 Bounding Box

Computing the axis-aligned bounding box enclosing the protein is
performed calculating the minimum and maximum coordinates of the
respective atom centers in the directions x, y, and z; that is, the bounding
box is defined by two of its opposite corners, (xmin, ymin, zmin) and
(xmax, ymax, zmax).

3.2 Voxelization

The second step concerns the voxelization of the bounding box, that is,
its partitioning into equally-sized voxels. This amounts to find a regular
grid of nodes (or voxel corners). We used a grid spacing of � = 0.6Å.
This regular grid is represented by a three-dimensional array, where each
component (i, j, k) represents a grid node position (x, y, z).

3.3 Scalar Field Computation

Terminated the voxelization of the domain (or bounding box), we need to
calculate the value of the scalar field f given by Eq. (1) at the position
(x, y, z) of each grid node (i, j, k). The computation of f at a grid node
is a relatively slow operation because it depends on the number of atoms
of the protein; for example, for a protein with 25,000 atoms, the value of

(a) (b)

Fig. 3: Cavity voxel bracketing between two surfaces of the protein 1FK3 concerning two distinct isovalues : (a) all set of voxels of the bounding box; (b)
grid nodes between the molecular surface defined by f = 1.0 and an outer molecular surface defined by f = 0.001.
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(a) (b) (c) (d)

Fig. 4: Cavities detected by CavSeeker: (a) 1UBI ; (b) 1FK6; (c) 1MZM; (d) 1Y2Q.

f at a single node (x, y, z) requires the computation of the summation of
25,000 Gaussians.

3.4 Cavity Voxel Bracketing

Taking into account that the scalar field vanishes with the distance to the
protein, we only consider outside grid nodes between the molecular surface
(where f = 1.0) and the outer molecular surface defined by f = 0.001

(Fig. 3(b)), rather than all voxels of the bounding box (Fig. 3(a)). Note that
this outer surface is not really sampled and triangulated, and it plays the role
of a shell (similar to convex hull) enclosing the protein. This node filtration
also means that grid nodes that are inside of the surface and those near the
protein’s bounding box are discarded (Fig. 3(b)). Additionally, this voxel
bracketing procedure solves the problem of mouth opening ambiguity of
other grid-based methods.

3.5 Critical Nodes

A critical node can be defined as a grid node at which the sum | @f@x |+| @f@y |+
| @f@z | attains a minimum relative to its 6 neighboring nodes, two nodes in
each axis-aligned direction. Note that we are assuming that a critical node
is not necessarily a critical point where the gradient vanishes, but a critical
node is supposed to have a critical point nearby. By contraposition, a node
that is not a critical node is here called regular node.

3.6 Critical Node Classifier

At this stage, we need to classify critical nodes. As shown above (see
Section 2.2), outside the protein, we only find two types of critical points,
say minima and saddles. A node is a minimum if the eigenvalues �1, �2,
and �3 are all positive or zero; otherwise, it is a saddle. Recall that a
minimum node identifies the presence of a void, while a saddle denotes
the presence of either a tunnel or an exposed cavity.

3.7 Cavity Formation

Each cavity is formed from each minimum or saddle node by expanding
its neighborhood of voxels. This voxel neighbood is initially 3 ⇥ 3, and
may increases to 5 ⇥ 5, 7 ⇥ 7, . . . , 2k + 1, where k is the level of
expansion. The expansion is adaptive because it stops in a given direction
when a bound voxel is found. A bound voxel is either a surface voxel
or an outer shell voxel. Thus, CavSeeker does not suffer from the mouth
opening ambiguity. That is, the expansion of a cavity is blocked by surface
voxels and outer shell voxels. Note that the voxel expansion procedure may
absorb other critical voxels; this is particularly true for tunnels. In Fig. 4,

we can observe the cavities determined by CavSeeker for four proteins,
namely 1UBI, 1FK6, 1MZM, and 1Y2Q.

4 Results
4.1 Experimental setup

All results were obtained using an Apple iMac with a 3.2 GHz
Intel Core i5, a NVIDIA GeForce GT755M, and 16 GB RAM,
with the OS X Yosemite operating system. Such results concern all
benchmarking cavity prediction methods, including CavSeeker. For
molecular visualization sake, we used the OpenGL 2.0 graphics system.
CavSeeker’s source code is publicly available at https://github.
com/MediaLabProjects/CavSeeker.

4.2 Benchmarking methods

To assess the accuracy of CavSeeker in identifying protein cavities, we
selected the following competing methods to compare with:

• Fpocket. This Voronoi tessellation-based method builds upon the
theory of ↵-spheres; see Le Guilloux et al. (2009) for further details.

• MSPocket. This is a surface-based method Zhu and Pisabarro (2011).
It takes advantage of the normal-based curvature data at each surface
point to classify and merge nearby concave neighborhoods into a
protein cavity.

• GHECOM. This grid-and-sphere method is due to Kawabata and Go
(2007). It takes advantage of the theory of mathematical morphology
and multi-sized spherical probes to identify protein cavities. It adopts
the exclusion principle behind sphere-based methods that defines a
cavity as the empty space outside the protein where a probe small
enough may enter but a smaller one cannot.

• POCASA. A grid-and-sphere method was proposed by Yu et al. Yu
et al. (2010). The method is based on a boolean scalar field on grid
nodes to distinguish between inner and outer grid nodes relative to the
protein surface. Then, cavities are given by nearby grid nodes that are
not absorbed by a large probe sphere rolling outside the surface in the
domain.

• ConCavity. This grid-based method due to Capra et al. (2009)
combines the virtues of both structure- and sequence-based methods,
trying at the same time to rid off their drawbacks. Essentially, it uses
any grid-based method (e.g., PocketFinder due to An et al. (2005)) to
determine the cavities of a given protein, scoring then the grid nodes
of each cavity using sequence conservation values of nearby residues.
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• PASS. This sphere-based method is due to Brady and Stouten (2000).
It builds upon the three-point Connolly-like sphere geometry to fill
cavities with probe spheres Connolly (1983).

• CriticalFinder: This is a grid-and-surface method that identifies
cavities by locating critical points in surface voxels, that is, voxels
crossed by the molecular surface (see Dias et al. (2017) for more
details).

4.3 Ground Truth

The cavities found by each method (i.e., the predicted binding sites)
were compared with the already known binding sites for proteins as
of the ones of PDBSum (www.ebi.ac.uk/pdbsum) (see Laskowski
et al. (1997)). More specifically, we used the cavity dataset concerning
1239 proteins (335 apo proteins and 904 holo proteins) of LigASite
(ligasite.org/) as ground truth (see Dessailly et al. (2007)). Similar
to PDBsum, CavSeeker only considers the first ten larger cavities of each
protein for benchmarking sake. That is, we measure the accuracy of each
method relative to 12390 cavities concerning 1239 proteins.

4.4 Scoring Metrics

Traditionally, benchmarking cavity detection methods is accomplished
by measuring the distance between the geometric center of the predicted
cavity and its corresponding geometric center of the already known binding

site. Supposedly, such a distance distance must be less than 4.0 Å to
consider a predicted cavity as a hit. On the contrary, we consider that
there is a hit if a predicted cavity c overlaps a ground truth binding site
b, that is c \ b 6= ?. This allows to fairly measure the accuracy of
any cavity detection method relative to a ground truth dataset of known
binding sites. Specifically, we use F-score as the accuracy metric, which
is mathematically given by the following harmonic mean:

F = 2
P.R

P +R
(4)

where P = TP
TP+FP and R = TP

TP+FN stand for the precision and
recall metrics, while FP the number of false positives, TP denote the
number of true positives, and FN the number of false negatives. In this
context, a true positive represents a predicted cavity that overlaps a ground
truth binding site, a false positive represents a predicted cavity that does
not overlap any ground truth binding site, and false negative represents a
ground truth binding site that is not overlapped by any predicted cavity.
Furthermore, precision denotes the percentage of ground truth binding
sites relative to cavities predicted by a given method. On the other hand,
recall denotes the percentage of ground truth binding sites that were in
fact detected by a given method.

Table 1. Accuracy study for a ground truth of 1239 proteins.

(a) Results for apo proteins

Method TP FP FN ⇡ P ⇡ R ⇡ F

CavSeeker 2108 1776 1242 54% 63% 58%

Fpocket 2040 2754 1310 43% 61% 50%

MSPocket 2239 4096 1111 35% 67% 46%

GHECOM 2509 5087 841 33% 75% 46%

CriticalFinder 1487 1850 1863 45% 44% 44%

POCASA 1358 1804 1992 43% 41% 42%

Concavity 695 356 2655 66% 21% 32%

PASS 1018 2669 2332 28% 30% 29%

(b) Results for holo proteins

Method TP FP FN ⇡ P ⇡ R ⇡ F

CavSeeker 5638 4864 3402 54% 62% 58%

Fpocket 5259 7161 3781 42% 58% 49%

MSPocket 5929 10558 3101 36% 66% 46%

GHECOM 6632 12883 2408 34% 73% 46%

CriticalFinder 3939 4992 5101 44% 44% 44%

POCASA 3568 4571 5472 44% 39% 42%

Concavity 1786 833 7254 68% 20% 31%

PASS 2616 6759 6250 28% 30% 29%
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Fig. 5: Accuracy study for ground truth proteins. a) Percentages for apo structures. b) Percentages for holo structures.
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4.5 Discussion

Looking at Table 1 and Figure 5, we observe that CavSeeker ranks
second regarding the number of false positives (FP), just behind Concavity;
consequently, Concavity owns the highest value of precision (P). However,
Concavity performs very poorly in terms of false negatives (FN), so that
its recall (R) is the lowest of all methods. In other words, a high precision
value cannot be considered as a good result when the corresponding recall
is low. In this case all cavities detected by the method were tagged as
being in the ground truth (i.e., high precision). However, not all ground
truth binding sites were detected (i.e., low recall).

On the contrary, a high recall value and a low precision is not a good
result either, as it is the case of GHECOM. This means that GHECOM is
capable of detecting all binding sites of the ground truth (i.e. high recall),
but at the cost of a high number of cavity predictions (i.e., low precision).
An accurate cavity detection method is characterized by a high trade-
off between precision and recall or, equivalently, a high value of the F-
score. As observed from Table 1 and Figure 5, CavSeeker outperforms
the remaining cavity detection methods because it ranks first regarding its
F-score, which is 58% for both apo and holo proteins, well above Fpocket
that ranks second.

5 Conclusions
We have introduced a new grid-based method, called CavSeeker, for
detecting protein cavities. Its foundations lie in the spectral analysis of
Gaussian scalar fields in R3. In other words, we use the gradient of the
scalar field of a protein to identify nearly critical points, as well as the
eigenvalues of the Hessian matrix to classify the types of cavities. As
noted above, the location of critical points outside the protein is invariant
to grid spacing and protein orientation, so the main issues inherent to
grid-based methods are a priori solved. Besides, CavSeeker uses two sets
of voxels transverse to two iso-surfaces defined by distinct iso-values to
bracket cavities in between, solving the third major problem of grid-based
methods known as mouth open ambiguity. For rendering sake, either iso-
surface can be triangulated through the marching cubes algorithm or any
triangulation algorithm for implicit surfaces. We also used the scoring
metrics of precision, recall, and F-score to compare CavSeeker with
other cavity detection methods. The benchmarking results show us that
CavSeeker outperforms its competitors.
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Chapter 6

Conclusions and Future Work

This thesis builds upon on the research work carried out in protein cavity detection

methods, as needed for structure-based drug design and protein docking. Briefly speak-
ing, the main contribution of the research work that has led to the present thesis lies in

the usage of shape descriptors borrowed from computer graphics to molecular graphics
and modeling, specifically to design and implement protein cavity detection methods.

6.1 Research Context

Proteins play an essential role in the functioning of living organisms due to their inter-
actions with other molecules. This role is related with the ”lock-and-key” hypothesis,

formulated in 1984 by Hermann Fischer; that is, the shape complementarity between
receptor protein and ligand. The research work described in the present thesis has

much to do with finding the “locks” of proteins, here called protein cavities (or puta-
tive binding sites), and not that much with the “keys” (or ligands).

This thesis focuses on the design and development of new geometric methods. These

methods have been designed and implemented considering the following:

• Shape descriptors. As usual in mesh segmentation of 3D objects in computer

graphics, the protein segmentations proposed in this thesis build upon shape de-
scriptors; for example, CavShape takes advantage of the multivariate shape di-

ameter function (mSDF) to carry out surface segmentations of protein surfaces.

• Clustering. As shown in this thesis, clustering of the constituents (e.g., triangles)
of a protein cavity is a fundamental task of any cavity detection method. Usually,

one uses proximity-base criteria to collect such constituents into cavities.

• Filtering. Most cavity detection methods tend to produce an excessive number
of cavities. However, it is known that the largest cavities are those with greater

probability of being binding sites. Therefore, some methods only consider the
largest top-3 cavities in the detection process; that is, the small cavities are com-

monly discarded in the end of the detection method workflow.

Overall, the research work was planned to come up with more accurate cavity detection

methods than the state-of-the-art methods, yet without noticeably losing time perfor-
mance.
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6.2 Research Questions

To validate the thesis statement (see Chapter 1), several research questions have been
addressed:

• Is it possible to accurately detect and delineate cavities on proteins using com-

puter graphics concepts (e.g., field-of-view) without using shape descriptors?

CavVis does not use shape descriptors to segment a protein into cavities. However,
its accuracy is higher or comparable to the benchmarking methods considered in

this thesis (see Chapter 3). Recall that CavVis combines three important concepts
and tools commonly used in computer graphics, namely: field-of-view (FoV), voxel

ray casting, and back-face culling.

• Is it possible to accurately detect and delineate cavities on protein surfaces using

shape descriptors?

Both methods described in Chapters 4 (CavShape) and 5 (CavSeeker) use shape

descriptors to determine the location of cavities. CavShape uses a shape variant
called multivariate shape diameter function (mSDF) to find such cavities, while

CavSeeker uses another shape descriptor based on eigenvalue analysis. Specif-
ically, cavities found through CavSeeker correspond to locations of minima and

saddles of the electron density scalar field.

Thus, the thesis statement is here positively validated. In particular, we have found very

promising to design accurate protein cavity methods using shape descriptors commonly
used in computer graphics. Moreover, the main contribution of this thesis likely is the

use of shape descriptors to come up with protein segmentations.

6.3 Discussion of Results

The thesis statement is also positively supported by the results obtained in Chapters 3, 4,

and 5. As shown in Figure 6.1, and considering the ground-truth of 1239 proteins, we
see that CavSeeker is ranked first in terms of F-score followed by CavShape and CavVis,

while the state-of-the-art methods are left behind with lower F-score values.

These results have much to do with the main issues identified in Chapter 2. In particular,

grid-spacing sensitivity, mouth-opening ambiguity, and protein-orientation sensitivity.
These issues are thoroughly discussed in the thesis, and are responsible for the low

accuracy results of the state-of-the-art methods. In the case of methods that suffer
from grid-spacing or protein-orientation sensitivity, the accuracy decreases because

by setting an inadequate grid spacing value or by varying the protein orientation one
may get a different number of cavities or locations. On the other hand, those that

suffer from mouth-opening ambiguity are prone not to be able to define the extent and
entrances of each cavity, thus impairing the process of cavity detection.
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Briefly, the following can be observed:

FPocket and MSPocket. These two methods detect a high number of cavities that do not
match binding sites of the ground-truth. This fact translates itself into a higher num-

ber of false positives, which in turn leads to a lower precision value when compared
to the three methods proposed in this thesis. This has much to do with the fact that

FPocket does not implement a more involved method of filtering the number of out-
putted cavities. On the other hand, MSPocket merges cavities only using a criterion of

triangle-triangle connectivity; that is, a more robust clustering technique is necessary
to obtain better results. The accuracy of MSPocket is also diminished by the fact that

it suffers from mouth-opening ambiguity; in fact, it does not use an outer surface to
delineate cavity entrances and exits.

GHECOM. This method produces a high number of cavities, which results in a higher num-
ber of true positives and higher recall. However, and similar to FPocket and MSPocket,

most of the predictions of this method do not match ground-truth binding sites, so lead-
ing to a higher number of false positives and a lower precision percentage. Although

the problem related to grid-spacing sensitivity may be mitigated through an adequate
grid spacing value, its F-score is lower when compared to the three methods proposed

in this thesis because the method do not use any filtering process to avoid the excessive
number of false positives.

CriticalFinder. This method forms clusters of critical points of the same type (either
saddles or minima) at voxel corners. In practice, each cluster is a set of critical voxels,

and thus provides us the corresponding cavity extent, as well as the center of the cavity,
which is given by the barycenter of critical points of the cluster. This voxel clustering

technique leads to a lower value of precision and recall because only the critical voxels
crossed by the molecular surface are taken into account. That is, the cavity extent is

not fully formed, which results in mouth-opening ambiguity, and some cavities may be
even missed out. In other words, the filtering is excessive.

POCASA. This method builds upon a grid embedding the protein and a rolling probe

sphere. The probe sphere rolls on the protein surface to generate an outer surface,
called probe surface, through the inner border tracing algorithm, which is well-known

in the image processing field. Cavities are found between the protein surface and probe
surface, but the volume and shape of the cavities depend on the adjustment of probe

sphere radius. Therefore, the precision and recall values are low, and consequently the
F-score is also low, unless we use a range for probe sphere radius; that is, several probe

surfaces. However, this range of radii has a significant impact on the time performance

of this method.

ConCavity and PASS. ConCavity features the lowest recall value of all benchmarked
methods, because it outputs a high number of false negatives. This fact results from an

inadequate volume-based filtering criterion that wrongly discards both small and large
cavities. Regarding PASS, it not only features a high number of false positives, but also

a low number of true positives. In other words, PASS detects cavities that do not match
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ground-truth binding sites. Consequently, the corresponding F-scores are low.

Summing up, the three methods proposed in this thesis attain better results than the
state-of-the-art methods because they use better clustering and filtering techniques.

For example, in the process of clustering cavities, the diameter of the water molecule
is employed for a more suitable clustering of nearby cavities, so reducing the excessive

number of detections. Furthermore, a volume-based filtering process is also applied
to all cavities detected by CavVis, CavShape, and CavSeeker, so that only the first ten

larger cavities are considered; the remaining (smaller) cavities are discarded straight
away.

Figure 6.1: Final accuracy results for the methods proposed in this thesis and those of the
state-of-the-art against a ground-truth of well-known binding sites.

6.4 Research Limitations and Future Work

Looking back to the research work carried out during the PhD programme, there are
mainly three research avenues to follow in the future.

First, the accuracy of cavity detection methods is far from being a solved problem be-

cause the accuracy still is under 90 percent. Therefore, we need to further investigate

for alternative shape descriptors capable of reaching higher accuracy scores.

Second, the speed of cavity detection methods still is relatively slow using single-
threaded computations when the number of atoms goes over some dozens of thou-

sands. This phenomenon is particularly noticeable when one uses summation of Gaus-
sian or even other kernel functions. In other words, the speed is highly dependent of

the mathematical formulation of protein surface. The question then is whether or not
there is an alternative mathematical formulation for molecular surfaces.
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Finally, current geometric-based methods are essentially static, as usually only a single
conformation of the protein is considered in the detection of cavities. A current trend

of molecular graphics and modeling is to design and implement cavity detection meth-
ods that take into consideration the dynamic geometry (and topology) of proteins and

their cavities over time; e.g., a pocket may evolve to a void and vice-versa.
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